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ABSTRACT

Liquid loading in a gas well occurs when the upward gas flow rate is insufficient to lift the coproduced liquid to the surface, which results in an accumulation of liquid at the bottom of the well. The liquid column in the tubing creates backpressure on the formation, which decreases the gas production rate and may stop the well from flowing. To model these phenomena, the dynamic interaction between the reservoir and the wellbore must be characterized. Due to wellbore phase re-distribution and potential phase-reinjection into the reservoir, the boundary conditions must be able to handle changing flow direction through the connections between the two subsystems.

This study presents a new formulation of the wellbore boundary condition used in reservoir simulators. The boundary condition uses the new state variable, the multiphase zero flow pressure ($MPZFP, p^0$), to determine flow direction in the connection grid block. If the wellbore pressure is less than the $p^0$, the connection is producing; otherwise, it is injecting. The volumetric proportion of the flow is always determined by the upstream side.

The new reservoir simulator is used in coupled modeling associated with liquid loading phenomena. The metastable condition can be modeled in a simple manner without any limiting assumptions and numerical stability problems.

We also applied this simulator for history matching of a gas well flowing with an intermittent production strategy. A basic transient wellbore model was developed for this
purpose. The long-term tubinghead pressure (THP) history can be traced by our coupled simulation.

Our modeling examples indicated that, the new wellbore boundary condition is suitable in modeling the dynamic interactions between reservoir and wellbore subsystems during liquid loading. The flow direction through the connection grid block can be automatically detected by our boundary condition without numerical difficulty during the course of the simulation. In addition, the capillary pressure can be accounted at the connection grid blocks when applying our new formulation in the reservoir simulator.
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## NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Interface area, wellbore area, ft</td>
</tr>
<tr>
<td>B</td>
<td>Formation volume factor, res-bbl/Stb, res-bbl/Scf</td>
</tr>
<tr>
<td>d</td>
<td>Diameter, ft</td>
</tr>
<tr>
<td>f</td>
<td>Settled water fraction, dimensionless</td>
</tr>
<tr>
<td>F</td>
<td>Inter-block flow rate, Stb/d, Scf/d</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational constant, 32.17 lbm-ft/lb-f-s²</td>
</tr>
<tr>
<td>h</td>
<td>Height, ft</td>
</tr>
<tr>
<td>k</td>
<td>Permeability, mD</td>
</tr>
<tr>
<td>m</td>
<td>Phase mass in wellbore, lbm</td>
</tr>
<tr>
<td>M</td>
<td>Accumulation term, gas molecular weight</td>
</tr>
<tr>
<td>P</td>
<td>Pressure, psia</td>
</tr>
<tr>
<td>PI</td>
<td>Productivity index, mD-m</td>
</tr>
<tr>
<td>q</td>
<td>Sink/source rate, Stb/d, Scf/d</td>
</tr>
<tr>
<td>r</td>
<td>Radius, ft</td>
</tr>
<tr>
<td>R</td>
<td>Residual term; gas constant, 10.732 ft³·psi/(R-lbmol)</td>
</tr>
<tr>
<td>S</td>
<td>Phase saturation, dimensionless</td>
</tr>
<tr>
<td>t</td>
<td>Time, day</td>
</tr>
<tr>
<td>V</td>
<td>Volume, ft³</td>
</tr>
<tr>
<td>X</td>
<td>Primary variables</td>
</tr>
<tr>
<td>z</td>
<td>Gas compressibility factor, dimensionless</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Scaling parameter, dimensionless</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Transmissivity conversion factor to field unit, 1.127E-3</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Viscosity, cP</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density, lb/ft$^3$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Porosity, dimensionless</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ave</td>
<td>Average</td>
</tr>
<tr>
<td>c</td>
<td>Capillary; critical</td>
</tr>
<tr>
<td>eq</td>
<td>Equivalent</td>
</tr>
<tr>
<td>F</td>
<td>Frictional term</td>
</tr>
<tr>
<td>g</td>
<td>Gas</td>
</tr>
<tr>
<td>H</td>
<td>Horizontal</td>
</tr>
<tr>
<td>n,m</td>
<td>Grid-block number</td>
</tr>
<tr>
<td>p</td>
<td>Iteration step</td>
</tr>
<tr>
<td>r</td>
<td>Relative</td>
</tr>
<tr>
<td>T</td>
<td>Total</td>
</tr>
<tr>
<td>TH</td>
<td>Tubing head</td>
</tr>
<tr>
<td>W</td>
<td>Water</td>
</tr>
<tr>
<td>wf</td>
<td>Well flowing</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Fluid phase</td>
</tr>
</tbody>
</table>
Superscripts

k

Time step
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CHAPTER I

INTRODUCTION

Problem Statement

Most gas wells producing some liquid experience challenges in production losses due to liquid loading, which occurs when the gas rate is insufficient to carry coproduced liquid to the surface. Some liquids will flow counter-current to the gas and accumulate in the bottom of the well, creating backpressure on the formation. This results in a sharp reduction in the gas production rate, and in the worst case, the well ceases flowing.

Liquid loading phenomena are believed to be initiated inside the wellbore when the liquid film at the tube wall flows downward. The accumulation of the liquid at the bottom of the well increases the backpressure at the near-wellbore region. Reinjection of the liquid can take place if an immediate bottomhole pressure is greater than the reservoir pressure in the near-wellbore region. If the reservoir pressure from the far region is able to replenish flow to the wellbore, gas and water can push some of the reinjected water back to the wellbore.

Another possible situation is that, at the lower part of the well, which has more pressure than the upper one, the liquid is reinjected into the reservoir while the gas and water are still flowing at the upper part of the reservoir during the liquid loading. All of these are transient behaviors that typically occur in liquid loading wells, which make modeling of the liquid loading problem complex.
The petroleum industry has recognized the importance of the liquid loading problem in gas wells and paid attention to various alleviating techniques for years. These include velocity string installation, plunger lifts, foam injections, downhole pump, etc. Since each of the remedial options has its own technical characteristics, their applicability varies depending on the characteristics and the conditions of the well.

Although remedial measures exist, the predictive tools for this particular problem are still not reliable. The existing industry efforts have been made to predict flowing conditions that remain out of the liquid loading regime, using the so-called “Turner’s criteria.” This is the first step toward modeling of the rich group of transient flow conditions both in the reservoir and in the wellbore.

The complexity of developing a good model for predicting the liquid loading phenomena is mainly due to the dynamic interaction between the two subsystems. Both submodels must be able to capture transient flow conditions involved during the liquid loading on their own. In addition, the integrating model should allow implicit coupling.

The well model should be able to describe multiphase flow along the tubing during liquid loading. In essence, it must account for phase redistribution resulted in variations of phase composition at shared interfaces.

The near-well reservoir model must be able to identify flow directions and its associated phase flow rates as a result of immediate pressure differences between the two subsystems. These changes in flow directions can happen as frequently as minutes or months. In addition, the reservoir model must be able to couple and simulate without numerical stability during the course of the simulation. Most numerical difficulty in the
reservoir model happens at the grid block locating a connection between the reservoir and the wellbore. Thus, this requires a special attention in formulating the wellbore boundary condition, particularly in the liquid loading problems.

At present, the models used to predict and diagnose the liquid loading problem are based on steady-state analysis, thus overlooking the transient feature particular to liquid loading. Several researchers have put efforts into modeling this problem to link the well dynamics to the well. However, even when the transient multiphase well model is used, the reservoir model is simply characterized by the steady-state IPR. Consequently, the transient phenomena during liquid loading may be lost and some observations may be difficult to simulate.

This study addresses the importance of formulation of the wellbore boundary conditions in the reservoir simulation. The new boundary condition is suitable for the coupled modeling between the reservoir and the wellbore model as it can automatically predict the flow direction at the wellbore boundary. This particular feature is an important requirement in modeling the complex phenomena in the liquid loading problem.

In fact this work is a part of the Joint Industry Project (JIP) on “Liquid Loading in the Operation of Gas Fields: Mechanisms, Prediction and Reservoir Response.” This project addresses the industry problem in a broader aspect, both theoretically and practically. The project concerning the impact of liquid loading both in the wellbore and the near-well region has been in progress since 2009.
Within the framework of this JIP, Zhang et al. (2009) developed a near-wellbore reservoir simulator to identify U-shaped pressure curves in the near-wellbore region caused by the liquid reinjection. They indicated that the traditional Inflow Performance Relationship describing the flow from the reservoir is not appropriate to capture this phenomenon and suggested to use the numerical approach instead.

Fernandez et al. (2010) presented a design of a flow loop attached to the porous medium to experimentally mimic liquid loading conditions in the integrated wellbore/reservoir system.

Waltrich et al. (2011) built this flow loop facility and performed a validation on transient wellbore simulators against the experimental investigation. They identified limitations in those simulators for evaluating liquid loading phenomena. Those limitations were related to transitions between flow regimes and liquid holdup modeling.

Alves et al. (2012) developed a numerical model addressing the flow pattern transition between churn and annular flow regimes.

In this study, we developed a new version a reservoir simulator that further investigates transient flow conditions in the near-wellbore region. We proposed a new wellbore boundary condition that is suitable for modeling back flow and related phenomena. It can be applied to determine crossflow of the liquid phase during liquid loading. In addition, the new reservoir model enables integrated reservoir/wellbore modeling to understand the system behavior under the liquid loading phenomena.
Objectives

The objectives of this study are summarized as follows:

1. Develop a numerical reservoir model that is capable of simulating two phase (gas and water), two-dimensional (radial/vertical directions), isothermal systems. This reservoir model will be used for modeling the onset of liquid loading phenomena.

2. Formulate the wellbore boundary conditions that are capable of predicting backflow situations during the liquid load-up in the wellbore.

3. Validate and identify differences in simulation results against a commercial reservoir package.

4. Model dynamic interaction between the reservoir and the wellbore under liquid loading conditions.

5. Validate experimental results on the investigation of a U-shaped pressure profile in the gas system.

Importance

To characterize transient flow behaviors during liquid loading, it is important to model dynamic interaction in the reservoir and the wellbore. Most existing integrated modeling tends to analyze this problem based on steady-state analysis. Even when the transient multiphase wellbore models are used, the problem is still incorrectly defined because a steady-state inflow performance relationship (IPR) is used to characterize the
reservoir, which involves the wrong boundary condition between the well and the reservoir.

The wellbore boundary condition plays an important role in integrated reservoir/wellbore modeling. For the liquid loading problem, the boundary condition must be formulated in such a way that it can predict backflow at the interface between the reservoir and the wellbore, depending on the pressure differences of the two subsystems. Moreover, the effect of capillary pressure should be incorporated in the flow across the boundary without causing numerical instability issues. Most commercial software ignores the capillary effect at the well block in order to accommodate robustness in the simulation.

Although the prediction of onset of the liquid loading is expected to rely on Turner’s critical criteria with some modification, the modeling of dynamic interaction between the reservoir and the wellbore will help operators understand the system behavior during liquid loading and know how to design the production system more realistically to extend the life of the gas well.

**Structure of the Dissertation**

Chapter II gives details of existing modeling approaches in predicting the onset of the liquid loading problem. It also discusses attempts in integrated reservoir/wellbore modeling to analyze production behavior under the liquid loading effect. None of them have mentioned the wellbore boundary conditions appropriate for this problem. In
addition, this chapter provides a literature search of wellbore boundary modeling for some specific problems, which we can apply in the area of liquid loading problems.

Chapter III describes the numerical formulation for our reservoir simulation. Moreover, the formulation of the wellbore boundary condition for modeling liquid loading phenomena is presented.

Chapter IV presents the comparison of the reservoir simulation results against that generated from the model previously developed by Zhang et al. (2009). The result comparison of the well block indicates that numerical errors in the solution are propagated by using Zhang et al. model while the numerical issues are not observed when using our numerical simulation. Moreover, the validation of the simulation results against commercial software, ECLIPSE, shows the difference when predicting the backflow situation. Our simulation can predict switching back and forth in flow directions, thanks to the wellbore boundary condition, while ECLIPSE cannot identify that behavior, which is important in modeling the liquid loading. In addition, we show the simulation results in the near-wellbore region under the imposed oscillating bottomhole pressure. Those simulation results indicate the U-shaped pressure profiles during the liquid reinjection, similar to what was addressed by Zhang et al. (2009). Lastly, we show the use of our numerical simulation to validate the experimental investigation on the U-shaped pressure profiles in the near-wellbore region. The differences between numerical and experimental solutions were used to adjust experimental setup to obtain and analyze transient flow in the near-wellbore region more rigorously.
Chapter V gives the analysis of the metastable flow condition, which is the common production behavior effect of liquid loading. The modeling of the metastable flow condition is associated with dynamic interaction between the reservoir and the wellbore model. Dousi et al. (2006) proposed a modeling approach for this particular problem using the steady-state IPR as the reservoir model and the empirical wellbore model. We show that our reservoir simulation can substitute the IPR model, giving some insights about the near-wellbore region in the metastable regimes.

Chapter VI presents an integrated reservoir/wellbore modeling approach for history matching the wellhead performance history of a liquid-loaded gas well. This gas well has been experiencing the usual symptoms of liquid loading from the start. The strategy of intermittent production cycles has been implemented to recover gas production for over 25 years. We applied our reservoir simulation together with our developed wellbore model to reproduce the main characteristics of the tubinghead pressure history, which identified how the reservoir and the well interact during repetitive production cycles.

Chapter VII gives a summary of the conclusions from this work and suggests future works toward understanding liquid loading phenomena.
CHAPTER II
LITERATURE REVIEW

Introduction

During the life of gas wells, there is a stage where the gas flow rate is insufficient to carry coproduced liquid to the surface. Once this condition is reached, some fraction of the produced liquid will flow counter-current to the gas and accumulate in the bottom of the well. As liquid accumulates, it increases backpressure on the formation. Some accumulated liquid can re-enter the near-wellbore region, depending on the pressure difference at the connection interface (perforations). The increase in backpressure results in reduction of the gas production rate, and in some cases, it kills the well. This is a typical liquid loading problem.

The liquid loading problem often occurs at later life of the gas wells, where the reservoir pressure decreases, as well as at the early life of the gas wells with high liquid/gas ratios. The sources of liquid in the wellbore can be from condensation of water vapor along the well, drop-out condensate in the near-wellbore region, or connate formation water and ingress of water influx from aquifers into the well as pressure and temperature decrease. Mostly liquid water originates from condensed water vapor; however, in some gas wells, inflow of formation water may be more significant (Veeken et al. 2009).

Diagnosing the liquid loading problem is complex because its phenomena include flow instabilities in the well, and are further affected by flow instabilities in the
near-wellbore region. Thus, to model the liquid loading problem, it is necessary to understand how the multiphase flow in the well and the multiphase flow in the reservoir dynamically interact with each other.

A number of industry efforts have been made to predict the flowing conditions such that the well remains out of the liquid loading regime, using the so-called “Turner’s criteria.” These criteria are usually used by operators to design the production system to ensure that the well can flow at gas rates capable of removing liquid out of the well. However, they cannot be used to capture the transient features, such as wellbore phase redistribution and phase reinjection into the reservoir, which typically occur in the liquid loading regime.

To characterize mechanisms behind the liquid loading phenomena, it is important to understand the flow regime (patterns) in the well, which describes how multiphase fluid interact to each other, according to forces acting at the interior of each phase and at the interfaces of the multiphase fluid. The flow regimes are typically classified by the phase composition of the multiphase flow. **Fig. 2.1** depicts the flow regime map developed by Hewitt and Roberts (1969).
In the early life of the gas well, the annular flow or wispy annular flow is typically experienced during normal operations. Liquids can be transported as a film along the walls of the tubing, but also be entrained in the main gas flow in the form of droplets. **Fig. 2.2** presents the distribution of liquid forms in the annular flow.
As the gas velocity decreases, the ability of the gas to transport the liquid film reduces. It starts to thicken. The inner parts closed to the tubing wall starts to flow downward, while the droplets are still produced upward. This is defined as the onset of liquid loading. In the recent studies, it was proven that the annular flow is transitioning into churn flow at this moment (Westende et al., 2007; Schiferli et al., 2010; Yusuf et al., 2010; Waltrich, et al., 2011; Daas and Golczynski, 2012). Although some part of liquid films are flowing downward, the inner part is still forced upward by the gas core. As the gas velocity decreases even more, it reduced the ability of the gas core to drag the liquid film upward. This process continues until the net flow is downward and the well completely dies.
At the late life of the gas wells, the liquid loading is nearly inevitable. The depletion in the reservoir pressure, causing a decrease in the gas velocity, increases chances of a liquid column accumulating at the bottom of the well. The increase in backpressure on the formation can cause reinjection of the liquid to the reservoir or stack to reduce the gas rates even more. As a consequence, the well is unable to flow and requires more frequent shut-ins to build up reservoir pressure. The heavier phase (liquid) is accumulated at the bottom of the well and completely segregated from the lighter phase (gas) because of the gravitational force. Some liquids may be reinjected into the reservoir and worsen the gas mobility around the wellbore (J. Wang, 2012).

To prevent and alleviate the liquid loading problem, it is important to have a better understanding of when and how liquid loading occurs. In essence, this understanding requires accurate predictions of the critical gas flow rates and its associated phenomena.

In the following, we discuss industry efforts in modeling liquid loading problems to address the complexity in multiphase flow in the well. In addition, we present dynamic wellbore/reservoir models used in the liquid loading problems. None of those has addressed the importance of wellbore boundary conditions suitable for this particular problem. We discuss the general approach in modeling the wellbore boundary condition embedded in most commercial software. Then we introduce some existing alternative methods of the wellbore boundary condition which can be adapted for modeling in our specific simulator.
Prediction of the Onset of the Liquid Loading Problem

In the field, typical symptoms that indicate the well is undergoing liquid loading include erratic production and increase in decline rate, tubing pressure decreasing as casing pressure increases, annular heading, cessation of liquid production, and presence of loading recorded through pressure spikes at the gas measuring device (Lea et al., 2003). Fig. 2.3 shows a plot of well performance data indicating the occurrence of liquid loading.

![Well performance data indicating liquid loading](image)

**Fig. 2.3** – Well performance data indicates liquid loading (Sutton et al., 2003)

Many remedial techniques have been developed to alleviate liquid loading problems. Velocity strings, plunger lifts, and foam injections can be applied relying on natural energy of the system. Downhole pumps and gas lift provide extra energy to the
system (Dunham et al. 2008). Oyewole and Lea (2008) provides comprehensive comparisons of advantages and disadvantages of remedial techniques to remove liquids from the liquid loaded gas wells. In general, these techniques should be applied before the problem becomes too severe.

An intermittent production strategy can also alleviate the liquid loading problem (Whitson et al. 2012). It can be achieved by ensuring that the gas wells are produced above the liquid loading criteria of their own field production history. Once the liquid loading rates are reached, the wells must be shut-in for a short period, letting the near-well regions build up pressure. The production/shut-in cycle continues until the well can no longer produce at an economic rate.

Industry efforts have emphasized the models to predict the onset of the liquid loading problem in order to guarantee the stable operating conditions and to be far from those liquid loading regimes.

The most notable model was developed by Turner et al. (1969). Their model is based on the force balances in the largest droplet entrained in the gas core, which determine the drag force exerted by the gas core and the buoyancy force on the droplet (Fig. 2.4). From this force balance, Turner et al. were able to calculate minimum gas velocity required to ensure suspension of liquid droplets in the gas core. The equation to calculate “Turner’s velocity” in oilfield units is expressed as:

\[
v_c = 1.8949 \left[ \frac{\sigma (\rho_l - \rho_g)}{\rho_g^2} \right]^{0.25}\]

(2.1)
where \( v_c \) is Turner velocity in ft/s, \( \sigma \) is interfacial tension in dynes/cm, \( \rho_l \) is liquid density in lbm/ft\(^3\), and \( \rho_g \) is gas density in lbm/ft\(^3\).

The coefficient in Eq. 2.1 was already increased to 20% of its original value to match their database. This increase can be viewed as a safety factor to ensure the well is unloaded. Turner et al. suggested evaluating the velocity using fluid properties at the wellhead condition. The Turner et al. model has been widely used to predict the critical gas rate in the fields because the fluid properties at the wellhead conditions can be easily evaluated.
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**Fig. 2.4** – Liquid droplet transported in a vertical gas stream (Lea et al., 2003).

Coleman et al. (1991) suggested that the 20% adjustment in the Turner et al. equation was not required in their field data. They also pointed out that gas gravity, interfacial tension, and temperature have little impact on the accuracy of the Turner’s rate calculation, whereas the wellbore diameter and pressure have more impact.
Guo et al. (2006) revisited the droplet model proposed by Turner et al. (1969). They proposed a kinetic-based method to determine the minimum velocity, which is higher than that predicted by Turner et al model. They also indicated that the conditions at the bottomhole control transport of droplets up the well, contradicting what Turner et al. suggested.

Zhou and Yaun (2009) revised Turner’s droplet model to account for liquid droplet coalescence in the gas core. They pointed out that the liquid droplet concentration controls the chances of droplet coalescences along the tubing. The liquid holdup can be applied to represent the liquid droplet concentration in the gas well. Thus, they proposed the new correlation as:

\[ v_{c,N} = v_{c,T} + \ln \frac{H_l}{\beta} + \alpha \]  \hspace{1cm} (2.2)

where \( v_{c,N} \) is critical velocity from the Zhou and Yaun model; \( v_{c,T} \) is critical velocity from the Turner et al. model; \( H_l \) is the liquid holdup; \( \beta \) and \( \alpha \) are threshold values for liquid droplet concentration. According to Zhou and Yaun, \( \alpha = 0.6 \) and \( \beta = 0.01 \) if evaluated using the data set from Turner et al. (1969).

Zhou and Yaun stated that if the liquid holdup is equal or less than \( \beta \), the critical velocity is equal to what predicted by the Turner et al. model; otherwise, the new model is applied.

Westende et al. (2007) studied liquid transport under churn and annular flow regimes in a vertical tube. They did not observe the droplet flow reversal at the Turner criteria. Only a few droplets (0.4%) were found to have velocities close to zero. In
addition, the maximum droplet size was much smaller than that postulated by Turner et al. (1969). They concluded that the droplet flow reversal has a weak impact factor on the onset of the liquid loading problem. The liquid film reversal seemed to be the root cause of liquid loading.

Veeken et al. (2009) applied OLGA simulation to conduct a parametric study on the liquid loading problem. They stated that OLGA, which accounted for liquid film modeling, yielded a better match of minimum stability in their field data set than that predicted by the original Turner et al. expression.

Sutton et al. (2010) found that Turner’s criteria should be evaluated at the bottomhole conditions if the wellhead pressure is lower than 1,000 psia or if the well is producing free water. They also recommended using the more rigorous pressure/volume/temperature (PVT) correlations to evaluate the Turner velocity, rather than the simple expressions suggested by Turner et al. (1969).

Waltrich et al. (2011) compared experimental results against three different transient wellbore simulations. They believed that the onset of the liquid loading is related to the liquid film reversal and associated with the transition from annular to churn flow regime. They pointed out that simulated pressure waves maybe important to stabilities of the liquid film in the annular flow regime.

Although there are a number of indications that the onset of the liquid loading problem is caused by the liquid film reversal, rather than the droplet flow reversal, it is still expected that the Turner’s criteria with some modifications will remain applicable in
the field. This doesn’t come as surprise because the onset of film reversal is governed by the same balance between drag and gravitational forces (Veeken and Belfroid, 2011).

**Importance of Dynamic Modeling for the Liquid Loading Problem**

The conventional way to analyze dynamic interaction between the reservoir and well is to combine the inflow performance relationship from the reservoir and the outflow performance relationship, typically called *nodal analysis*. These two curves determine flow rates from the subsystem associated with a given pressure drop at the point of consideration (nodal point). The intersection of the inflow and the outflow curves is the predicted operating point for the integrated system. **Fig. 2.5** illustrates the typical inflow and outflow performance relationships.

![Fig. 2.5](image)

**Fig. 2.5** – The operating point of the integrated system determined from the intersection of the inflow and outflow curves (Lea et al., 2003).
If the operating gas rate determined from this approach corresponds to the critical gas velocity, it can be considered as the onset of the liquid loading problem.

The outflow performance relationships are typically constructed by summing the hydrostatic pressure and the frictional pressure loss from the nodal point toward the wellhead. The IPR may be constructed using the simplified backpressure equation, of which the flow rate is proportional to the pressure difference between the average reservoir pressure and the bottomhole pressure (Lea et al. 2003). This backpressure equation is given by:

\[ q_{sc} = C \left( p_r^2 - p_{wf}^2 \right)^n \]  

(2.3)

where \( q_{sc} \) is the gas flow rate, \( p_r \) is the average reservoir pressure, \( p_{wf} \) is the flowing wellbore pressure, and \( C \) and \( n \) are constants determined from well test data.

**Eq. 2.3** is developed for analyzing the multirate well testing based on an assumption that the reservoir is in semisteady- or steady-state conditions (Dake 1978).

Although this diagnostic approach is useful to analyze the effects of liquid loading on gas wells, it omits transient features in the well and those in the near-wellbore region which are important to understanding the onset of the liquid loading problem. Realistic transient boundary conditions at the interface between the reservoir and the wellbore must be defined to couple the two subsystems while capturing the intermittent features of liquid loading (Solomon et al. 2008).

Belfroid et al. (2008) analyzed the effect of reservoir permeability on an ability to restart liquid-load gas wells, using the nodal analysis approach. They used a modified form of **Eq. 2.3**, which is based on the steady-state assumption. They pointed out that in
high-permeability reservoirs, stable production is difficult to restart because the reservoir is more sensitive to pressure drop than in low-permeability reservoirs.

Dousi et al. (2006) introduced a numerical approach to explain a frequently observed phenomenon where gas wells are able to produce at a relatively constant but significantly reduced rate after the onset of the liquid loading. This particular condition was referred as a metastable condition. This condition is attained at the equilibrium between the produced liquid falling downward and the liquid injected into the reservoir. To mimic the gas metastable condition, the integrated model comprises a two-layer reservoir and a wellbore model. Both submodels were based on the steady-state assumption. The detail of Dousi et al. model will be discussed later in this dissertation.

Gool and Currie (2007) improved the Dousi et al. model by increasing the number of layers in the reservoir model, as opposed to the two-layer reservoir. They pointed out that the new model slowed down to reach the metastable condition and slowed the reduction in gas flow rate when liquid loading starts.

Sagen et al. (2007) developed the semi-implicit coupling scheme for plugging the near-wellbore reservoir model into the transient wellbore model. The reservoir model solves the fluid transport through porous media and returns the pressure and saturations in time and space. The wellbore model provides the pressure boundary for the reservoir model, while the reservoir model provides flow rates into the wellbore.

The outline of the semi-implicit coupling scheme is described as follows:

1. At time step \( n+1 \), the wellbore model requests the sensitivity coefficients \( a_P^n \) and \( b_P^n \) in the relation:
\[ M_{p}^{n+1} = a_{p}^{n} p_{p}^{n+1} + b_{p}^{n} \]  

(2.4)

where \( a_{p}^{n} = \frac{d M_{p}^{n}}{dp_{p}^{n}} \)  

(2.5)

and \( b_{p}^{n} = M_{p}^{n} - a_{p}^{n} p_{p}^{n} \)  

(2.6)

\( M_{p} \) is the mass flow rate of each phase. \( p_{p} \) is the pressure at the interface boundary in the wellbore model. \( M_{p}^{n} \) and \( p_{p}^{n} \) are calculated at the timestep \( n \).

2. Run the wellbore model using **Eq. 2.4** as the boundary condition. Then, the wellbore model will send \( p_{p}^{n+1} \) and \( M_{p}^{n+1} \) to the reservoir model.

3. Run the reservoir simulation to timestep \( n+1 \), using the wellbore supply boundary conditions.

Chupin et al. (2007) used the integrated reservoir-wellbore model to simulate the metastable condition of the liquid-loaded gas wells, which were proposed by Dousi et al. (2006). Chupin et al. applied a coupling scheme similar to that developed by Sagen et al. (2007). They presented the numerical solutions of the flow rate, liquid holdup, and water saturation at the reservoir/wellbore interface in the metastable regime. However, we believe that high-frequency oscillations in their presented numerical solutions are potentially associated with numerical difficulties in the simulation.

Hu et al. (2010) applied an updated version of the model used by Chupin et al. (2007) to investigate the intermittent production strategy in the gas wells to prevent liquid loading. They pointed out the well should be shut-in before the liquid accumulates in the well to avoid gas rate reduction in the next cycle. Both Chupin et al. (2007) and Hu et al. (2010) assumed no capillary pressure in the reservoir.
Schiferli et al. (2010) conducted coupled wellbore/reservoir modeling to optimize intermittent production using the OLGA software. In their model, the optimum shut-in period is 2 hr every 12 hr of production time. They also indicated the more water is reinjected into the reservoir if the shut-in time is longer.

Pourafshary et al. (2009) introduced a method to determine the amount of liquid accumulation at the bottom of the reservoir and applied it in their coupled wellbore/reservoir model. However, they did not provide details of the model and the solution procedure. They indicated that for the gas wells producing with low drawdown pressure, high liquid accumulation is expected.

Zhang et al. (2009) developed a numerical reservoir model to describe possible reinjection in the near-well region during liquid loading. They identified the U-shaped pressure profile in the near-wellbore reservoir by imposing an oscillating bottomhole pressure from the inner boundary. Fig. 2.6 illustrates the U-shaped pressure profile in the near-wellbore region. A sensitivity analysis was performed to evaluate the length of the disturbed distance from the wellbore. They pointed out that the high oscillation frequency, high fluid compressibility, and low permeability led to a short length of the U-shaped pressure profile.
Zhang et al. (2010) investigated the effect of relative permeability hysteresis to the U-shaped pressure profile. They indicated that in the high oscillation frequency in bottomhole pressure, the disturbed distance from the wellbore changes very little.

Y. Wang (2012) conducted an experimental study on the transient flow condition in the near-wellbore region. He confirmed from a dry-gas experiment that the U-shaped pressure curves exist as a result of backflow from the wellbore, as proposed by Zhang et al. (2009).

J. Wang (2012) performed a numerical reservoir simulation to study the effect of liquid loading in the near-wellbore region. He indicated that the near-wellbore damage, including scale deposition, clay swelling, and sand production, caused by the liquid loading decrease the gas recovery by several folds, even after the effective deliquification is applied to the well.

Waltrich (2012) investigated the onset of liquid accumulation at the bottom of the vertical tube under conditions corresponding to both regions of several liquid loading
criteria. He indicated from the experimental results that the liquid accumulation at the bottom of the tube could not be initiated by the wellbore alone. According to his opinion, the pseudo-porous medium representing the near-wellbore region may be important to trigger this onset of the liquid accumulation.

**The Need for a New Formulation of the Wellbore Boundary Condition for the Liquid Loading Problem**

In order to simulate the transient flow conditions in the coupled wellbore/reservoir models during liquid loading, it is important to define realistic boundary conditions at the interface between the reservoir and the wellbore model. The wellbore boundary condition must be presented in such a way that it can predict liquid backflow into the reservoir and include effects of capillary pressure at the boundary.

The conventional method of presenting a well in a reservoir simulator is to define a sink/source term, described by a form of IPR. Individual phase fluxes are implicitly evaluated, corresponding to the phase potential difference between the grid-block and the wellbore. This formulation is embedded in most commercial numerical simulators. In multiphase reservoir simulation, the treatment of wells always presents a numerical challenge. Usually, the maximum changes in the primary variables happen at grid blocks directly connected to the well. Thus, the maximum allowed time step and the number of internal iterations required in a given time step are both significantly affected by the well block(s).
In order to accommodate robustness in commercial software, additional assumptions are often incorporated into the schedule set up. Those include negligible capillary pressure at the well block and a priori flow direction defined by the user. Even in purpose-built simulators, when the direction of the flow is calculated, such as in cross-flow investigations, most authors suggest compromising the capillary pressure in the well block to attain numerical stability.

For the investigation of specific problems, such as the liquid loading phenomena of wells producing from tight-gas formations, capillary pressure cannot be neglected. In addition, flow direction (production/injection) through a connection is unknown, as the wellbore conditions are rapidly changing. Therefore, representing sink/source terms requires special attention.

Coats et al. (2003) provided the treatment to the wellbore boundary condition for an integrated subsurface-surface framework. The equation is generalized such that it can automatically predict cross-flow situations based on the potential difference, assuming co-current phase flows in each individual connection. They suggested that gradients are weighted by fluid saturation, or motilities in the grid blocks. However, they neglected capillary pressure in the formulation.

Investigating a fractured, geothermal reservoir, Wu (2000) incorporated the capillary pressure in the pseudo well model. According to his experience, the apparent volume of the wellbore must be increased by 100 to 1000 folds to avoid convergence problems during the simulation.
Conclusion

The literature review presents modeling efforts towards characterization of dynamic interaction between the reservoir and the wellbore during liquid loading. Some of the dynamic modeling is subject to steady-state assumptions either in the wellbore or in the reservoir, or in both subsystems. Those modeling techniques require a rigorous characterization of the wellbore boundary condition that can capture transient behaviors at the boundary.

Although the petroleum industry has paid much attention to the predictive models for the onset of the liquid loading problems, a fundamental understanding in the mechanism during liquid loading is crucial. The modeling of the dynamic interaction between the two subsystems must be accurately described in order to identify the real cause of the liquid loading and suggest the appropriate design of the production system to extend the life of the gas well.
CHAPTER III

GOVERNING EQUATIONS AND FORMULATION OF NUMERICAL RESERVOIR SIMULATION

Introduction

The original aim of this study was to enhance simulation capability of the Zhang et al. (2009) work. The new numerical reservoir simulation is able not only to capture the U-shaped pressure profile in the near-wellbore region as previously presented by Zhang et al., but also to simulate flow in vertical direction due to gravity. This adds the benefit of being able to investigate crossflow between formations during liquid loading.

In addition to enhancing simulation dimensionality, this study gives a new formulation of the wellbore boundary condition that is suitable for dynamic modeling of the liquid loading problem. This new boundary condition includes the effect of capillary pressure at the boundary and predicts flow direction at the connection(s) between the two subsystems. Numerical instability was not observed during the course of the simulation when the new wellbore boundary condition was applied.

This chapter provides details of formulation of the numerical reservoir simulation. It enlists the governing equations and describes the discretization method using a fully implicit scheme. In addition, it presents a derivation of the new wellbore boundary condition applied in this study.

It should be noted that even though the governing equations in this work are similar to those applied in Zhang et al., we used a different numerical discretization
scheme. Zhang et al. used the implicit pressure explicit saturation (IMPEZ) method, which is conditionally stable as suggested by Peaceman (1977):

\[
\frac{\Delta t}{\Delta x^2} < 6.23 \times 10^{-5} \frac{\text{day}}{\text{ft}^2}
\]  

(3.1)

where \(\Delta t\) is timestep size in the simulation and \(\Delta x\) is the size of the grid block in the direction to the flow.

**Governing Equations and Numerical Formulation**

To model liquid loading, a purpose-built numerical reservoir simulation was developed to handle gas and water phase flows in an isothermal porous medium. The simulator is adapted from an open source educational code called “FTSim” (Moridis, 2009). In terms of concepts, approaches, and architectures, the FTSim is based on TOUGH+, the suite of software codes developed at the Lawrence Berkeley National Laboratory (Moridis et al. 2008).

In the two-phase system, an underlying equation obeys conservation of mass, which can be expressed as:

\[
\frac{\partial}{\partial t} (M_\beta) = -\nabla \cdot (\rho_\beta V_\beta) + q_\beta
\]  

(3.2)

where \(M_\beta\) is the mass accumulation term of phase \(\beta\) (\(\beta = w\) for water; \(\beta = g\) for gas); \(\rho_\beta\) is the density of phase \(\beta\) under reservoir conditions; \(q_\beta\) is the sink/source term of phase \(\beta\) per unit volume, which determines phase fluxes at the connection to the well node. We will discuss more details in the next chapter regarding the new wellbore boundary condition for the liquid loading problem; \(V_\beta\) is the Darcy velocity of phase \(\beta\).
The mass accumulation term of phase $\beta$ is given by:

$$M_\beta = \phi S_\beta \rho_\beta$$  \hspace{1cm} (3.3)

where $\phi$ is the effective porosity of the formation; $S_\beta$ is the saturation of phase $\beta$.

Darcy’s velocity is defined by:

$$V_\beta = -\frac{k k_{r\beta}}{\mu_\beta} (\nabla p_\beta - \rho_\beta g)$$  \hspace{1cm} (3.4)

Where $k$ is the absolute permeability of the formation; $k_{r\beta}$ is the relative permeability to phase $\beta$; $\mu_\beta$ is the viscosity of phase $\beta$; $p_\beta$ is the pressure of phase $\beta$; and $g$ is gravitational constant.

Two constitutive equations are required, in addition to Eq. 3.2 to express all secondary variables and parameters as a function of a set of primary variables of interest.

The following relationships are given as:

$$S_w + S_g = 1$$  \hspace{1cm} (3.5)

and $$p_g = p_w + p_c(S_w)$$  \hspace{1cm} (3.6)

Where $p_c$ is the capillary pressure, which is assumed to be a function of fluid saturation.

The relative permeabilities are assumed to be functions of fluid saturation. The porosities are assumed to be functions of fluid pressure. Fluid properties are assumed to be functions of pressure and temperature. Details of the formula employed in this simulation will be discussed in Appendix A.

Eq 3.2 can be discretized using the finite volume method. For gridblock $n$, Eq 3.2 can be expressed by a set of first-order ordinary differential equations in time as:
\[
\frac{dM_{\beta,n}}{dt} = \frac{1}{V_n} \sum_m A_{nm} V_{\beta,nm} + q_{\beta,n} 
\] (3.7)

where \( V_{\beta,nm} \) is the average value of Darcy velocity of phase \( \beta \) over gridblock interface \( A_{nm} \) between block \( V_n \) and \( V_m \). The discretized flux \( V_{\beta,nm} \) expressed in terms of average values over parameters is given by:

\[
V_{\beta,nm} = -\left[ \frac{k k_{r\beta}}{\mu_{\beta}} \right]_{nm} \left[ \frac{p_{\beta,n} - p_{\beta,m}}{D_{nm}} - \rho_{\beta,nm} g \right] \tag{3.8}
\]

For this equation, suitable averaging methods are required for representing properties of each parameter at the interface between gridblocks \( n \) and \( m \). \( D_{nm} \) is the distance between centerpoints \( n \) and \( m \).

The time discretization is carried out with a first-order finite-difference scheme. The flux and sink/source terms in Eq 3.7 are evaluated at the new time level, \( t^{k+1} = t^k + \Delta t \), known as a fully implicit treatment, to obtain the numerical stability needed for a strongly nonlinear problem. Following time discretization scheme, Eq 3.7 can be expressed as:

\[
R^{k+1}_{\beta,n} = V_n (M^{k+1}_{\beta,n} - M^k_{\beta,n}) - \Delta t \left( \sum_m A_{nm} V^{k+1}_{\beta,nm} + q^{k+1}_{\beta,n} \right) = 0 \tag{3.9}
\]

where \( R^{k+1}_{\beta,n} \) is the residual of Eq 3.9 of phase \( \beta \) in gridblock \( n \) at time level \( k+1 \). By convention in the petroleum industry, Eq 3.9 can be rewritten in volumetric terms at standard condition as:

\[
R^{k+1}_{\beta,n} = V_n \left[ \left( \frac{\phi S_{\beta}}{B_{\beta}} \right)^{k+1}_n - \left( \frac{\phi S_{\beta}}{B_{\beta}} \right)^k_n \right] - \Delta t \left( \sum_m A_{nm} V^{k+1}_{\beta,nm} + q^{k+1}_{\beta,n} \right) = 0 \tag{3.10}
\]
where $B_\beta$ is the formation volume factor of phase $\beta$; $q_\beta$ is the volumetric flow rate of phase $\beta$ at standard condition. The Darcy’s velocity is then rewritten as:

$$V_{\beta, nm} = -\left[\frac{k k_\beta}{\mu_\beta B_\beta}\right]_{nm} \left[\frac{P_{\beta,n} - P_{\beta,m}}{D_{nm}} - y_{\beta,nm}\right]$$

where $y_{\beta,nm}$ is the specific weight of phase $\beta$ at interface $A_{nm}$ in psi/ft.

For each gridblock, two equations describe the primary variables: pressure and saturation. In the gas/water system discretized into $N$ gridblocks, **Eq 3.10** represents a set of $2N$ algebraic equations. The unknown, $x_i (i = 1,2,3...2N)$, are $2N$ primary variables, which can completely define the state of the system at new time level $t^{k+1}$. These sets of equation are solved by Newton-Raphson iterations. This can be done by approximating **Eq 3.10** by the first-order Taylor expansion of the $2N$ linear equations.

$$R_{\beta,n}^{k+1} (x_{i,p+1}) \approx R_{\beta,n}^{k+1} (x_{i,p}) + \sum_l \frac{\partial R_{\beta,n}^{k+1}}{\partial x_i} \bigg|_p (x_{i,p+1} - x_{i,p}) \approx 0$$

$$-\sum_l \frac{\partial R_{\beta,n}^{k+1}}{\partial x_i} \bigg|_p (x_{i,p+1} - x_{i,p}) = R_{\beta,n}^{k+1} (x_{i,p})$$

where subscripts $p$ denote iteration index at time level $t^{k+1}$. All terms $\frac{\partial R_{\beta,n}}{\partial x_i}$, called the Jacobian matrix, can be evaluated by numerical differentiation. **Eq 3.13** is solved by a precondition-conjugated gradient method. The iteration is continued until the residual $R_{\beta,n}^{k+1}$ are reduced below a preset convergence tolerance.
Wellbore Boundary Formulation

Fig.3.1 presents a schematic of a gas/water system comprising one formation grid block and one well node. The pressure on the wellbore side is denoted by $p_{wf}$ and the local volumetric ratio of the liquid phase inside the wellbore is denoted by $S_{wwf}$. This will play a role only if the flow direction is from the wellbore to the reservoir. Since the connection is horizontal, the flow through the connection is solely pressure driven, and hence must be of the same direction for both phases. (This condition is valid for reservoir simulation. For simulation of laboratory experiments, other conditions may apply.)

The conventional wellbore boundary condition states that the volumetric flow of each phase across the connection is given by:

$$q_{w,i} = PI_i \left( \frac{k_{rw,i}}{\mu_{w,i}} \right) (p_{w,i} - p_{wf})$$  \hspace{1cm} (3.14)

$$q_{g,i} = PI_i \left( \frac{k_{rg,i}}{\mu_{g,i}} \right) (p_{g,i} - p_{wf})$$  \hspace{1cm} (3.15)

where $PI_i$ is the well-block productivity (or injectivity) index in grid block $i$, $p_{wf}$ is the wellbore flowing pressure at the well side of the connection.
The productivity/injectivity index, $PI_i$, is the common property of the wellbore node and the grid-block, given by:

$$PI_i = \frac{2\pi k_H \Delta z_i}{\ln \frac{r_e^*}{r_w}}$$  \hspace{1cm} (3.16)

where $r_e^*$ is the equivalent wellbore radius and $k_H$ is the horizontal permeability. In most reservoir simulators, Peaceman’s (1983) approach is used to evaluate these parameters and it is used in our new formulation. While this well index has been derived assuming single-phase, steady-state, incompressible flow and may require modifications for fast transients in multiphase flow problems, it is still appropriate for the scope of this work.

From Eq. 3.14 and Eq. 3.15, the net volumetric flow rate at the connection equals zero when the magnitudes of the phase flows are equal with difference in signs.
This “happens” at a specific wellbore flowing pressure that we call multiphase zero-flow pressure (MPZFP), or “$p^0$”:

$$q_{r,i} = PI_i \left( \frac{k_{rw,i}}{\mu_{w,i}} \right) (p_{w,i} - p_i^0) + PI_i \left( \frac{k_{rg,i}}{\mu_{g,i}} \right) (p_{g,i} - p_i^0) = 0$$ (3.17)

$$p_i^0 = \frac{\left( \frac{k_{rw,i}}{\mu_{w,i}} \right) p_{w,i} + \left( \frac{k_{rg,i}}{\mu_{g,i}} \right) p_{g,i}}{\left( \frac{k_{rw,i}}{\mu_{w,i}} \right) + \left( \frac{k_{rg,i}}{\mu_{g,i}} \right)}$$ (3.18)

While the expression for $p^0$ is derived from a hypothetical counter-current flow situation that is — according to our basic assumption — not allowed in a single well-node/reservoir grid-block connection, it will still be used in the formulation of the new boundary condition as the means to determine the common flow direction of the two phases. At a given time, through a given connection, there will be only either production or injection for all phases, but cross-flow can happen from and to a well, via multiple connections, similarly to what was suggested by Holmes et al. (1998) and Coats et al. (2003).

Moreover, we require that the actual phase composition of the flow in the connection be determined by the upstream phase composition. The boundary condition satisfying the above criteria is depicted in Fig. 3.2.
In fact, the boundary condition has a state-dependent structure. As shown in Fig. 3.2, the flow direction is determined from the sign of the difference between $p^0$ (a state property of the grid-block) and $p_{wф}$ (a state property of the wellbore side of the connection). The phase composition of the flow through the interface is determined from the upstream condition. Therefore, $S_{wф}$ (the liquid saturation on the wellbore side of the connection) is necessary to know in the case of injection, when the term should also be a function of $S_{wф}$ and its particular form will be discussed later.
The scaling parameter, $\alpha$, is introduced to measure how far we are from the switching condition, where “far” is measured in terms of the capillary pressure.

\[
\alpha_i = \frac{|p_i^0 - p_{wf}|}{p_c}
\]  

(3.19)

At large pressure difference between wellbore and $p^0$ (relative to the capillary pressure), the scaling parameter will assure that the new boundary conditions tend to \text{Eq. 3.9} and \text{Eq. 3.10}. Thus, the algorithm depicted on \text{Fig. 3.2} will reproduce the results obtained with traditional wellbore boundary conditions. Moreover, if the capillary pressure is neglected in the connection grid-block, the traditional boundary conditions (\text{Eq. 3.14-3.15}) are again recovered.

This boundary condition can be used during production, shut-in, or injection at the wellhead, but that does not necessarily imply the actual flow directions through the individual connections. In fact, the actual direction of flow can change from time step to time step (even iteration to iteration), depending on the instantaneous state on the two sides of the connection. The approach can be easily generalized to any number of phases.

From the point of view of the following applications, it is important that, when the wellbore flowing pressure is varying continuously in time and happens to cross the $p^0$ of the grid-block, the source/sink terms for each phase go through zero in a smooth and synchronized manner.
**External Boundary Conditions**

The external boundary condition can mimic the effect from the far region of the reservoir in near-wellbore modeling. It can reduce memory requirements in term of integrating reservoir/wellbore modeling, of which the computation of both subsystems is intensively substantial. One alternative for modeling of the external boundary condition is by describing the flux terms onto the outermost grid block, assuming that pressure and phase saturation at the external boundary are time-invariant. In the near-wellbore modeling accounting for reservoir pressure depletion, we apply a constant pressure decline rate deducted to initial pressure at the boundary over time.

**Initial Vertical Equilibrium**

The initial condition in the multiphase flow system requires the definition of phase pressures and saturations in every gridblock at the beginning of the simulation. This specification can possibly be achieved by allowing flows in the vertical direction according difference in phase gravities and capillary forces until the reservoir reaches gravity/capillary equilibrium (Ertekin et al. 2001). For gas/water systems, three different zones are possible: the gas-cap zone, gas/water continuous zone, and water zone. For the scope in this study, only the gas/water continuous zone is present in the reservoir.

**Conclusion**

The new reservoir simulation has been formulated. Its derivation has been made for gas/water flow through isothermal porous media. The underlying diffusivity equation
is based on conservation of mass in the multiphase flow system. The solution of the
differential equation is then solved by the finite-volume method for space discretization
and the first-order finite difference method.

The formulation of the wellbore boundary condition has been presented. It was
derived from the conventional wellbore boundary conditions of the multiphase flows
which can detach between the phases considered. For the lateral connection between the
reservoir and the vertical well, the flow through the connection is solely pressure driven,
and hence must be of the same direction for both phases.

We determine the “multi-phase zero-flow pressure” or \( p^0 \) to calculate the
direction and its magnitudes of the phase flows at the connection. The phase
composition is determined by the upstream saturation condition. The boundary condition
can be used during the production, shut-in, or injection at the wellhead. The actual
direction of the flow can change from time step to time step, depending on the
instantaneous state on the two sides of the connection.
CHAPTER IV

EVALUATION OF THE NUMERICAL RESERVOIR SIMULATION:
COMPARISON AGAINST PREVIOUS CODES, VALIDATION WITH
COMMERCIAL SOFTWARE, AND RESERVOIR SIMULATION DURING LIQUID
LOADING*

Introduction

In this chapter, we used our developed reservoir simulator associated with the
new wellbore boundary condition to model a simple loading case and compare the
results with those from the Zhang et al. (2009) simulator. We focused on simulation
results at the grid block where we applied the wellbore boundary condition (wellblock).
This comparison indicated numerical instabilities in the Zhang et al. simulator, which
may associated with an inappropriate wellbore boundary condition.
Moreover, we presented the comparison of the simulation results against a commercial
reservoir package to identify differences in numerical results at the wellblock, under
near-switching flow directions. With the new formulation of the wellbore boundary
condition, the simulator can predict flow directions at the boundary depending on
immediate pressure difference between the bottomhole and the reservoir, while the
commercial package will command to shut the well if the

* Part of this chapter is taken from “Experimental and Numerical Investigation of
It is in preparation for publication in 2013-2014.
downstream pressure is higher than the upstream one according to flow directions specified by users. This offers a great advantage when investigating the liquid loading conditions, of which the flow directions can be switching frequently depending on pressure fluctuation at the bottomhole.

We also presented the simulation results in the near-wellbore region when imposing an oscillating bottomhole pressure at the inner reservoir boundary. The results show the presence of U-shaped pressure profiles as a result of reinjection of the heavier phase, as indicated by Zhang et al. (2009).

In addition, we also applied this reservoir simulator to validate the experimental investigation of U-shaped pressure profiles in a single-phase gas experiment conducted at Clausthal University of Technology, Germany. This experiment is a subproject of our joint industry project on the liquid loading problem. Thus, the solutions from the experiment should be able to be interpreted by the simulator, and vice versa.

**Comparison Simulation Results from the Developed Numerical Simulator against Zhang et al. (2010)**

The synthetic two-phase case presented by Zhang et al. (2010) was chosen for this comparison. We refer to the Zhang et al. model as Sim1 and our model as Sim2. The radial geometry is described on one layer. The external radius is 4,000 ft. In the Sim1 model, the near-wellbore region is divided into 10 grid blocks, each 10 ft long, followed by 10 logarithmically distributed grid blocks reaching 1,000 feet from the wellbore, followed by 10 evenly distributed grid blocks of 300 ft each (total reservoir
radius measured from the wellbore equals 4,000 ft). In the Sim2 model, an even grid size is assigned on 200 blocks; each block has a length of 20 ft. The reservoir thickness is 100 ft. Table 4.1 summarizes the key parameters used in this comparison exercise. Relative permeability and capillary pressure curves are shown in Fig. 4.1.

Table 4.1 – Key simulation parameters for result comparison against Zhang et al. (2010)

<table>
<thead>
<tr>
<th>Reservoir Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid type in the reservoir</td>
</tr>
<tr>
<td>Gas (C1) and Water</td>
</tr>
<tr>
<td>porosity</td>
</tr>
<tr>
<td>Absolute permeability</td>
</tr>
<tr>
<td>Initial reservoir pressure</td>
</tr>
<tr>
<td>Reservoir temperature</td>
</tr>
<tr>
<td>Initial water saturation</td>
</tr>
<tr>
<td>Well Parameters</td>
</tr>
<tr>
<td>Well radius</td>
</tr>
</tbody>
</table>
In the original model presented by Zhang et al. (2010), they applied a Leverett J-function to determine the capillary pressure, whereas the Corey function is used in our model.

Zhang et al. illustrated that the U-shaped pressure profile in the near-wellbore region is developed when imposing the oscillating bottomhole pressure at the wellbore boundary. **Fig 4.2** illustrates amplitudes of bottomhole pressure perturbation (step-wise) after stabilized flow of 30 Mscf/d for 55 days. The period of oscillation lasts 36 minutes, followed by a constant bottomhole pressure of the last perturbed value.

In addition, they indicated that both gas and water phases are reinjected during the period of pressure oscillation, leading to a U-shaped pressured profile in both phases. After the oscillation period, the U-shaped pressure in the water phase persists in the near-wellbore region and the water phase is still reinjected into the reservoir, while the gas phase is produced from the reservoir. They concluded that the counter-current flow

---

**Fig. 4.1** – The relative permeability curves (left) and the capillary pressure curve (right) from an example problem shown by Zhang et al. (2010)
of the gas/water system exists in the one-layer model after bottomhole pressure oscillation.

**Fig. 4.2** – A step function pressure profile applied during the transient condition (Zhang et al. 2010)

A similar production schedule was applied in our model. **Fig. 4.3** shows the comparison of water and gas phase pressure at the well block during the first production period of 55 days. The pressure solutions from both models are nearly similar in this period even though the wellbore boundary condition is different.
However, during the pressure oscillation period, the pressure and rate solution generated from our model indicated that the well is steadily producing gas and no reinjection is taking place, as opposed to that from the Zhang et al. model (Fig. 4.4(e) and Fig. 4.4(f)). From the Sim1 model, the U-shaped pressure profiles in water and gas phases are observed in the near-wellbore region as shown in Fig. 4.4(a) and Fig. 4.4(b); while from the Sim2 model, the pressure profiles in the near-wellbore indicate that both gas and water phases flow to the wellbore (Fig. 4.4(c) and Fig. 4.4(d)). This is contradictory to each other. We observed that the numerical errors in the gas rate occur over the period of pressure oscillation as shown in Fig. 4.4(e). These numerical errors are also seen in interblock flow rate profiles presented by Zhang et al. (2010) since the gas and water rates between two adjacent grid blocks oscillate as shown in Fig. 4.5.
Fig. 4.4 – Comparison of the simulation results during the pressure oscillation period: (a) Water-phase U-shaped pressure profiles generated from the Sim1 model; (b) Gas-phase U-shaped pressure profiles generated from the Sim1 model; (c) Water-phase drawdown pressure profiles generated from the Sim2 model; (d) Gas-phase drawdown pressure profiles generated from the Sim2 model; (e) Comparison of gas rate results at the well block; (f) Comparison of water-phase pressure at the well block.
Fig. 4.5 – The inter-gridblock water and gas rates during two cycles of imposed backpressure from the wellbore (top – water, bottom – gas) (after Zhang et al., 2010)

From our model, the U-shaped pressure profile in the near-wellbore region is not observed during the pressure oscillation period because the reinjection cannot take place by increasing bottomhole pressure by only 5 psi. Pressure from the far-region reservoir can push the flow from one side, thus making it insensitive to small amounts of pressure oscillation in the wellbore. We suspect that the numerical errors in the Zhang et al. model are caused by incorrect wellbore boundary conditions embedded in the sink/source term.
Comparison Simulation Results from the Developed Numerical Simulator against Commercial Reservoir Package

We also verified our code development by evaluating the simulation results with those generated by a commercial software package. The commercial software ECLIPSE100, developed by Schlumberger, was selected for this evaluation. ECLIPSE100, which is generally applied in a wide-range of reservoir problems, is mostly suitable for solving large, complex reservoir problems. For the problem associated with well flow modeling, the vertical lift pressure tables are often included in the model specification to avoid lengthy multiphase flow calculation in the wellbore.

A simple synthetic case based on field data was chosen for this comparison. We refer to our model as Sim2 and the ECLIPSE100 as ECL. The radial geometry is described on one layer. The external radius is 6,000 ft. Equal-grid spacing is assigned on 600 blocks; each block has the length of 10 ft. The reservoir thickness is 400 ft. The reservoir is assumed to be homogenous in porosity and permeability. Table 4.2 summarizes the key parameters used in this comparison exercise. Relative permeability and capillary pressure curves are shown in Fig. 4.6.
Table 4.2 – Key simulation parameters used in comparison of simulation results against ECLIPSE100

<table>
<thead>
<tr>
<th>Reservoir Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid type in the reservoir</td>
<td>Gas (C1) and Water</td>
</tr>
<tr>
<td>porosity</td>
<td>11%</td>
</tr>
<tr>
<td>Absolute permeability</td>
<td>6.5 md</td>
</tr>
<tr>
<td>Initial reservoir pressure</td>
<td>8000 psia</td>
</tr>
<tr>
<td>Reservoir temperature</td>
<td>260 deg F</td>
</tr>
<tr>
<td>Initial water saturation</td>
<td>35%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Well Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well radius</td>
</tr>
</tbody>
</table>

Fig. 4.6 – The relative permeability curves (left) and the capillary pressure curve (right) used in comparison of simulation results against ECLIPSE100
We investigated simulation solutions for the following three cases:

- **Case 1 – One-layer model without capillary pressure**
  - Increase bottomhole pressure slightly more than the pressure at the well block, after production has stabilized.
  - Increase bottomhole pressure much more than the pressure at the well block, after production has stabilized.

- **Case 2 – One-layer model with capillary pressure**
  - Increase bottomhole pressure slightly more than the pressure at the well block, after production has stabilized.
  - Increase bottomhole pressure much more than the pressure at the well block, after production has stabilized.

- **Case 3 – Two-layer model with capillary pressure**
  - Increase bottomhole pressure slightly more than the pressure at the well block, after production has stabilized.
  - Increase bottomhole pressure much more than the pressure at the well block, after production has stabilized.

Our focus is to investigate changes in the flow direction of the phases around switching conditions: the wellbore pressure is slightly more/less than the current pressure in the near-wellbore region. We expected that the ECL model could not identify change in flow direction in these sensitive zones because it requires a predetermination of flow direction by the user in the schedule setup. On the other hand, our simulation,
associated with the new wellbore boundary condition, was expected to detect those
cchanges in flow directions according to the pressure differences at the connection.

The initial reservoir condition corresponds to vertical equilibrium. The reservoir
can contribute to gas and water production during the first stabilization, at which the
constant bottomhole pressure is imposed. Depending on the pressure difference between
the bottomhole and the well block, the reservoir can take water injection after we
increase bottomhole pressure.

We compared simulation results at the well block during the first stabilization
and after increasing the bottomhole pressure. Fig. 4.7 shows gas-phase pressure, water
rate, and gas rate during the first stabilization for Case 1. Both Sim2 and ECL models
predict similar results in this period. However, once the wellbore pressure increased, the
two models respond differently.
When the wellbore pressure is slightly increased from the first stabilization period, as described in Case 1.a, the solutions from the ECL model indicate that the well is shut in because the bottomhole pressure is insufficient to reinject water to the reservoir. However, the solutions from the Sim2 model show that less flow rate is produced from the reservoir, corresponding to the increased wellbore pressure. Fig. 4.8 shows wellbore pressure, pressure at the wellbore and the water rate solutions during this period.
Fig. 4.8—Comparison of simulation results of water rate, well block pressure, and wellbore pressure solutions in Case 1.a after increasing wellbore pressure slightly (left - ECL model, right – Sim2 model).

When the increase in the wellbore pressure was large, both simulators indicated water reinjection to the reservoir, which consequently increased pressure at the near-wellbore region. If this near-wellbore pressure is increased until it is impossible to reinject the water phase, the well is shut-in as given by the ECL model, while the well is switching back to produce again as predicted by the Sim2 model. Fig. 4.9 illustrates wellbore pressure, pressure at the wellbore, and the water rate solutions in Case 1.b during this period. The injection used a simple relation: 

\[
\left( \frac{k_r}{\mu} \right)_{eq} = \left[ \left( \frac{k_r}{\mu} \right)_g (1 - S_{wwf}) + \left( \frac{k_r}{\mu} \right)_w S_{wwf} \right],
\]

where the local volumetric ratio of the liquid phase inside the wellbore, \( S_{wwf} \), is assumed to be 1.0.
Fig. 4.9 – Comparison of simulation results of water rate, wellblock pressure, and bottomhole flowing pressure solutions in Case1.b after increasing wellbore pressure (left – ECL model, right – Sim2 model)

For Case 2, we considered capillary pressure in the one-layer model. In this case, the ECL model determines the gas as the reference phase pressure; thus the water reinjection can take place only when the wellbore pressure is larger than the gas-phase pressure in the well block. In the Sim2 model, the reinjection can take place if the wellbore pressure is greater than $p^0$ in the well block; otherwise, production corresponds to our wellbore boundary condition.

In Case 2.a, even though the increased wellbore pressure is larger than the water phase pressure in the well block, it is still less than the gas phase pressure. Therefore, the solution from the ECL model indicates that the well is shut in. On the other hand, the solution from the Sim2 model shows that the well still flows (albeit with reduced water rates) corresponding to the increased wellbore pressure. We note that the $p^0$ is very close
Fig. 4.10 shows wellbore pressure, reservoir pressure at the wellbore, and the water rate solutions during this period.

Fig. 4.10 – Comparison of simulation results of water rate, wellblock pressure, and bottomhole flowing pressure solutions in Case2.a after increasing wellbore pressure slightly (left – ECL model, right – Sim2 model)

A similar explanation to Case 1.b applies to the simulation results from Case 2.b.

The water reinjection occurs because the wellbore pressure is greater than the current gas-phase pressure and the $p^0$, as indicated by ECL and the Sim2 models, respectively. Then, once the reservoir is built up such that the reference pressure is higher than the imposed wellbore pressure, the well is shut in as suggested by the ECL model, or is switched back to production suggested by the others. Fig. 4.11 illustrates wellbore pressure, pressure at the wellbore, and the water rate solutions in Case 2.b during this period.
In Case 3, the two-layer model with equal original gas in place (OGIP) was constructed using a 600x1x2 grid system. Only one connection between the reservoir and the wellbore is located at the mid-depth of the upper well block. Fig. 4.12 compares the initial pressure and water saturation in each layer for the ECL and Sim2 models. The pressure differences between layers are 84 psi for water and 19 psi for gas phases. In the ECL model, we adjusted the depth of the gas/water contact in the initialization setup in order to obtain a match of vertical equilibrium conditions with the Sim2 model.
Fig. 4.12 – Water, gas phase pressures, and water saturation distribution at initial conditions in the two-layer model

Similar to the one-layer model, Fig. 4.13 illustrates gas-phase pressure, water rate, and gas rate during the first stabilization in the two-layer model. The simulation results generated from ECL and Sim2 models are almost identical in this stabilization period.
Fig. 4.13 – Comparison of simulation results of gas rate (top left), water rate (bottom left), and gas pressure (top right) at the well block versus time during the first stabilization period in Case 3

In addition, in Case 3.a, the imposed wellbore pressure is less than the reference pressure at the well block. Therefore, the well is shut in, as suggested by the ECL model, while lower flow rates are predicted by the Sim2 model. Fig. 4.14 shows wellbore pressure, pressure at the wellbore, and water rate solutions during this period.
**Fig. 4.14** – Comparison of simulation results of water rate, well block pressure, and bottomhole flowing pressure solutions in Case 3.a after increasing wellbore pressure slightly (left – ECL model, right – Sim2 model)

In Case 3.b, the increased wellbore pressure is greater than the current gas-phase pressure and $p^0$; thus, the water reinjection can take place as suggested by both models. **Fig. 4.15** shows wellbore pressure, pressure at the wellbore, and water rate solutions for Case 3.b.
Fig. 4.15 – Comparison of simulation results of water rate, well block pressure, and bottomhole flowing pressure solutions in Case 3.a after increasing wellbore pressure (left - ECL model, right – Sim2 model)

Effect of Liquid Reinjection to the Near-Wellbore Region

In this section, we used our reservoir simulator to investigate effects in the near-wellbore region under liquid loading. The bottomhole pressure can undergo high-frequency fluctuations caused by the liquid column. If the immediate bottomhole pressure is higher than the pressure near the wellbore, the liquid can reinject back to the reservoir. This results in a U-shaped pressure profile in the near-wellbore region, as presented by Zhang et al. (2009). This U-shaped pressure profile will exist temporarily during the reinjection, and will disappear once the flow of gas and water phases towards the wellbore becomes steady again.

To illustrate this behavior, we simply imposed increasing bottomhole pressure on the reservoir initially in steady-state. We constructed the one-dimensional reservoir model using a 10x1x1 Cartesian-grid system. Each grid block has a dimension of
10x10x10 ft$^3$. A constant boundary pressure is assumed at the last grid block to represent the effect of the far region. The well model was placed at the first grid block with a constant bottomhole pressure. Fig 4.16 is a schematic of this synthetic reservoir model.

![Fig. 4.16](image)

Fig.4.16 – Schematics of the linear reservoir model to generate the U-shaped pressure profiles

Reservoir parameters obtained from Table 4.1 are used in this model. The relative permeability and capillary pressure curves from Fig. 4.1 are also applied in this reservoir model. Fig. 4.17 presents simulation results of pressure drawdown, reservoir pressure, and water saturation at the well block while imposing increased bottomhole pressure. With the new wellbore boundary condition, the water reinjection takes place for a short moment, only when the wellbore pressure is larger than the $p^0$ at the near-wellbore region. As a consequence, the water saturation around the wellbore increases. Once the reservoir pressure has built up higher than the bottomhole pressure, the water
and gas phases flow back into the wellbore. Only water phase is reinjected to the reservoir, corresponding to the liquid column that accumulates at the bottomhole of the loading well.

Fig. 4.17 – Simulation results of reservoir pressure, pressure drawdown, and water saturation at the wellblock over time in the one-layer Cartesian-grid system as a result of pressure-specified wellbore boundary conditions.

The water and gas phase pressure profiles during the reinjection period are illustrated in Fig. 4.18. The U-shaped pressure profile is observed in both the water and gas phases, as a result of water reinjection. In the U-shaped pressure profiles, the location of the minimum corresponds to the gridblock encountering inflow of the given phase from both directions. The water reinjection distance can be identified as the distance between the wellbore and the occurrence of the minimum. This U-shaped pressure profile gradually dissipates as new phase flows become steady in the near-well reservoir.
The same reservoir model was used to investigate the impact of oscillating bottomhole pressure. We assumed that the fluctuation at the bottomhole caused by slug flow in the well could be represented by a sinusoidal pattern. Fig. 4.19 illustrates the bottomhole pressure oscillation characterized by a sine function.
Fig. 4.19 – A sinusoidal function representing bottomhole pressure as a function of time, representing impact of liquid loading phenomena to the near-well reservoir

We performed a simulation of the reservoir under oscillating bottomhole pressure for 5 days. The simulation result of the cumulative gas production is compared with the case with a constant bottomhole pressure as shown in Fig. 4.20. When the bottomhole pressure is oscillating, less gas can be produced from the reservoir because the water reinjection increases the water saturation in the near-wellbore region, at least temporarily. This increase in saturation reduces the gas mobility around the wellbore; hence, less gas flows.
Fig. 4.20 – Comparison of cumulative gas production over the period of 5 days demonstrated the effect of oscillating pressure to reservoir production.

Use of Reservoir Simulation to Investigate Backpressure Effect on Gas Flow in Porous Media

Our reservoir simulator was also applied to validate results of the experimental investigation on the backpressure effects in gas flow through porous medium. This experimental study is a part of the same JIP project on the liquid loading problem. The experiment was conducted at Clausthal University of Technology, Germany. The main objective for this experiment was to verify the U-shaped pressure profile that exists in multiphase flow in the near-wellbore region during liquid loading, as presented by Zhang et al. (2009). The current verification targeted the single-phase compressible flow to avoid complexity in multiphase measurement.
Y. Wang (2012) modified the standard Hassler cell permeameter to investigate pressure responses during transient conditions and named it the Institut für Tiefbohrkunde und Erdöl gewinnung Closed Loop Circulating System (ITE CLCS). The pressure taps were installed in the ITE CLCS in order to monitor pressure distribution along the core sample during the experiment. The nitrogen gas storage was also attached at the downstream end of the ITE CLCS to simulate effect of backpressure. Fig. 4.21 outlines the main components of the ITE CLCS.

Fig. 4.21 – Schematic of the ITE CLCS
The test procedure to develop the U-shaped pressure profile in the core sample can be described as follows. Initially, the nitrogen gas was flowed through the core sample with the inlet pressure of 5 barg and the outlet pressure of zero barg until the steady-state flow condition was reached. Then, the three-way valve was switched to immediately connect the core sample to the nitrogen storage tank. This was to impose backpressure onto the core sample. The U-shaped pressure profiles were recorded until the new steady state condition was reached. The location of pressure taps and mass flow meters as shown in the schematic were interpreted and reported by the data acquisition software.

In this experiment, the upstream pressure of the core sample was always maintained at 5 barg. The imposed downstream pressures were varied at 1, 3, and 4.8 barg.

To validate accuracy in the experiment, our reservoir simulation was modified to gas flow modelling. The numerical formulation for the water/gas simulation described in Chapter III was embedded into this single-phase gas flow model.

We incorporated the Klingkenberg effect on the low-pressure gas flow system to correct for slippage of gas molecules in determining effective permeability in this experiment. The resulting effective permeability is given by:

$$k_{\text{eff}} = k_{\text{abs}} \left(1 + \frac{b}{p} \right)$$

(4.1)

where $b$ is the Klingkenberg correction parameter; $k_{\text{abs}}$ is the average absolute permeability; $p_g$ is the gas pressure; and $k_{\text{eff}}$ is the effective permeability.
Table 4.3 summarizes the parameters used in the simulation as reported by Liu et al. (2013). Based on the available grid-geometry system, the cylindrical core sample was discretized into 52 rectangular grids with the equivalent surface flow area and volume. Isothermal system and homogeneity properties were assumed in all cases. Constant pressures at the inlet and outlet boundaries were defined as boundary conditions in both stages of simulation.

<table>
<thead>
<tr>
<th>Core Parameters</th>
<th>Values</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>20.765 cm</td>
<td>cm</td>
</tr>
<tr>
<td>Cross-sectional area</td>
<td>5.212 cm²</td>
<td>cm²</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Intrinsic Permeability</td>
<td>5.51E-15 (5.6) m² (md)</td>
<td></td>
</tr>
<tr>
<td>Inlet pressure</td>
<td>5 barg</td>
<td></td>
</tr>
<tr>
<td>Klinkenberg parameter</td>
<td>4.04E+5 Pa</td>
<td></td>
</tr>
<tr>
<td>Atmospheric pressure</td>
<td>0.951 bara</td>
<td></td>
</tr>
<tr>
<td>Atmospheric temperature</td>
<td>18 °C</td>
<td></td>
</tr>
</tbody>
</table>

The same sequence of boundary pressures as in the experiment was followed in our simulation. The simulation results were compared with experimental data through time histories of pressure profiles. During the first steady-state flow condition, the
pressure profiles between the experiment and the simulation were within reasonable agreement, as shown in Fig. 4.22.

![Graph showing pressure profiles comparison between experiment and simulation](image)

**Fig. 4.22** – Comparison of pressure profiles between experimental data (dotted line) and simulated results (solid line) under steady-state condition

The U-shaped pressure profiles were developed once the outlet pressure was suddenly increased similar both in the experiment and the simulation. However, in the simulation, these pressure profiles occurred immediately after imposing new outlet pressures and dissipated within a minute after, while in the experiment, the U-shaped pressure profiles seem to occur immediately and last a longer time. In essence, the transient pressure response from the simulation is faster than that from the experiment. **Fig. 4.23** compares the U-shaped pressure profiles of the experiment with the outlet pressure of 3 barg.
Fig. 4.23 – Comparison of pressure profiles between experimental data (dotted line) and simulated results (solid line) during transient period at the outlet pressure of 3 barg. Note that the simulations were performed by assuming that the outlet pressure switches instantaneously from 0 barg to 3 barg; the experiments show a delay time (>1 s) due to the slow response of control valves and pressure transducers.

The slow transient responses in the experiment was analysed by incorporating error propagation in the data measurement. Several factors in the experimental set-up contribute to the mismatch between simulation results and the experimental data. The major contributed factor is believed to be associated with the time required in processing the measurement signal in the current data acquisition system. Moreover, switching the three-way valve by hand required a time delay in transient response in the experiment. The equipment upgrade should improve accuracy in this experiment.
In addition, the sensitivity analysis on the measured rock parameters was conducted to understand the impact of measurement accuracy in the transient response. The measured rock parameters are the porosity and the absolute permeability. The sensitivity analysis was carried out for the experiment result with the outlet pressure of 3 barg. Two values of porosity and permeability were arbitrarily selected to represent extreme variations in this rock sample. Output data were outlet flow rates at the first steady-state condition and transient time required to reach the new steady-state flows. When reaching steady state condition, inlet rate must equal the outlet rate. Tables 4.4 and 4.5 summarize simulation results from the sensitivity analyses.

**Table 4.4** – Simulation results from sensitivity to porosity variations

<table>
<thead>
<tr>
<th>Output parameters</th>
<th>Low 10%</th>
<th>Base 18%</th>
<th>High 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow Rate (ml/min)</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>Transient time (sec)</td>
<td>19</td>
<td>38</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 4.4 shows that porosity is insensitive to flow rate calculation, according to Darcy’s law. At steady-state flow, there was no accumulation of gas in the core sample; therefore, the flow rate of all cases with varying porosities must be similar. However, the low-porosity case took less transient time to reach the new steady-state condition as the gas had less pore space to compress/expand than in the base case, and vice versa.
Table 4.5 – Simulation result from sensitivity on permeability variations

<table>
<thead>
<tr>
<th>Output parameters</th>
<th>Low 1 md</th>
<th>Base 5.6 md</th>
<th>High 20 md</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow Rate (ml/min)</td>
<td>17</td>
<td>96</td>
<td>344</td>
</tr>
<tr>
<td>Transient time (sec)</td>
<td>204</td>
<td>38</td>
<td>11</td>
</tr>
</tbody>
</table>

According to Darcy’s law, flow rate is proportional to the permeability of the rock. From Table 4.5, simulation results show the same agreement, in that the low-permeability case has less flow rate, and vice versa. Moreover, the low-permeability case takes more transient time to stabilize to the new steady-state condition, while the high-permeability case takes slightly less time than the base case. This relationship is not linear; however, it is clear from this table that in low-permeability rock, stabilization will take a lot more time during transient conditions than in high permeability rock.

The simulation results also show that the permeability variation is more sensitive to both transient time and flow rate than to porosity variation. Thus, it is important that the measurement of the permeability must be precise to accurately analyze transient flow conditions in the experiment.

**Conclusion**

The simulation results generated from the new reservoir simulation were compared with those from the Zhang et al. (2010) simulator. The discrepancy in the
solution at the boundary indicated numerical errors generated in the Zhang et al. model while imposing bottomhole pressure oscillation. This numerical problem was caused by incorrect wellbore boundary conditions embedded in the sink/source term.

Our reservoir simulation was also evaluated against the commercial package, ECLIPSE100. The simulation run concerning the near-switching in the flow direction was investigated. Our simulation was always able to predict flow directions without demanding shut-in (depending on the instantaneous state on the two sides of the connections), while ECLIPSE100 will indicate that the well should be shut in if the upstream pressure of the boundary is insufficient to continue flowing at the predetermined direction defined by users. Thus, our numerical simulation is more appropriate for modeling of the liquid loading phenomena.

The investigation of the U-shaped pressure profiles in the near-wellbore region shows that, during the liquid reinjection to the near-wellbore region, our reservoir simulation can indicate the U-shaped pressure profile, similar to that presented by Zhang et al. (2009). The reservoir simulation under the oscillating bottomhole pressure indicated that the cumulative gas production will more likely be lost due to worse gas mobility in the near-wellbore region than in conditions with constant bottomhole pressure.

Our numerical simulation was adjusted for the gas flow through porous media to mimic the experimental investigation of the U-shaped pressure profile under backpressure. The simulation results show that the with the same pressure condition, the U-shaped pressure profiles generated from the simulation dissipate much faster than that
in the experiment. In the experiment, the inlet flow rates were not equal to the outlet ones, which probably indicated leakage in some parts of the testing apparatus or the inaccuracy in the measuring system. Further modification of the experimental setup is required to improve experiment accuracy. Sensitivity on porosities and permeabilities was conducted to identify the uncertainty in those parameters to the response during the transient condition.
CHAPTER V

COUPLED RESERVOIR/WELLBORE SIMULATION TO INVESTIGATE METASTABLE FLOW CONDITIONS IN LIQUID LOADED GAS WELLS

Introduction

The complexity in modeling the liquid loading problem associates with the dynamic interaction between the wellbore and the near-wellbore region. Metastable flow is one of the production behaviors found in liquid-loaded wells. It is strongly related to the dynamic interaction between the two subsystems. The modeling of metastable flow was initially presented by Dousi et al. (2006) by simple steady-state IPRs combined with an empirical wellbore model.

This chapter presents an application of dynamic modeling for the metastable flow condition. The simplified steady-state IPRs, representing the reservoir, can be replaced by our numerical simulation. This can be beneficial in investigating the impact of reservoir depletion in triggering the onset of metastable flow, which is different from Dousi et al.’s (2006) hypothesis that the onset of metastable flow is when the flow is below critical flow rate values. With the new wellbore boundary, backflows can be easily predicted without numerical difficulty.

As an appropriate wellbore model was not readily available, we applied the empirical model used in the Dousi et al. approach in our dynamic modeling. This empirical wellbore model accounts for hydrostatic pressure and friction pressure losses in gas flow, but also the liquid accumulation at the bottomhole during liquid loading.
The coupling algorithm between the two submodels is implemented in an implicit scheme. During the simulation, the reservoir model assumes the bottomhole pressure to calculate the flow rate of each phase at the interface. The wellbore model then calculates liquid accumulation, pressure loss in the tubing, and the flow rates at surface. An iterative procedure is continued to minimize appropriate objective functions, depending on specifications of the wellbore boundary at the wellhead. This iterative process is carried out by a simple bisection scheme.

**Analysis of the Dynamic Modeling Approach from Dousi et al. (2006)**

Dousi et al. (2006) developed their numerical approach to explain the mechanism behind producing gas wells that were able to flow at a stable gas velocity below that corresponding to Turner’s (1967) criteria. This particular type of stable flow was referred to as metastable. In the rest of this chapter, the Dousi et al. approach will be referred to as the Dousi model.

The Dousi model can describe the metastable condition by a simple wellbore model and a single reservoir with two connection points as shown in Fig. 5.1.
The wellbore model can be described in two parts. The upper part considers the hydrostatic and friction effects of a gas flow at a given flowing bottomhole pressure following the Cullender-Smith (1956) relation as given by:

\[
(p_{fbh1})^2 = B(p_{fth})^2 + C(q_g)^2
\]  

(5.1)

where \(B\) and \(C\) are outflow constants reflecting hydrostatic head and friction effects, respectively; \(p_{fth}\) is the flowing wellhead pressure; \(q_g\) is the surface gas flow rate; and \(p_{fbh1}\) is the flowing bottomhole pressure at the reference point \(x_1\) in Fig. 5.1.

Below the reference point \(x_1\), the well model calculates the hydrostatic gradient of the water and gas, assuming that frictional effects in this part can be neglected. Thus, the bottomhole pressure at the production point \(x_2\) can be evaluated by:

\[
p_{fbh2} = p + G_w h_{wc1} + G_g h_{gc1}
\]  

(5.2)
where $h_{wc1}$ and $h_{gc1}$ are water and gas heights between the reference point $x_1$ and the production point $x_2$, respectively; and $G_w$, and $G_g$ are the hydrostatic gradient of the water and the gas, respectively.

Similarly, the flowing bottomhole pressure at the injection point $x_3$ is evaluated by:

$$p_{f bh2} = p_{f bh1} + G_w h_{wc2} + G_g h_{gc2} \quad (5.3)$$

where $h_{wc2}$ and $h_{gc2}$ are water and gas heights between the production point $x_2$ and the injection point $x_3$, respectively.

In the Dousi model, there are two reservoirs. Gas and water are produced from the upper reservoir while water can be reinjected at the lower reservoir. The pressure difference between the reservoirs correspond to the gas gradient:

$$p_{res,w} = p_{res,g} + G_g h_{gc} \quad (5.4)$$

where $h_{gc}$ is the distance between the injection and the production point; $p_{res,g}$ is the reservoir pressure at the production point $x_2$; and $p_{res,w}$ is the reservoir pressure at the injection point $x_3$.

The inflow gas rate at the production point is calculated from a simple quadratic equation given by:

$$\left(p_{res,g}\right)^2 - \left(p_{f bh2}\right)^2 = A_g q_g \quad (5.5)$$

where $A_g$ is the gas inflow factor and $q_g$ is the gas flow rate. The model neglects possible reinjection at the production point $x_2$.

The coproduced water is evaluated by:
\[ q_{w,\text{prod}} = F_{wg} q_g \]  

(5.6)  

where \( F_{wg} \) is the water/gas ratio.

Similarly, the injection of water at the injection point \( x_3 \) is calculated by a linear inflow performance relation expressed as:

\[ p_{fbh3} - p_{res,w} = A_w q_{w,\text{inj}} \]  

(5.7)  

where \( A_w \) is the water resistance factor and \( q_{w,\text{inj}} \) is the water injection rate. The model neglects possible production at the injection point \( x_3 \).

In Turner’s criteria, the critical rate is evaluated by a simplified formula as:

\[ q_c = C_{st} \sqrt{P_{fch}} \]  

(5.8)  

where \( C_{st} \) is a constant including the impacts of relevant parameters in the equation for evaluating the Turner criteria; \( q_c \) is the critical Turner rate.

In the iterative numerical scheme, the Turner rate is compared with the calculated gas flow rate. If the gas flow rate is greater than the Turner rate, all water is produced to surface and the water column will not rise. If the flow rate is less than the Turner rate, all produced water in that time step will accumulate at the bottom of the well. The numerical schemes iterate with the new calculated gas flow rate, according to the new flowing bottomhole pressure, until the change in calculated flow rates is less than the preset criteria. After that, it moves to the next time-step. \textbf{Fig. 5.2} depicts a flow chart for the numerical scheme of the Dousi model.
Fig. 5.2—A flowchart summarizing a numerical procedure in the Dousi model

From the Dousi model, the main mechanism to trigger the metastable regime is a larger hydrostatic pressure difference inside the wellbore than in the reservoir between the two level called the production and the injection points. In this model the flow directions are pre-defined, the model does not allow backflow with respect to the original direction. Moreover, the accumulated water is limited by the location of the reference point. To make this algorithm work, the distance between the production and injection levels must be sufficient to create a large hydrostatic pressure difference during the liquid loading regime. In spite of these limitations, the Dousi concept is able to describe dynamic interaction between the reservoir and the wellbore and hence
represents a significant step toward understanding the liquid loading phenomenon. In our work we replicate the basic concept but with a more detailed reservoir and wellbore model.

To follow this logic, we developed a simple program following Fig. 5.2. The program is written in VBA. We used the input parameters illustrated in a demonstration example shown by Gool and Currie (2007). Table 5.1 summarizes their parameters.

Table 5.1 – Simulation parameters for the validation of the Dousi’s model

<table>
<thead>
<tr>
<th>Reservoir Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_{g,sc} )</td>
<td>0.8 kg/m(^3)</td>
</tr>
<tr>
<td>( \rho_{g} )</td>
<td>52.8 kg/m(^3)</td>
</tr>
<tr>
<td>( \rho_{w} )</td>
<td>1000 kg/m(^3)</td>
</tr>
<tr>
<td>( F_{wg} )</td>
<td>50 ( m^3/(10^6\cdot m^3) )</td>
</tr>
<tr>
<td>( P_{res,g} )</td>
<td>66 bar</td>
</tr>
<tr>
<td>( h_{gc} )</td>
<td>( dx_{23} ) m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Well Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{g} )</td>
<td>10 ( (\text{bar}^2\cdot \text{d})/(10^3\cdot \text{m}^3) )</td>
</tr>
<tr>
<td>( A_{w} )</td>
<td>5 ( (\text{bar} \cdot \text{d})/( \text{m}^3) )</td>
</tr>
<tr>
<td>( B )</td>
<td>2.2</td>
</tr>
<tr>
<td>( C )</td>
<td>0.015 [ [(\text{bar} \cdot \text{d})/(10^3\cdot \text{m}^3)]^2 ]</td>
</tr>
<tr>
<td>( C_{st} )</td>
<td>32 ( (10^3\cdot \text{m}^3)/(\text{d} \cdot \sqrt{\text{bar}}) )</td>
</tr>
<tr>
<td>( dx_{23} )</td>
<td>200 m</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>0</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>170</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>( x_2 + dx_{23} )</td>
</tr>
<tr>
<td>( D_{lin} )</td>
<td>0.127 m</td>
</tr>
</tbody>
</table>
Fig. 5.3 shows the comparison of simulation results generated by our program and that shown by Gool and Currie (2007). The liquid loading condition is initiated once the critical Turner rate becomes larger than the gas flow rate as a consequence of increase in tubinghead pressure in Day 2. After that, the water column begins to rise at the bottom of the well, resulting in a decrease in inflow gas rate and coproduced water. As soon as the bottomhole pressure at the injection point $x_3$ is higher than the reservoir pressure, the reinjection can take place at the bottom point, and the water level decreases. The metastable regime is developed at the end of day 2 when the water production rate equals the water injection rate. After day 3, the increase in tubinghead pressure results in higher bottomhole pressure at the production point, $x_2$, hence, the production ceases. The reinjection continues until there is no water column left at the bottom of the well.
Fig. 5.3–Simulation results generated from our program are compared with those shown by Gool and Currie (2007). The tubinghead pressure (top left) is used as input to calculate gas flow rates and water rates shown by Gool and Currie (top right) and in the new program (bottom left and right).

From the demonstration result, the factor that triggers the loading condition is the increase in tubinghead pressure. From the Dousi model, the critical Turner rate is evaluated with respect to the tubinghead pressure and then compared with the calculated gas flow rates, assuming that the reservoir pressure is constant within 6 days of prediction.

A more realistic set of conditions would consider that the reservoir pressure declines if the well is flowing for a longer period of time (depletion). Here we show that
depletion can also trigger liquid loading without artificially impose a large increase in the tubinghead pressure. The simulation result shown in Fig. 5.4 illustrates effect of depletion.

![Fig. 5.4 – Simulation results generated from the new program for a specific case showing that the metastable regime is developed as the reservoir pressure declines.](image)

From Fig. 5.4, the input parameters are taken from Table 5.3, but the flowing tubinghead pressure is held constant at 29 bar (426 psi). The reservoir pressure declines with 0.4 bar/D (6 psi/D). In this run we applied the depletion at both connection points. As the reservoir pressure decreases, the gas flow rate reduces over time. As soon as the gas flow rate falls below the Turner value (corresponding to the tubinghead pressure of 29 bar (426 psi)), the coproduced water accumulates in the well and develops a water column at the bottom of the well very rapidly. As a result, the reinjection can take place at the injection point. The metastable regime establishes for a long period of time (albeit with gradually declining gas production rate). The simulation results confirm that not only
the constraints from the wellbore but also those from the reservoir can contribute to the onset of liquid loading. These dynamic interactions between the two subsystems make the phenomena complex to analyze.

Model Replication for the Metastable Flow Conditions with Our Numerical Simulation

As previously mentioned, the Dousi model is not able to reproduce changes in flow direction at the connection points. In addition, the model neglects the capillary pressure effect in the reservoir. These assumptions can be eliminated by applying our numerical reservoir model instead of the original Inflow Performance Relationship.

In our simulation, the bisection algorithm is applied in coupling the numerical solution of the two subsystems. The iterative coupling is done as follows. Initially the reservoir model is run with a guessed wellbore flowing pressure at the nodal (reference) point. Using the calculated phase flow rates at the connections, the wellbore model calculates the wellbore pressure loss and liquid holdup in the tubing, using imposed conditions at the wellhead (e.g. wellhead pressure or rate of one of the phases). Then the algorithm updates the bottomhole pressure and evaluates the mismatch between the guessed and the calculated wellbore pressure. If the residual error of this mismatch reduces below the preset threshold, the simulation advances to next time step.

To show that our numerical reservoir simulator can replace the reservoir model described in the Dousi approach, the input parameters in Table 5.1 were converted to describe an equivalent reservoir in our numerical model. In the rest of this chapter, we
refer to it as the “numerical model”. Table 5.2 compares input parameters in the Dousi model and our model. Fig. 5.5 shows the relative permeability and capillary pressure curves in the numerical model.

Table 5.2 – Input parameters in the Dousi model and the numerical model used in the simulation study

<table>
<thead>
<tr>
<th>Modeling Approach</th>
<th>Dousi Model</th>
<th>Numerical Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reservoir Parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \rho_{g,sc} )</td>
<td>0.8 kg/m(^3)</td>
<td>Layer thickness</td>
</tr>
<tr>
<td>( \rho_g )</td>
<td>52.8 kg/m(^3)</td>
<td>Reservoir radius</td>
</tr>
<tr>
<td>( \rho_w )</td>
<td>1000 kg/m(^3)</td>
<td>Porosity</td>
</tr>
<tr>
<td>( F_{wg} )</td>
<td>47.6 m(^3)/(10(^6)·m(^3))</td>
<td>Absolute permeability</td>
</tr>
<tr>
<td>( P_{res,g} )</td>
<td>65.64 bar</td>
<td>Initial pressure, upper layer</td>
</tr>
<tr>
<td>( P_{res,w} )</td>
<td>66.34 bar</td>
<td>Initial pressure, lower layer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Initial water saturation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reservoir temperature</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pressure depletion rate</td>
</tr>
<tr>
<td><strong>Well Parameters</strong></td>
<td>Openhole diameter &amp; Wellhead pressure</td>
<td>7 in &amp; 430 psi</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 in &amp; 430 psi</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total depth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wellhead temperature</td>
</tr>
</tbody>
</table>

**Notes:**
- \( \rho_{g,sc} \) is the gas density at surface conditions.
- \( F_{wg} \) is the gas-water flow ratio.
- \( P_{res,g} \) and \( P_{res,w} \) are the reservoir pressures in the upper and lower layers, respectively.
- \( A_g \) is the openhole area.
- \( A_w \) is the tubing area.
- \( B \) is the wellbore radius.
- \( C \) and \( C_{st} \) are coefficients related to the wellbore and formation properties.
- \( dx_{23} \) is the thickness of the second layer.
- \( x_1 \), \( x_2 \), and \( x_3 \) are the axial coordinates.
- \( D_{lin} \) is the liner diameter.
The two-layer radial reservoir with equal grid spacing had a total of 10x1x2 gridblocks. Each layer is 600 ft in thickness. An external boundary pressure with decline rate of 2 psi/day was applied at the external boundary to represent impact from the far region. The vertical well was 7700 ft in depth. The perforations were at 7100 and 7700 ft, which corresponds to the bottom of the reservoir gridblocks.

In the numerical model, we used the similar wellbore model to reproduce the Dousi concept. For the purpose of comparison, the Dousi assumptions were also applied without change in the numerical model: the production took place at the upper perforation while the injection took place at the lower perforation. Possible backflow from these specified flow directions was excluded from calculation. The capillary pressure was also excluded.
The simulation results generated from the Dousi model and the numerical model are compared in Fig. 5.6.

Fig. 5.6 – Comparison of simulation results generated from the Dousi model (top) (the program described on pages 80-81) and the numerical model (bottom)

From the comparison, the numerical model was able to replicate the results from the Dousi model. The metastable regime was rapidly established once the gas flow rate was lower than the Turner rate, which was set at 3.5 MMscf/d. However, the duration for the metastable regime in the numerical model was longer than that in the Dousi model.
because of the effect of reservoir pressure depletion. In the Dousi model, the pressure decline rate was applied to the reservoir pressure at the connection points; hence, the effect of reservoir depletion takes place abruptly in calculating inflow gas rate. However, in the numerical model, the pressure depletion was applied at the outer boundary; hence, it took longer before the gas rate started its final, steep decline.

With the new wellbore boundary condition implemented in the numerical model, it was not necessary to specify flow directions at the connections between the two subsystems, as previously implemented in the Dousi model. Depending on the immediate pressure difference between the bottomhole and the near-wellbore region, the coupling algorithm will identify the solution of the flows at all connections. A similar model specification was used to generate the numerical solution for this case, as shown in Fig. 5.7. For this case, the perforations were set at 6800 and 7400 ft, corresponding to the center of the gridblock.
Fig. 5.7 – Simulation results are generated from the numerical model when letting the simulator predict the flow directions. Upper plots are generated without the capillary pressure effect. Lower plots are generated with the capillary pressure effect.

Fig. 5.7 presents the results for two cases: without and with capillary pressure effects. In both cases, the Turner rate was set at 3.5 MMscf/d. Since both layers contributed production before reaching the loading condition, the well flowed longer than in the simulation results shown in Fig. 5.6. However, the periods in the metastable regime were shorter because the reservoir pressure declined at the same declined rate, resulting in the same total period of production. When the capillary pressure was taken into account in the simulation, the production period before the onset of the liquid
loading was about 30 days longer than that without the capillary effect, as shown in the upper left and the lower left plots. This implies that the capillary pressure should always be incorporated in the modeling for the liquid loading problem to explain physical driving forces between the two systems during the liquid loading regime.

All demonstration examples shown above follow the original Dousi et al. assumptions that the reservoir and the wellbore model are connected by two perforations. Gool and Currie (2007) also investigated the more realistic scenario with multiple perforations. To reproduce their case, we discretized the reservoir into 10 layers. The layer thickness was 120 ft and the perforations were placed at the center of the gridblocks. Capillary pressure was also incorporated in the model. The simulation results are shown in Fig. 5.8. In this case, the Turner critical rate was set at 7 MMscf/d.

Similar to previous cases, the metastable regime established very quickly once the gas flow rate fell below the Turner rate. The highest water column was around 1500 ft, which means that all perforations were covered by the water column at the beginning of the metastable regime. Four layers at the bottom part of the reservoir were taking water while the rest still contributed to production, as seen in the bottom plot in Fig. 5.8. As the height of the water column in the wellbore decreased, gradually more layers contributed to production. However, even the increased number of layers could not provide enough gas inflow, and the well died within a year.
It should be noted that in the Dousi model, the metastable condition is caused by the interplay of a larger vertical pressure gradient in the wellbore and a smaller gradient in the reservoir. In addition, the assumptions implied in the Cullender-Smith equation for calculating the pressure gradient in the upper wellbore section are suitable only for the steady-state flow of dry gas. The method does not take into account the hydrostatic contribution of the liquid hold-up.

It is interesting to note that numerical difficulties were not observed during the course of simulation, even when the flow direction was determined automatically and capillary pressure was incorporated.
Simulation Results of the Metastable Flow Condition to Compare with Chupin et al. (2007)

Chupin et al. (2007) presented a coupling wellbore/reservoir model for prediction of liquid loading problems. The numerical reservoir model solves fluid flow through porous media in three dimensions. At a given time step, the wellbore boundary condition must be given by the wellbore flow model. The wellbore model simulates transient multiphase flow in pipes according to momentum and energy balance equations incorporated in the commercial software OLGA.

The coupling scheme considers the reservoir model as a plug-in to the wellbore model. It requests the reservoir model to calculate (temporarily valid, linearized) inflow performance relationships for each individual fluid, and those relationships are used in the wellbore model for the given time-step. Then the wellbore model is solved, resulting in pressure and mass rates at the interface. Then the reservoir model is solved with the mass rates as boundary condition (The above description is our best interpretation, but not stated explicitly in Chopin’s work. The reservoir simulator cannot be given both mass rates and the wellbore flowing pressure simultaneously, so one of the three must have been not used. Unfortunately, it is not quite clear what was “sacrificed”).

Chupin et al. (2007) used this integrated model to simulate the metastable conditions, similar to what was presented by Dousi et al. (2006). Chupin et al. found that the coupling scheme could simulate liquid backflow into the reservoir during the metastable regime.
It is interesting to compare their results and our numerical solution, especially at the interface between the reservoir and the wellbore.

Even though our reservoir model equipped with the $p^0$ concept was able to simulate backflow, we still required a coupled wellbore model that also allowed for automatic detection of the flow direction at the interface.

In this simulation, we used a standard Gray’s correlation procedure (1974) to compute frictional pressure loss and liquid holdup in the upper section of the well. The details of Grays’s correlation are given in Appendix B. In the lower section the frictional losses were neglected, and the gas gradient was used to calculate wellbore pressure difference between two connections.

The bisection algorithm is applied to minimize the objective function, which is the mismatch in the value of the pressure at the reference point, one guessed for the purpose of running the simulator and the other calculated by the wellbore model using all the phase rates at the interface, in addition to the tubinghead pressure.

In this simulation, a closed, two-layer reservoir is modeled with no vertical communication between the layers. The radial geometry was described using a 20x1x2 grid with an external radius of 1640 ft. Table 5.3 summarizes the key parameters. We used the relative permeability curves from Fig. 5.5 as there was no information provided by Chupin et al. (2007). Capillary pressure was neglected in this simulation.
Table 5.3 – Key simulation parameters presented in Chupin et al. (2007)

<table>
<thead>
<tr>
<th>Reservoir Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer thickness</td>
<td>164 ft</td>
</tr>
<tr>
<td>Reservoir radius</td>
<td>1640 ft</td>
</tr>
<tr>
<td>Porosity</td>
<td>25 %</td>
</tr>
<tr>
<td>Absolute permeability top layer</td>
<td>1.25 md</td>
</tr>
<tr>
<td>Absolute permeability bottom layer</td>
<td>0.25 md</td>
</tr>
<tr>
<td>Initial pressure top layer</td>
<td>711 psi</td>
</tr>
<tr>
<td>Initial pressure bottom layer</td>
<td>747 psi</td>
</tr>
<tr>
<td>Initial water saturation top layer</td>
<td>28 %</td>
</tr>
<tr>
<td>Initial water saturation bottom layer</td>
<td>70 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Well Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Openhole diameter</td>
<td>7 in.</td>
</tr>
<tr>
<td>Tubing diameter</td>
<td>3.5 in.</td>
</tr>
<tr>
<td>Total depth</td>
<td>5577 ft</td>
</tr>
<tr>
<td>Wellhead pressure</td>
<td>261 psi</td>
</tr>
<tr>
<td>Wellhead Temperature</td>
<td>100 deg F</td>
</tr>
</tbody>
</table>

In the Chupin et al. example, an openhole well was considered at the bottomhole; while in our simulation the constant-diameter tubing reached the bottom.

The results are shown in Fig. 5.9. Unlike the previous case, the Turner criterion was not used. Surprisingly, the metastable regime could be still observed, starting at day 2000. This is caused by a sudden increase in the liquid holdup in the upper section of the well, as calculated by Gray’s correlation. The increase in the liquid holdup resulted in larger hydrostatic pressure in the tubing, which consequently reduced the inflow gas rate.
from the reservoir. In late time, liquid holdup decreased as less water flowed into the wellbore. No reinjection took place in both reservoir layers, which maybe associated with the specified gas gradient between layer 1 and 2. No reinjection took place in either layers, which may associate with the gas gradient specified in the bottom layer.

\[\text{Fig. 5.9} \quad \text{Surface gas rates, wellbore flowing pressure, and liquid holdup generated from our coupled simulation}\]

As seen in \textbf{Fig. 5.9}, there was no oscillation in the simulation results. This is different from the solutions presented by Chupin et al. (2007), as shown in \textbf{Fig. 5.10}. We believe that the high-frequency oscillation in the Chupin et al. results were caused by numerical difficulties and are not related to the physics of the problem. Additional
investigation should be carried out with the more rigorous wellbore model to predict transient flow conditions in the wellbore.

**Fig. 5.10** – Simulation results of gas and liquid flow rates at wellhead as presented by Chupin et al. (2007)

The impact of capillary pressure was investigated in this simulation. **Fig. 5.11** compares the surface gas production when applying the capillary pressure curve from **Fig. 5.5** in the simulation. It shows that the capillary forces in tight formations can extend the stable production regime before reaching the liquid loading condition in the wellbore. The accuracy in prediction of the integration modeling will be reduced if the capillary pressure is neglected, similar to most previous studies in this concern.
Fig. 5.11 – Comparison of the gas rate solutions when considering the capillary pressure in the simulation

**Conclusion**

The metastable production regime during liquid loading can be analyzed by integrated reservoir/wellbore modeling. Dousi et al. (2006) presented a model to understand some aspects of the metastable condition: it is caused by the larger vertical pressure gradient in the wellbore and the smaller gradient in the reservoirs. The larger pressure difference in the wellbore results in liquid reinjection into the lower-reservoir layer; while at the upper-reservoir layer, the coproduced liquid is still flowing and
accumulating in the wellbore. The metastable flow rate happens when the rate of injection equals the rate of production.

By replacing the IPR reservoir model with our reservoir simulation, the metastable condition can be obtained in a straightforward manner. The coupled simulation does not need additional restrictions built in for the flow direction and does not need two sets of reservoir parameters, as embedded in the Dousi et al. model.
CHAPTER VI
APPLICATION OF THE NEW WELBORE BOUNDARY CONDITION IN
HISTORY MATCHING OF THE LIQUID-LOADED GAS WELL*

Introduction

In this chapter, we present another application of our simulator in history matching data from a liquid-loaded gas well. The well data consisted of surface production rates of gas and water and the corresponding tubinghead pressure (THP) history. The gas well had been experiencing the usual symptoms of liquid loading from the start. A strategy of intermittent production cycles had been followed for over 25 years. Such a strategy can result in near optimal recovery as discussed, for instance, by Whitson et al. (2012).

Even though the reservoir model equipped with the $p^0$ concept was able to simulate backflow, we still required a wellbore model that also allows automatic detection of the flow direction at the connections.

* Part of this chapter is reprinted with permission from “A New Concept of Wellbore Boundary Condition for Modeling Liquid Loading in Gas Wells” by Limpasurat et al., 2013. Paper SPE 166199MS accepted for the 2013 SPE Annual Technical Conference and Exhibition. New Orleans, LA, USA. 30 September – 2 October. Copyright 2013 by the Society of Petroleum Engineers.
Since an appropriate wellbore model was not readily available, for this study we developed a simple model to describe multiphase flow and liquid accumulation/drainage during both the production and shut-in parts of a cycle, also satisfying the material balance for both phases during the switching between operation modes.

This model is overly simplified for the case of one wellbore/reservoir connection (as we refer to it, the one-layer model), but becomes quite sophisticated for the two-layer case because the new boundary conditions are fully implemented for each connection and can result in opposite flow directions in any time step.

Our main goal was to reproduce the main characteristics of the tubinghead pressure (THP) behavior in terms of how the well and the reservoir interact. The history matching process was carried out in two steps. First, we considered a one-layer model of the reservoir to understand the overall (net) inflow and outflow of the phases during the production/shut-in cycles. Then we repeated the history match using a two-layer representation of the reservoir and the corresponding two-perforation wellbore model in such a way that the previously identified net flows were automatically provided by the physics involved; this can be accomplished to a satisfactory degree for the shut-in periods, but we still needed some assumptions during the production periods, because currently there is no physics-based model available for modeling long-term liquid accumulation in the wellbore under typical liquid-loading conditions.
One-Layer Model

For modeling proposes, we represented the history by 34 cycles, each consisting of a production and a shut-in period. Zooming in on the production history, we found that the surface gas production rate had been nearly constant for numerous production periods, as shown in Fig. 6.1. Thus, we imposed the average gas surface rate as the prescribed rate during the production period, while the surface rate was specified as zero during the shut-in period. Fig. 6.2 summarizes the imposed surface gas flow rates. During the data filtering process we kept all shut-in intervals longer than 2 months, but we agglomerated the shorter periods into the surrounding production period. The actual number of production/shut-in cycles could have been much larger than 34; this choice was the result of a compromise to keep the data handling manageable. Also, each cycle had to have numerous days in it to be sure the available data were of daily resolution.

To match the surface water rate, we adjusted the relative permeability curves and initial water saturation.
Fig. 6.1 – Plot of wellhead production history at the early time interval (left) and the late time interval (right). The surface gas production rate is nearly constant during the production period.

Fig. 6.2 – Recorded and assumed surface gas production in the simulation

From the overall decline in the THP trend, we identified a substantial overall depletion. Accordingly, we adjusted the net/gross ratio and saturation. After these
adjustments, we had an overly simplified but consistent description of the reservoir, as summarized in Table 6.1 and Fig. 6.3.

Table 6.1 – Key simulation parameters

<table>
<thead>
<tr>
<th>Reservoir Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Drainage radius</td>
<td>5476 ft</td>
</tr>
<tr>
<td>Gross thickness</td>
<td>400 ft</td>
</tr>
<tr>
<td>Net/Gross ratio</td>
<td>15 %</td>
</tr>
<tr>
<td>Fluid type in the reservoir</td>
<td>Gas (C1) and Water</td>
</tr>
<tr>
<td>Porosity</td>
<td>11 %</td>
</tr>
<tr>
<td>Absolute permeability</td>
<td>6.5 md</td>
</tr>
<tr>
<td>Initial reservoir pressure</td>
<td>8000 psia</td>
</tr>
<tr>
<td>Reservoir temperature</td>
<td>260 deg F</td>
</tr>
<tr>
<td>Initial water saturation</td>
<td>50 %</td>
</tr>
<tr>
<td>Openhole diameter</td>
<td>7 7/8 in</td>
</tr>
</tbody>
</table>
The net/gross parameter can be incorporated in our simulator by multiplying porosity and horizontal permeability by the net/gross ratio (see Eqs. 3.3, 3.4, and 3.16) to obtain effective values to be used in the model. From the decline trend of the THP peaks, we estimated that the well had produced about 40% of the original gas in place. There is no information about aquifer influx, but the data support the simplifying hypothesis of no-flow outer boundary.

The basic data for the well are shown in Table 6.2.
Table 6.2 – Well parameters

<table>
<thead>
<tr>
<th>Well Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total well depth</td>
<td>15,400 ft</td>
</tr>
<tr>
<td>Perforation depth</td>
<td>15,200 ft</td>
</tr>
<tr>
<td>Tubing ID</td>
<td>3 1/2 in</td>
</tr>
<tr>
<td>Wellhead temperature</td>
<td>100 deg F</td>
</tr>
<tr>
<td>Interfacial tension</td>
<td>60 dyne/cm</td>
</tr>
</tbody>
</table>

Technically, the wellbore model is a transient model with respect to material balance, since it keeps track of storage of the gas and liquid phases, but it is quasisteady with respect to momentum balance. At the wellhead, the gas mass rate is specified. At the connection, the $p_{wf}$ and both the gas and water rates are known. (In accordance to our boundary condition, the rates must have the same sign, but the actual direction of the flow is determined by the difference of $p_{wf}$ and the $p^0$ of the connection grid-block.) The wellbore model includes a standard Gray’s (1974) correlation procedure to compute frictional pressure loss and liquid holdup in the upper section, when there is positive surface gas rate.

While the surface gas rate is imposed, the gas rate through the connection is not necessarily the same. When the wellhead is shut-in, there is no frictional pressure loss and the two phases are completely segregated due to gravity. In either case, however, the wellhead and bottom gas rates differ from each other. The actual pressures and phase accumulations for the given time step are calculated from the common algorithm shown in Fig. 6.4, valid both for the production and the shut-in period.
The implicit coupling algorithm can be summarized as follows. In any time step, we have 3 key unknowns: the $p_{wf}$ and the mass flow rates of the gas and water phases through the connection. If we assume a $p_{wf}$, the boundary conditions and the reservoir model together provide the mass flow rates, but volume balance (material balance + equation of state) inside the wellbore will be satisfied only at one particular $p_{wf}$. That value is determined by a bisection algorithm, driving the “objective function” to zero.

**Fig.6.4** - Common logic for the determination of wellbore flowing pressure $p_{wf}$ (and tubinghead pressure $p_{TH}$) from the volume balance (material balance plus equation of state). The reservoir simulator is run “to convergence” at each assumed $p_{wf}$, when $m_w$ and $m_g$ are updated with the rates calculated from the boundary conditions (Fig. 3.2). Ultimately, that $p_{wf}$ is accepted that drives the “objective function” to zero.
The wellbore model keeps track of water in two forms: holdup within the gas and settled water. The settled water occupies the lowest part of the wellbore. Accumulation can happen in both forms, and the hydrostatic pressure difference between two vertical levels is calculated from the total mass of water (in either of the two possible forms) and the total mass of gas between them. (Future extension may incorporate the empirical S-shaped saturation distribution identified by Rowlan et al. (2004), instead of complete separation of the two types of water.)

The accumulation of water in the holdup form is easy to keep track of (comparing two values obtained from the Gray correlation). Keeping track of the accumulation of water in the settled form is more difficult. In Case Study 1 (based on the Dousi et al. 2006 concept), either the settled water was zero (if the gas rate was above the Turner rate) or all water was in settled form (if the gas rate was below the Turner rate). Such simplifying assumptions could not be used in this case. The data indicate that water is coming to the surface (though in a somewhat more erratic manner than gas) even when the gas velocity is already below critical (whatever specific form we use for \( V_{gc} \)).

In the one-layer model, we imposed a constant accumulation rate of the settled water during each production period. In other words, after the onset of liquid-loading, a certain fraction of the water entering the wellbore through the connection is not carried to the surface, but instead accumulates at the bottom in the form of “settled water.” There is no available correlation to determine the accumulation rate of the settled water. We noticed that a useful correlation would ultimately describe the accumulation rate in
terms of the ratio of actual superficial gas velocity to the $V_{gc}$, whatever specific form is used for the latter.

In this work we simply identified the accumulation rate from the slope of the THP during the production periods. This was done during the one-layer history matching, with the help of the single-connection wellbore model. **Fig. 6.5** illustrates the process.

**Fig. 6.5** - Matching the accumulation rate of settled water during a production period.

The history matching of the THP curve results in a surprisingly consistent set of accumulation rates, as shown in **Table 6.3**.
Table 6.3 - Accumulation and leakage rates necessary for the one-layer model

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Rate (Stb/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-8</td>
<td>0.01</td>
</tr>
<tr>
<td>9-11</td>
<td>0.06</td>
</tr>
<tr>
<td>12-17</td>
<td>0.05</td>
</tr>
<tr>
<td>18-20</td>
<td>0.1</td>
</tr>
<tr>
<td>21</td>
<td>0.3</td>
</tr>
<tr>
<td>22-23</td>
<td>0.4</td>
</tr>
<tr>
<td>24</td>
<td>0.2</td>
</tr>
<tr>
<td>25</td>
<td>0.4</td>
</tr>
<tr>
<td>26</td>
<td>0.3</td>
</tr>
<tr>
<td>27</td>
<td>0.6</td>
</tr>
<tr>
<td>28-29</td>
<td>0.8</td>
</tr>
<tr>
<td>30-31</td>
<td>0.6</td>
</tr>
<tr>
<td>32</td>
<td>0.3</td>
</tr>
<tr>
<td>33</td>
<td>0.2</td>
</tr>
<tr>
<td>34</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Accumulation during production period

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Rate (Stb/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-7</td>
<td>-0.05</td>
</tr>
<tr>
<td>8-12</td>
<td>-0.15</td>
</tr>
<tr>
<td>13-20</td>
<td>-0.2</td>
</tr>
<tr>
<td>21-23</td>
<td>-0.3</td>
</tr>
<tr>
<td>24-27</td>
<td>-0.5</td>
</tr>
<tr>
<td>28</td>
<td>-0.4</td>
</tr>
<tr>
<td>29</td>
<td>-0.9</td>
</tr>
<tr>
<td>30-32</td>
<td>-0.6</td>
</tr>
<tr>
<td>33</td>
<td>-0.5</td>
</tr>
</tbody>
</table>

Leakage during shut-in period

We modeled the “after-flow” during the shut-in periods by solving the wellbore-reservoir model still coupled by the boundary conditions. However, we assumed that at the start of the shut-in period, the water existing in the form of holdup settles out instantaneously. In the one-layer model, we imposed a constant water leakage rate for the water, because in the single available connection, gas is flowing in (after-flow). Therefore we determined the leakage rate (assumed constant) from the positive slope of
the THP curve. The leakage will continue as far as settled water is available in the wellbore. This history matching process is illustrated in Fig. 6.6.

![Fig. 6.6](image)

**Fig. 6.6** - Matching the leakage rate of settled water during a shut-in period

We noticed that sometimes a “cap-off” appeared in the calculated curve, because all the available settled water leaked off.

The history matching result of the THP is shown in Fig. 6.7. Obviously, the one-layer model is capable of reproducing the basic trends in the THP, but this is still done by imposing a non-physical “leakage” during shut-in.
Fig. 6.7 – Matching wellhead pressure history with the one-layer model

Fig. 6.8 shows the settled water and total water content in the wellbore. The sharp drop/rise sections of the THP curve are associated with the accumulation and leakage of the settled water.
Fig. 6.8 - Settled water volume and total water content in the wellbore over time in the one-layer model

**Two-Layer Model**

The two-layer model preserves the OGIP of the one-layer model, using a 100x1x2 grid system. The perforations were now placed at depths of 15,100 and 15,300 ft.
Fig. 6.9 - The $p^0$ difference between the two layers as a function of time. The solid line is smoothed (moving average).

The difference in $p^0$ is 17 psi between the upper and the lower layers in the vertical equilibrium state. This is the starting value in Fig. 6.9. Production periods start with a peak in the difference, but on average the value is about 25-30 psi. In shut-in periods the average is about 15-20 psi. The implications can be understood in the light of the pressure difference between the lower and upper perforations in the wellbore, which varies between a couple of psi (only gas is present) and a maximum of 87 psi (hydrostatic pressure of a 200-ft water column).

The wellbore model had now two connections, and the algorithm depicted on Fig. 6.4 had to be augmented, because two $p_{wf}$ values had to be determined. To preserve simplicity, we used the implicit scheme only for the upper connection $p_{wf}$ —as shown in
**Fig. 6.4**—while the difference between the two $p_{wf}$ values was handled explicitly, taken as known from the previous time-step.

In the production periods, the calculation procedure still involved the constant water accumulation rates determined previously by history matching the one-layer model. However, when running the two-layer model, we did not use the previously determined leakage rates in **Table 6.3**; we simply let the boundary conditions determine the “leakage”. The parameter $\left( \frac{k_T}{\mu B} \right)_{eq}$ was set to 0.046/ep, indicating that even if only water is injected, still there are significant relative permeability effects. **Fig. 6.10** to **Fig. 6.14** illustrate results from the history match of the two-layer model.

![Water Saturation at Wellblock Vs. Time](image)

**Fig. 6.10** - Water saturation at wellblocks over time shows the water has been re-injected to the lower layer for 25 years.
Fig. 6.10 shows the water saturation at the wellbore over time; the water saturation in the lower layer increased in the near-wellbore region, while the opposite was happening in the upper layer. Fig. 6.11 shows that the lower layer produces water during the production periods, but also receives water during the shut-in periods (until the settled water level falls below the perforation level, and the corresponding $S_{wvf}$ changes from one to zero.)

![Inflow Water from Lower Layer](image)

**Fig. 6.11** – The lower layer produces water during production periods, but drains water during shut-ins.
Fig. 6.12 shows the match of the THP with the two-layer model. The calculated THP curve traces well the overall trends, but for a more rigorous match the number of cycles should be increased substantially. At some points, for instance at years 17 and 18, the calculated THP curve is cut off. The reason is that all the available water was pushed back to the lower layer (see also Fig. 6.13). Some of the discrepancy could be eliminated with better resolution and by refining the water accumulation rate during the last production cycles.

![THP Vs. Time](image)

**Fig. 6.12** – Field and simulated wellhead pressure over time in the two-layer model
Fig. 6.13 – Settled water volume and water level inside the wellbore over time in the two-layer model

Fig. 6.14 – Field and simulated surface water production over time in the two-layer model
The current two-layer model seems to lack the resolution necessary to reproduce yet another trend: the steady increase in the surface water production rates in the last 5 years, as indicated by Fig. 6.14. We decided not to pursue a better match by adjusting individual water accumulation rates, because we consider such “history matched” accumulation rates only as an intermediate result. Ultimately, a correlation is needed for predicting the actual water accumulation rates during the production periods under liquid-loading conditions. Nevertheless, the two-layer model in its present form is already suitable for investigating various production strategies in order to achieve specific goals (cash-flow, NPV, EUR, contractual obligations, etc.)

**Conclusion**

The integrated reservoir/wellbore modeling was applied for history matching of the gas well operated in the liquid loading regime. The strategy of intermittent production cycles resulted in sustaining the gas production for 25 years; the production history was represented by 34 production/shut-in cycles. During the production period, average gas production rate were imposed. We modeled the after-flow effect during the shut-in at wellhead.

As there is no appropriate wellbore model to model the long-term liquid loading, the simple transient well model with respect to material balance was developed. The well model keeps track of water accumulation in both in the holdup and settled water form, which is at the bottom of the well.
The one-layer radial reservoir was modeled to understand basic trends associated with sharp tubinghead pressure drop and buildup during the production and the shut-in periods. These trends can be simply and consistently traced by accumulation rates and leakage rates in the production and the shut-in periods, respectively.

The two-layer model was then modeled to eliminate artificial leakage rates applied in the one-layer models. With two connections between the reservoir and the wellbore models, the THP history can be replicated by our approach.
CHAPTER VII
CONCLUSIONS AND FUTURE WORK

Conclusions

This study addressed the importance of the wellbore boundary condition for describing dynamic interaction in the reservoir and the wellbore model in modeling liquid loading problems. Due to wellbore phase-redistribution and potential phase reinjection into the reservoir, the boundary condition must be able to handle changing flow directions through the connection between the two subsystems.

We developed a new reservoir simulator able to model gas/water flows through isothermal systems. The alternative wellbore boundary condition was formulated and used in this reservoir simulator. The new formulation uses a new state variable, the multiphase zero flow pressure ($MPZFP, p^0$) instead of individual phase pressures. Consequently, the sink/source terms are zero in the connection grid block if the wellbore pressure equals the $p^0$. If the wellbore pressure is less than the $p^0$, the connection is producing; otherwise, it is injecting. Phase composition is always determined by the upstream side.

The simulation results were verified against the commercial package, ECLIPSE100. The results showed that changes in flow direction are automatically predicted thanks to the wellbore boundary condition. This makes our simulation more suitable to modeling of this liquid loading problem.
The U-shaped pressure profiles in the near-wellbore region were also simulated using our reservoir simulator. The U-shaped pressure curves develop because of reinjection of the liquid phase from the wellbore boundary. In addition, the simulation was modified to handle gas flows through porous media in order to verify the accuracy of the U-shaped pressure profiles in the experimental study. We found that the flowing gas was leaked from the testing apparatus during the transient condition, making the U-shaped pressure profiles dissipate much slower than predicted by the simulation.

With our coupled reservoir wellbore model the metastable production regime was found in a straightforward manner. The assumptions of restricted flow directions at the connections and two sets of reservoir parameters could be eliminated.

We used our coupled model to history match long-term behavior of a gas well under liquid-loading conditions. A simplified—but already genuinely transient—wellbore model was developed for this purpose. Local trends in THP history could be traced by keeping track of settled water in the wellbore. Our simulation showed that the water reinjection takes place in the lower-layer during the shut-in periods.

**Future Work**

To continue developing dynamic reservoir/wellbore modeling, the following developments should be incorporated into the reservoir model:

1. In the history matching problem with the two-layer model, we used the combined implicit-explicit coupling to determine $p_{wf}$ at the upper and the lower connections. The improved version of the simulation results should be
incorporating the implicit approach to determine the $p_{wf}$ at the lower connection at the new time level instead of taking the difference between two $p_{wf}$ values from the previous time step to calculate the $p_{wf}$ of the lower connection explicitly.

2. We experienced that for the history matching problem, it took a long time to complete the simulation run. Most computational times were used to solve the reservoir model in each coupled iteration step. Since the radius of the reservoir is huge (The drainage radius is 5,476 ft discretized by 100 gridblocks in radial direction), the simulation time was wasted to compute the intermediate solution of the far-region reservoir, which is nearly insensitive to the change from the wellbore model. The more effective way to reduce the simulation time is to represent the effect of the far-region reservoir by the external boundary condition. The pressure and saturation at the external boundary will be computed regularly by the simulation of the far-reservoir model, but less often than the near-wellbore model. The near-wellbore model will be calculated in every iteration level; while, the far-region reservoir may be updated in the time level. There should be a criterion to identify the required times step that the external boundary condition should be updated and the simulation of the far-reservoir model should be advance to the next time step.
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APPENDIX A

FORMULA FOR CALCULATION OF FLUID PVT PROPERTIES AND
HYDRAULIC ROCK PROPERTIES IN THE RESERVOIR SIMULATION

Introduction

This appendix details the formula for calculating the fluid properties and hydraulic rock properties applied in the reservoir simulation.

Gas Properties

Gas Density

To describe thermodynamic properties of real gas, the Peng-Robinson equation of the state was used to determine gas compressibility at a given pressure and temperature condition. The derivation of the Peng-Robinson equation of state is given as:

\[
P = \frac{RT}{V_m - b} - \frac{aa}{V_m^2 + 2bV_m - b^2}
\]  

(A-1)

\[
a = \frac{0.457235R^2T_c^2}{p_c}
\]  

(A-2)

\[
b = \frac{0.077796RT_c}{p_c}
\]  

(A-3)

\[
\alpha = (1 + \kappa (1 - T_r^{0.5}))^2
\]  

(A-4)

\[
\kappa = 0.37464 + 1.54226\omega - 0.26992\omega^2
\]  

(A-5)

\[
T_r = \frac{T}{T_c}
\]  

(A-6)
When it is rewritten as the form to be solved when \( T \) and \( p \) are specified and the compressibility \( Z \) can be found analytically, it is:

\[
Z^3 - (1 - B)Z^2 + (A - 2B - 3B^2)Z - (AB - B^2 - B^3) = 0 \tag{A-7}
\]

\[
A = \frac{aap}{R^2T^2} \tag{A-8}
\]

\[
B = \frac{bp}{RT} \tag{A-9}
\]

While Eq. A-7 is in a cubic form, the maximum real-valued root of the cubic equation gives the compressibility factor \( Z \).

The gas density is determined from the real-gas law, given as:

\[
\rho_g = \frac{pM_g}{ZRT} \tag{A-9}
\]

where \( M_g \) is the molecular weight of the gas; \( R \) is the universal gas constant; and \( Z \) is the compressibility factor.

**Gas Viscosity**

Gas viscosity follows the correlation presented by Selim and Sloan (1989). The equation describes the gas viscosity as a function of temperature and density as expressed by:

\[
\mu_g = 2.4504 \times 10^{-3} + 2.8764 \times 10^{-5}T + 3.279 \times 10^{-9}T^2 - 3.7838 \times 10^{-12}T^3 + 2.0891 \\
\times 10^{-5}\rho_g + 2.5127 \times 10^{-7}\rho_g^2 - 5.822 \times 10^{-10}\rho_g^3 + 1.8378 \times 10^{-13}\rho_g^4 \tag{A-10}
\]

where \( T \) is in K and \( \rho_g \) is in kg/m\(^3\); \( \mu_g \) is in cp.

**Gas Formation Volume Factor**

The gas formation volume factor is a ratio of the gas volume at reservoir conditions and at standard conditions, defined as 14.7 psia and 60\(^\circ\)F.
Water Properties

Liquid Water Densities

The formulae to calculate the liquid water densities follow standard formulae for steam tables used by American Society of Mechanical Engineers (Myer et. all, 1979). This formulation considers the densities of liquid water in the sub-regions 1 of water in the pressure-temperature diagram for water (Fig. A-1).

![Pressure/temperature diagram for water substance](image)

Fig. A-1 Pressure/temperature diagram for water substance

To calculate the water densities, the specific volume is first evaluated as given by:

\[
\frac{\nu}{\nu_e} = \chi_1 \tag{A-1}
\]
\[
\chi_1 = A_{11}a_5Z^{-1/7}
\]
\[+
\{A_{12} + A_{13}\theta + A_{14}\theta^2 + A_{15}(a_6 - \theta)^{10} + A_{16}(a_7 + \theta^{19})^{-1}\}
\]
\[-(a_8 + \theta^{11})^{-1}(A_{17} + 2A_{18}\beta + 3A_{19}\beta^2)
\]
\[-A_{20}\theta^{18}(a_9 + \theta^2)(-3(a_{10} + \beta)^{-4} + a_{11}) + 3A_{21}(a_{12} - \theta)\beta^2
\]
\[+4A_{22}\theta^{-20}\beta^3\]

where

\[
Z = Y + (a_3Y^2 - 2a_4\theta + 2a_5\beta)^{0.5}
\]
\[
Y = 1 - a_4\theta^2 - a_2\theta^{-5}
\]

Then the water densities can be easily determined as:

\[
\rho_w = \frac{1}{(\chi_1 * v_c)}
\]

\(\beta\) is the reduced pressure parameter given as \(\beta = \frac{p}{p_c}\); \(\theta\) is the reduced temperature parameter given as \(\theta = \frac{T}{T_c}\); \(v_c\) is the critical volume constant = 0.00317 m\(^3\)/kg.

All constants in Eq. A-2 to Eq. A-4 are given as follows:

\[
A_{11} = 7.982692717 \times E0
\]
\[
A_{12} = -2.616571843 \times E-2
\]
\[
A_{13} = 1.522411790 \times E-3
\]
\[
A_{14} = 2.284279054 \times E-2
\]
\[
A_{15} = 2.421647003 \times E2
\]
\[
A_{16} = 1.269716088 \times E-10
\]
\[
A_{17} = 2.074838328 \times E-7
\]
\[
A_{18} = 2.174020350 \times E-8
\]
A_{19} = 1.105710498 \times 10^{-9}
A_{20} = 1.293441934 \times 10^1
A_{21} = 1.308119072 \times 10^{-5}
A_{22} = 6.047626338 \times 10^{-14}
a_1 = 8.438375405 \times 10^{-1}
a_2 = 5.362162162 \times 10^{-4}
a_3 = 1.720000000 \times 10^0
a_4 = 7.342278489 \times 10^{-2}
a_5 = 4.975858870 \times 10^{-2}
a_6 = 6.537154300 \times 10^{-1}
a_7 = 1.150000000 \times 10^{-6}
a_8 = 1.510800000 \times 10^{-5}
a_9 = 1.418800000 \times 10^{-1}
a_{10} = 7.002753165 \times 10^0
a_{11} = 2.995284926 \times 10^{-4}
a_{12} = 2.040000000 \times 10^{-1}

Liquid Water Viscosities

We used the formula presented by Huber et al. (2009) to calculate the liquid water viscosities.

To calculate the water viscosities, first we determine the dimensionless variables given by:
\( \bar{\mu} = \bar{\mu}_0(\bar{T}) \cdot \bar{\mu}_1(\bar{T}, \bar{\rho}) \)  \hspace{1cm} (A-6)

Where

\[ \bar{\mu}_0(\bar{T}) = \frac{100\sqrt{\bar{T}}}{\sum_{i=0}^{3} \frac{H_i}{T}} \]  \hspace{1cm} (A-7)

\[ \bar{\mu}_1(\bar{T}, \bar{\rho}) = \exp \left[ \bar{\rho} \sum_{i=0}^{5} \left( \frac{1}{T^i} - 1 \right) \sum_{j=0}^{6} H_{ij}(\bar{\rho} - 1)^j \right] \]  \hspace{1cm} (A-8)

Then the water viscosities can be determined as:

\[ \mu = \bar{\mu} \cdot \mu^* \]  \hspace{1cm} (A-8)

\( \bar{T} \) is the dimensionless temperature given as \( \bar{T} = \frac{T}{T^*}; \) \( \bar{\rho} \) is the dimensionless density given as \( \bar{\rho} = \frac{\rho}{\rho^*}. \)

The reference constants are: \( T^* = 647.096 \text{ K}, \rho^* = 322.0 \text{ kg m}^{-3}, \mu^* = 1\times10^{-6} \text{ Pas.} \)

All constants in Eq. A-7 and Eq. A-8 are given below. The coefficients \( H_{ij}, \) not shown below, are identically equal to zero.

\begin{align*}
H_0 &= 1.6775200 \times \text{E0} \\
H_1 &= 2.2046200 \times \text{E0} \\
H_2 &= 0.6366564 \times \text{E0} \\
H_3 &= -0.2416500 \times \text{E0} \\
H_{00} &= 5.20094 \times \text{E-1} \\
H_{10} &= 8.50895 \times \text{E-2} \\
H_{20} &= -1.08374 \times \text{E0} \\
H_{30} &= -2.89555 \times \text{E-1}
\end{align*}
\[ H_{01} = 2.22531 \times E^{-1} \]
\[ H_{11} = 9.99115 \times E^{-1} \]
\[ H_{21} = 1.88797 \times E^0 \]
\[ H_{31} = 1.26613 \times E^0 \]
\[ H_{51} = 1.20573 \times E^{-1} \]
\[ H_{02} = -2.81378 \times E^{-1} \]
\[ H_{12} = -9.06851 \times E^{-1} \]
\[ H_{22} = -7.72479 \times E^{-1} \]
\[ H_{32} = -4.89837 \times E^{-1} \]
\[ H_{42} = -2.57040 \times E^{-1} \]
\[ H_{03} = 1.61913 \times E^{-1} \]
\[ H_{13} = 2.57399 \times E^{-1} \]
\[ H_{04} = -3.25372 \times E^{-2} \]
\[ H_{34} = 6.98452 \times E^{-2} \]
\[ H_{45} = 8.72102 \times E^{-3} \]
\[ H_{36} = -4.35673 \times E^{-3} \]
\[ H_{56} = -5.93264 \times E^{-4} \]

**Water Formation Volume Factor**

The water formation volume factor is a volumetric ratio of the water at reservoir conditions to standard conditions, defined as 14.7 psia and 60°F.
Relative Permeability

The correlation for the two-phase relative permeability follows Brook and Corey’s model. The relative permeability can be calculated by first determining the normalized wetting phase saturation:

\[ S_{w}^* = \frac{(S_w - S_{wr})}{(S_{gr} - S_{wr})} \]  \hspace{1cm} (A-8)

where \( S_w \) is the water saturation; \( S_{wr} \) is the residual saturation of the water phase; and \( S_{gr} \) is the residual saturation of the gas phase. The following equations calculate the water and gas phase relative permeability:

\[ k_{rw} = k_{rw,\text{end}}(S_{w}^*)^{nw} \]  \hspace{1cm} (A-9)

\[ k_{rg} = k_{rg,\text{end}}(1 - S_{w}^*)^{ng} \]  \hspace{1cm} (A-10)

where \( k_{rw,\text{end}} \), \( k_{rg,\text{end}} \) are the water and gas phase relative permeability at endpoint, respectively; \( nw \) and \( ng \) are the water and gas phase exponents.

Capillary Pressure

We used the capillary pressure correlations from Brook and Corey. It is calculated by first evaluating the normal parameter:

\[ S_{w}^* = \frac{(S_w - S_{wr})}{(1 - S_{wr})} \]  \hspace{1cm} (A-10)

Then the capillary pressure is:

\[ p_{\text{cap}} = p_{GE}(S_{w}^*)^{-\lambda} \]  \hspace{1cm} (A-10)

where \( p_{GE} \) is the gas entry pressure; \( \lambda \) is the exponent.
Gray (1974) developed an empirical correlation based on experimental work on 108 gas well data sets producing some liquids. The correlation considers liquid holdup, temperature gradient, and frictional flow effects to calculate the two-phase pressure drop in the well.

Gray’s correlation is applicable for a vertical well with high gas fraction. No flow pattern is considered in the model. Thus, it is suitable for steady-state or pseudosteady-state flows.

To use Gray’s correlation, in-situ liquid void fraction must first be evaluated as follows:

\[
\lambda_l = \frac{u_{sl}}{u_m} \tag{B-1}
\]

where \(\lambda_l\) is the in-situ liquid void fraction; \(u_l\) is the superficial liquid velocity; and \(u_m\) is the two-phase mixture velocity.

Mixture fluid density and viscosity are weighted by void fraction as:

\[
\rho_m = \rho_l \lambda_l + \rho_g (1 - \lambda_l) \tag{B-2}
\]
\[
\mu_m = \mu_l \lambda_l + \mu_g (1 - \lambda_l) \tag{B-3}
\]

where \(\rho_m\) is the in-situ mixture density; \(\mu_m\) is the in-situ mixture viscosity; \(\rho_l\) and \(\rho_g\) are in-situ densities for the liquid and gas phases, respectively; and \(\mu_l\) and \(\mu_g\) are in-situ viscosities for the liquid and gas phases, respectively.
Three dimensionless parameters are needed to evaluate the liquid holdup parameters:

\[ N_1 = \frac{\rho_m^2 u_m^4}{g \sigma (\rho_f - \rho_g)} \]  
(B-4)

\[ N_2 = \frac{g D^2 (\rho_f - \rho_g)}{\sigma} \]  
(B-5)

\[ N_3 = 0.0814 \left[ 1 - 0.0554 \ln \left(1 + \frac{730R_v}{R_v + 1}\right) \right] \]  
(B-6)

Where

\[ R_v = \frac{u_{sl}}{u_{sg}} \]  
(B-7)

\[ u_{sg} \] is the superficial gas velocity; \( \sigma \) is the two-phase interfacial tension; \( D \) is the tubing inside diameter; and \( g \) is gravitational constant.

Then the liquid holdup can be evaluated as:

\[ y_l = 1 - (1 - \lambda_i)(1 - \exp f_1) \]  
(B-8)

Where

\[ f_1 = -2.314 \left[ N_1 \left(1 + \frac{205}{N_2}\right)^{N_3} \right] \]  
(B-9)

The potential energy pressure gradient is then evaluated as:

\[ \frac{dp}{dZ}_{PE} = \frac{g}{g_c} (\rho_f y_l + \rho_g (1 - y_l)) \]  
(B-10)

To calculate the frictional pressure gradient, Gray’s correlation uses an effective pipe roughness to account of entrained liquid along the pipe walls. The effective roughness can be evaluated as:

\[ k_e = \begin{cases} 
  k_o & \text{if } R_v > 0.007 \\
  k + R_v \left(\frac{k_o - k}{0.007}\right) & \text{if } R_v < 0.007
\end{cases} \]  
(B-11)
where

\[ k_a = \frac{0.285\sigma}{\rho_m u_m^2} \quad (B-12) \]

\( k \) is the absolute roughness of the pipe. The constant in Eq. B-12 is for all variables in oilfield units.

Reynold’s number (in oilfield units) can be evaluated as:

\[ N_{Re} = \frac{1488\rho_m u_m D}{\mu_m} \quad (B-13) \]

The relative roughness can be evaluated as:

\[ \varepsilon = \frac{k_e}{D} \quad (B-14) \]

Then the friction factor can be evaluated by Chen’s equation:

\[ \frac{1}{\sqrt{f_f}} = -4\log \left[ \frac{\varepsilon}{3.7065} - \frac{5.0454}{N_{Re}} \log \left( \frac{\varepsilon^{1.1098}}{2.8257} + \left( \frac{7.149}{N_{Re}} \right)^{0.8981} \right) \right] \quad (B-15) \]

The frictional pressure gradient can then be evaluated as:

\[ \left( \frac{dp}{dz} \right)_f = \frac{2f_f \rho_m u_m^2}{g_c D} \quad (B-16) \]

Finally, the total pressure drop in pipe can be evaluated as:

\[ dp = \left( \frac{dp}{dz} \right)_{pf} dh + \left( \frac{dp}{dz} \right)_f dh \quad (B-17) \]

Gray’s correlation was tested for well data with ranges of input parameters as follows:

- Flow velocities less than 50 ft/sec
- Tubing ID 1.049 to 2.992 in.
- Condensate ratio < 150 bbl/MMScf/D
• Water ratio, 10 bbl/MMscf/D