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ABSTRACT 

Utilities of distribution systems now are under the pressure of improving the 

reliability of power supply, not only from the urge to increase revenue, but also from 

requirements of their customers and the Independent Service Organization (ISO)’s 

regulation on power quality. Optimization in fault management tasks has the potential of 

improving system reliability by reducing the duration and scale of outages caused by 

faults through fast fault isolation and service restoration.  

The research reported by this dissertation aims at improving distribution system 

reliability through optimized fault management. Three questions are explored and 

answered: 1) how to establish the cause-and-effect relationship between fault 

management and system reliability; 2) how can individual fault management tasks 

benefit from the newly emerged smart grid technologies; and 3) how to improve the 

overall performance of fault management under new operation condition. 

Optimization of the fault management is done through minimizing a risk function 

representing system reliability. The improvement in system reliability is approached in 

following steps: 1) a risk function consists of distribution reliability indices is defined as 

the criterion for system reliability; 2) a new fault location method is proposed first that 

can accurately locate the faults with the assistance of voltage-sag-measurements from 

system-wide Intelligent Electronics Devices (IEDs); 3) the fault management task of 

field inspection is optimized using the risk function and the probability model of the true 

fault location established using results from fault location; 4) the decision making on the 

execution of during-fault service restoration is optimized through Monte Carlo 
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simulation; 5) the optimized fault management is utilized in processing the faults and the 

improvement in system reliability is assessed by reduction of costs associated with these 

faults. 

The proposed optimization is demonstrated on a realistic distribution system. The 

stochastic model of faults in the system is built with consideration of normal and 

extreme weather conditions. Results show that the proposed optimization is capable of 

improving system reliability by reducing the mean and variance of outage cost 

calculated over the simulated years. 



 

iv 

 

DEDICATION 

To my husband Dr. Ce Zheng and my son Kevin.  

 

 



 

v 

 

ACKNOWLEDGEMENTS 

I would like to acknowledge my committee chair, Dr. Mladen Kezunovic, and 

my committee members, Dr. Huang, Dr. Braga-Neto, and Dr Moreno-Centeno, for their 

guidance and support throughout the course of this research. I would also like to take 

this chance to pay my respect and appreciation to the deceased Dr. Lively, who was my 

committee member and was of great support.  

Appreciation also goes to my friends and colleagues and the department faculty 

and staff for making my time at Texas A&M University a great experience. I would 

especially thank Dr. Chengzong Pang, Dr. Yufan Guan, Dr. Jinfeng Ren and Dr. Saeed 

Lotfifard for their help along the way.  

Thanks also go to my parents. I wouldn’t have achieved what I have done 

without their encouragement. 



 

vi 

 

NOMENCLATURE 
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DA Distribution Automation 
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1. INTRODUCTION 

1.1 Problem statement 

Feeder faults are the causes of most distribution-level outages and reliability 

problems [1]. Time to locate and isolate a feeder fault may take a considerable portion in 

the total duration of the outage, due to the vast geographical coverage of the system, and 

a low degree of monitoring instrumentation. Time to repair may vary case by case, 

depending on the cause, type, time of occurrence, and other fault characteristics [2]. 

An Outage Management System (OMS) provides outage reports for repair crew 

and operators to restore the network after outages [3]. Outage information comes from 

different sources:  Trouble Calls system, Automatic Meter Reading (AMR) system, 

Supervisory Control and Data Acquisition (SCADA) system, as well as Geographical 

Information System [4]. Fault management is a subset of OMS functionality that 

explicitly deals with fault location, repair and restoration of a faulted feeder [5].  

Analysis of temporal trends in distribution reliability shows that installation and 

update of Outage Management Systems (OMS) reduce the overall duration of outages 

[6]. Automating fault management tasks and optimizing their execution have the 

potential to further enhance power system reliability and increase customer satisfaction. 

These require handling of the uncertainty intrinsic to fault scenarios. Therefore a risk-

based optimization approach needs to be explored. 
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1.2 Unsolved issues 

While much work has been done on computer-based fault location [7], a review 

of literature reveals that the optimization of fault management tasks has not been fully 

studied yet. The areas that remain inadequately explored include how to interpret the 

multiple solutions and possible errors from the estimation of fault location, and how to 

utilize them in the subsequent steps of crew dispatch and necessary post-fault 

reconfiguration. 

In the meantime, the impact of fault management tasks on system reliability 

needs to be carefully assessed [8]. For example, utilities now assume that a fault location 

outcome providing the correct line segment is precise enough. Without quantitative 

evidence on how much the savings may be, they may not be convinced of the benefit 

from installing new sensors and adopting new fault location methods. It is imperative to 

develop a method of assessing the benefit from optimizing fault management tasks, for 

both performance evaluation and cost-impact analysis purposes. 

 

1.3 Objective of this study 

This dissertation focuses on the optimization of fault management tasks in the 

following aspects:  

1) improvement in accuracy of fault location computation;  

2) optimization of crew dispatch based on results from step 1;  

3) streamlining of decision-making in system reconfiguration; and  

4) quantifying the assessment of benefits. 
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2. SUREVEY OF PREVIOUS STUDIES 

2.1  Overview of the application-level fault management 

The use of performance-based rates with financial penalties for poor performance 

is a commercial incentive for utilities to better manage outages attributable to system 

faults [9]-[14]. In [9] various approaches for implementing Fault Detection, Isolation and 

Restoration (FDIR) schemes is reviewed and compared. Based on the number of 

intelligent controllers and the infrastructure of communication, fault management can be 

classified as distributed (local) fault management, where feeder faults are treated by the 

local intelligent controller using locally acquired data, and centralized fault management, 

where data from all over the system is transferred to a centralized location using a 

Supervisory Controlling And Data Acquisition (SCADA) system and centeralized 

Distribution Management System (DMS). In general, the centralized FM analyzes faults 

more comprehensively and allows for more complex switching scenarios. Therefore, the 

capacity for neighboring feeders to pickup loads from the faulted feeder is enhanced on 

the stage of service restoration.  

[11] investigated the application-level issues associated with FM and automation 

schemes that helps accelerate the process of fault location and fault isolation. Discussion 

of possible improvement to FM is reported. Factors to be considered in the cost/benefit 

analysis of fault management are also proposed, including reduction of outage cost, 

savings in network investments and saving in labor costs.   
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2.2 State of art on fault location 

Currently there are two categories of techniques for estimating the fault location, 

outage mapping and fault location technique. Outage mapping is a group of techniques 

that intend to narrow down the area where the fault occurs, based on information from 

customer calls, circuit breaker status, advanced metering and Geographic Information 

System (GIS) model [15], [16].  

Another category comprises techniques that determine the precise location of 

fault through calculation using field measurements. Sub-categories of precise location 

methods are impedance-based methods using sequential network analysis or direct circuit 

analysis [17]-[22], frequency component-based methods [23]-[25], and methods based 

on sparse voltage measurements and post-fault power flow analysis [26]-[28].  

 

2.3 Optimized crew management and service restoration 

While much work has been done on computer-based fault location [7], a review 

of literature reveals that the optimization of fault management tasks has not been fully 

studied yet. The areas that remain inadequately explored include how to interpret the 

multiple solutions and possible errors from the estimation of fault location, and how to 

utilize them in the subsequent steps of crew dispatch and necessary post-fault 

reconfiguration. Current studies on crew dispatch optimization are focused on large-scale 

or multiple outages, with the purpose of optimizing the process of manually sectionalize 

the system or restore service after a black-out [29], [30]. Studies on system 

reconfiguration are based on the assumption that the duration of outage is known, or the 
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time for reconfiguration is negligible compared to the total time of outage [31], [32]. 

However these assumptions may not stand in the case of various feeder fault scenarios.  
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3. PROBLEM FORMULATION 

3.1 Introduction to fault management 

Faults on distribution feeders are characterized with high frequency and repetitive 

patterns. Compared to transmission networks, distribution systems have larger size and 

more complicated operating conditions [8]. Some distribution feeders may be very long 

in sparsely populated rural areas and frequently must be constructed in adverse 

environments, especially through wooded areas where tree branches and wildlife may 

frequently come in contact with the distribution wires, causing both temporary and 

permanent outages [10]. The degrading of equipment is another contributor to outages 

especially under severe weather condition. 

Fault management aims at minimized the impact of faults to the system and 

customers. It is consisted with a set of functions—fault detection, fault location, and fault 

isolation and service restoration [10]. The first two are control-center level functions 

which are more involved with assistance software, while the other two are field-level 

functions with switching activities. An overview of FM functions is shown in Figure 1 

[11]. 
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Figure 1 Overview of fault management functions [11] 

 

The essential characteristics of improved fault management are [9]: 

 Quicker detection that an outage has occurred 

 Accurately determining the location of the fault 

 Isolation of the faulted section of a feeder 

 Re-energizing the un-faulted sections of the feeder outside the isolation zone, 

upstream and/or downstream of the faulted section 
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3.2 Assistance to fault management from new smart grid technologies 

A major obstacle for  improving  the distribution fault management is the lack of  

monitoring devices  installed along the feeders leading to an inability to monitor the 

system closely in  real-time as the faults occur. Consequently, fault management is quite 

often slow and heuristic.  When a fault occurs, it may go unnoticed for some time unless 

customers report it to the trouble call center. The locating of fault may take long time 

because repair crew must search along the feeders without a clear instruction where the 

fault location is and it may be delayed significantly until they visually identify the fault 

[5]. 

As a part of Smart Grid deployment projects, Intelligent Electronic Devices 

(IEDs) are used in monitoring, protection, smart metering systems, and distribution 

system automation. These smart sensors may be installed in different locations, from 

substation, along the feeder and down to the customer location. Their data types vary 

from samples to synchronized phasors, energy measurements and power quality 

indicators. New fault location algorithms can benefit from this “additional” data and 

produce more accurate determination of the faulted point [7], which entails the 

integration and utilization of data collected from various IEDs installed along the feeders 

[9]. 

Distribution/Feeder automation is another technology that fastens the process of 

fault management. As the core of emerging Distribution Automation (DA), remote-

controlled reclosers and sectionalizers provide a simple and cost-effective way to 

automate distribution systems [12]. An example of distribution feeder with DA devices is 
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illustrated in Figure 2. A circuit breaker is installed at feeder root in a substation. 

Reclosers R1 and R2 are installed on critical nodes along the main feeder, responsible for 

isolating permanent faults in the downstream. Sectionalizing switches (or sectionalizers) 

are installed between reclosers (S2 and S3) and at the beginning of some laterals (S1). 

These sectionalizers can be operated after the segment of feeder is de-energized by a CB 

or recloser. They speed up isolation of faulted section and restoration of unfaulted 

sections through alternate feeder routes. For laterals with light connected load and less 

significance, fuses at the beginning of the laterals provide protection (Fuse 1 and Fuse 2), 

and service to downstream loads will not resume until the fuse is replaced after fuse-

blows. 

 

Figure 2 Distribution automation deployment 

 

3.3  Impact of fault management on system reliability  

Distribution system reliability is often measured with reliability indices (RIs) 

[13]. The most important and widely used RIs are System Average Interruption 
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Frequency Index (SAIFI) and System Average Interruption Duration Index (SAIDI), 

which represent the average frequency of outages experienced by individual customer, 

and the average of durations per outage. There are load-oriented RIs such as the Average 

Service Interruption Duration Index (ASIDI) representing loss to utilities for not being 

able to send power to the de-energized customers. Besides these RIs for permanent 

faults, [13] also defines RIs for momentary interruptions, which reflects short-term 

interruptions caused by transient faults and switching activities.  When evaluating the 

service of utilities, SAIDI and SAIFI are most frequently used. 

The impact of FM on system reliability can be assessed by evaluating changes in 

a comprehensive cost function consists of the related RIs. Formulation of the cost 

function is based on the cost brought by outages to utilities and customers alike. 

 

3.4 Formulation of the problem 

This study provides a solution for improving individual tasks as well as the 

overall performance of fault management. The benefit is the reduction in the duration 

and scale of the outage.  Reliability indices which are defined to represent different 

features of outages such as duration, frequency and scale, are used to quantify the cost of 

outages and assess the benefits.  

Flow chart for the proposed fault management is shown in Figure 3. The solid 

lines indicate sequence of procedures; dashed lines indicate flow of information and 

knowledge. After a fault is reported, the Outage Management (OM) system first executes 

fault locating algorithm using field recorded data and system model and identify suspect 
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locations; the output is then fed to crew dispatch optimization program to create work 

order and service restoration plan based on the minimum-risk principle.  Restoration plan 

is generated and the benefit of restoration is evaluated to decide whether it is worthwhile 

or necessary to switch some of the disconnected load to the “healthy” part of the system 

during the time of repair/replacement. 

 

 

Figure 3 Proposed fault management process 
 

The whole process is based on risk analysis. Deduction of risk from the cost 

function will be discussed in a separate chapter. 
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4. RISK-ANALYSIS BASED OPTIMIZATION OF FAULT MANAGEMENT  

4.1 Introduction and formulation of outage cost 

The cost associated with outages is formulated in many forms. The difficulty lies 

in quantifying the cost to customers, given the fact that the benefits from reducing the 

number/duration of outages mostly come to the customers [11]. The commonly used 

methods to materialize the overall cost include: 

 Take full account of customer outage costs as it they were hard costs 

 Use certain price per kWh, which is less than the customers’ cost but 

higher than utility’s revenue 

 Ignore customer cost and focus only on revenue 

 

In this research, the second method is used to include customer outage cost into 

the cost function. 

Customer based reliability index SAIDI (System Average Interruption Duration 

Index) and load based reliability index ASIDI (Average System Interruption Duration 

Index) defined in [13] are used to quantify the improvement. Definitions of these indices 

are: 

T

ii

N

Nr
SAIDI

                                           (4.1) 

T

ii

L

Lr
ASIDI                                            (4.2) 

where  
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i is the index number of an interruption event; 

ri is duration of interruption i;  

Ni is number of customers interrupted by interruption i; 

Li is connected load in kVA interrupted by interruption i;  

NT is total number of customers; 

LT is total connected load in kVA. 

 

Moreover, according to the emerging power quality regulation [14], utilities that 

fail to pass the minimum threshold of power quality (usually defined in terms of yearly 

SAIDI value) will have to pay penalty to ISOs, as a drive to improve their service.  

Taking into the account of penalty, the overall cost of outage is given as: 

 



i
iiiTgt

TTgt

LTERSAIDISAIDIgPR

LASIDIERSAIDISAIDIgPRost

),(

),(C
                         (4.3) 

where SAIDI and ASIDI are the reliability indices defined in; 

i is the index of one interruption event; 

Ti is the duration on one interruption event; 

Li is the affected load in kWh;  

LT is the total connected load in kWh; 

SAIDITgt is the target value of yearly SAIDI; 

PR is penalty rate for SAIDI to exceed SAIDITgt; 

ER is the price associated with loss of load per kWh;  

and g(x,y) is a function defined as: 
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It is worth noticing that the price ER varies with different customers, according to 

their willingness to pay for better service [11]. Typically ER is higher with industrial and 

commercial customers, and lower with residential and agricultural customers. 

 

4.2 Formulation of risk function 

On the stage of fault management, the yearly SAIDI is very hard to predict 

because of the randomness and low rate of outages in a year. The risk associated with a 

fault management function is defined as follows, with the penalty part assumed as 0: 

1),(

]Cost[









i
iiii

i
i

i
ii

PandLTERP

CostPERisk

                                  (4.5) 

where Pi is probability of consequence i from the fault management task, and Pi=1 

means that all possible consequences are considered. Costi is the total disconnected load 

Li times duration Ti, or the loss in kWh associated with consequence i.  

The cost function Costi represents the deterioration of system reliability by 

consequence i. From utility point of view, Costi is directly related to the revenue loss; 

from customer point of view, Costi reflects the length of experienced outage; from 

system point of view, Costi reflects the severity of outage, both in length and range.  

The importance of the affected customers is also a factor, although it is not shown 

in the equation. For example, failing to supply power to a hospital or an industrial 

customer has a more severe consequence than failing to supply a residential area, and 
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penalties are often paid by utilities to such customers according to their contracts for not 

meeting the pre-agreed requirements. The importance of customers can be factored in by 

assigning different value of ER to different loads in (4.5). 

 

4.3 Fault management functions of interest 

Two functions can be optimized given the improved fault location in Section 4: 

crew dispatch and service restoration.  

With the unique output from the proposed fault location method, system operator 

can prioritize the nodes for field inspection conducted by crews. In general, lateral 

sections with higher probability to contain the true location of fault should be inspected 

first, and vice versa. Optimized crew dispatch aims at combining the fault location output 

with the risk function to find the best dispatch plan. 

Service restoration aims at finding the best switching scheme with no knowledge 

of how long an outage will last, by studying the pattern in outage cost in relation with 

pattern in faults, time associated with control and operation activities, and different 

candidate switching schemes. 

    

4.4 Conclusion 

In this section, the outage cost function is defined and used to formulate the risk 

used in the optimization problem, after analysis of the impact of outage to customers and 

utilities, and the commonly used method for assessing the outage cost. Penalty from the 

power quality regulation is added in the outage cost to factor in the urge of improving 
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system reliability on a supervision and regulation level. Fault management functions that 

can benefit from the improved fault location and optimized through the risk function 

have been addressed. Detail of the optimization is given in the following sections. 
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5. IMPROVED FAULT LOCATION METHOD* 

5.1 Introduction 

The urge for a better fault location method is from the fact that the smaller the 

area for crews to inspect in the field, the less time it takes to actually locate the fault. 

However better fault location methods require more supporting information from the 

system, and more than often that means more sensors to be installed and new 

communication paths to be established. Through risk-based analysis the improvement in 

system reliability in terms of dollars can be compared with the investment spent on 

sensors and communication paths, so that utilities have a measure to decide whether the 

implementation of a new method is beneficial. In this section a new fault location 

method is proposed, as an example as to what extent the accuracy can be improved 

through utilization of new data. 

5.2 Voltage measurement-based methods  

The voltage measurement-based method is first proposed by Galijasevic and 

Abur in [26], where the concept of vulnerability contours is used in assessing the 

likelihood of voltage sags effecting a given network area. In [27] Pereira, et al. extended 

the formulation in [26] assuming the availability of voltage and current phasors at feeder 

root, and voltage sag measurements from sensors along the feeder. Voltage sags were 

calculated using a post-fault load flow approach that doesn’t require the estimation of 

                                                 

*  Reprinted with permission from “Enhancing Accuracy While Reducing Computation for Voltage-Sag Based Distribution Fault 

Location” by Y. Dong, C. Zheng and M. Kezunovic, 2013. IEEE Trans. Power Delivery, vol.28, pp.1202-1212, ©2012 IEEE, with 

permission from IEEE.   
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fault resistance. In [28] Lotfifard et al. assumed post-fault phase angle shifts being 

available from sparse measurements, and proposed an approach for eliminating some 

tentative nodes by characterizing the voltage sags from different sensors. New index was 

proposed for analyzing voltage sags and angle shifts calculated from the load flow 

computation based on estimated fault resistance.  

 

5.3 Pereira’s Algorithm [27] 

The fault location method from [27] is based on the fact that different drops in 

voltage amplitudes (voltage sags) are experienced by each feeder node during a fault. 

The algorithm runs the pre-fault load flow first, then assigns one node as the faulted 

node, runs post-fault load flow, calculates voltage sags, and calculates difference 

(mismatch) between calculated and measured values. When faults on all tentative nodes 

have been simulated, the tentative node with smallest mismatch is selected as output.  

The core of Pereira’s algorithm is the calculation of load flows. An iterative load 

flow algorithm for radial distribution system described in [33] is used to solve pre-fault 

load flow. Back-sweeping to update branch currents using (5.1) and (5.2) and forward-

sweeping to update node voltages using (5.3) are conducted in each iteration. The 

stopping criterion for iterations is defined by (5.4). 
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where k is the number of iteration, Ij_n
(k) is the injection current at node n, ZL_n is the 

three phase load impedance matrix at node n, Vn
(k) is the node voltage of the down-

stream node of branch i, Ib_i
k is the branch current of branch i, which flows from node m 

to node n, Ib_p
(k) is the branch current of branch p, which flows out from node n, Zb_i is 

the three phase line impedance matrix for branch i, ε is the threshold for change in node 

voltage, and N is the total number of nodes. 

In post-fault load flow computation similar procedures are used, except that the 

mismatch between measured and calculated values of feeder current is calculated after 

calculation of branch currents (5.5), injected to the assumed faulted node (5.6), and the 

branch current is updated again using (5.2).  

)(,,)( kcaldf
m

measdf
m

k
f III 

                                           (5.5) 

)()(,
,_

)(,
_

k
f

kdf
Lnj

kdf
nj III 

                                             (5.6) 

where If
(k) is fault current, Irn

df,meas is the during-fault current measured at feeder root, 

Irn
df,cal(k) is the calculated current at feeder root, Ij_n

df,(k) is the injection current at faulted 

node n, Ij_n,L
df(k) is the injection current from load connected to n. 

 



 

 

5.4

it i

fau

cas

the

Zb

con

beh

net

Vi 

4 Limitations

Pereira

introduced c

ulted node. T

se. Vr and Ir 

e unfaulted p

1 is the bran

nnected to n

hind node i+

The ne

twork: 

 

Withou

can be repre

s in Pereira’s

’s approach 

confusion w

This can be 

are voltage 

part of the fe

nch impedan

node i and 

+1.  

etwork betw

F

ut loss of gen

esented by Ii 

s Algorithm

smartly byp

hen no mea

explained b

and current

eeder, which

nce between

i+1. ZLΣ is 

ween node 1

Figure 4 One








i

r

V
V

nerality, a fa

and Rf: 

20 

passed the e

asurements a

by circuit an

t phasors at 

h contains al

n node i and

the equivale

1 and node 

e-line diagram









iiir

rirr

ZZ
ZZ

ault is assum

estimation of

are taken fro

nalysis.  Figu

feeder root.

ll the measu

d i+1, ZL1 an

ent impedan

 i can be r

am of a feede







i

r

I
I

          

med at node i

f fault resist

om the dow

ure 4 below

 The dotted 

urement nod

nd ZL2 are l

nce of branc

represented 

er 

                   

i with fault r

tance. Howe

wnstream of 

w depicts suc

box represe

des (M1 to M

load impeda

ches and lo

as a two-p

                (5

resistance of 

ever 

the 

ch a 

ents 

Mm). 

ance 

oads 

port 

 

5.7) 

f Rf. 



 

21 

 








 )]||([|||| 211 LLbLfequ

iequi

ZZZZRZ

IZV

                 (5.8) 

Now consider the situation that the fault location software put “fault” at node i+1.  

The process of during-fault load flow equals to that of putting an impedance of Zx at 

node i+1 and tuning it to get the same Zequ: 

)||||([|| 211 xLLbLequ ZZZZZZ 
                     (5.9) 

which yields to: 
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When Rf=0, we have







LLb

LLb
x ZZZ

ZZZ
Z

21

21
. Assuming load impedances to be 

high enough to be neglected and apply 
0)( 21 LLb ZZZ

 we have Zx ≈ −Zb1.  

Figure 5 shows the angle and amplitude of Zx with different Rf and |Zb1| when 

Zb1=60. It can be seen that although Zx changes significantly with different settings 

of Rf and |Zb1|, the angle is always negative (impedance vector in 3rd and 4th quadrant).  
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Similar analysis has been done to cases where Zx is connected to nodes before 

node i, and the conclusion is that the angle of Zx is closest to 0 when it is connected to 

the actual location of fault. 

The above discussion reveals that Pereira’s algorithm is not capable of 

differentiating neighboring or serial nodes in some cases because representation of Zx is 

not considered.  

 
Figure 5 Zx with different Rf and |Zb1|, Zb1=60, ZL2inf., ZLΣ=50030 

 

5.5 Proposed fault location method  

5.5.1  Description of procedures 

The proposed fault location approach utilizes voltage and current phasors from 

the root of a feeder and the magnitude of voltage sags from sparse sensors with voltage 

measurements such as Power Quality Meters. Synchronization or phasor angle 

information is not required. The feeder is divided into several segments based on the 

placement of protective devices. 

The proposed fault location scheme is illustrated in Figure 6.  The upper left of 

the figure is a diagram of a distribution feeder with segmentation and location of 
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measurements. At the beginning of fault location process, DT-based segment identifier 

receives the measurements and identifies the faulted segment. The segment information 

is then passed on to the function block of faulted node selector, where fault is simulated 

at every node in the identified segment, and the scenario producing the smallest 

difference between simulated and measured quantities is selected as the output. 

 
Figure 6 Procedures of the proposed fault location scheme 

 

5.5.2  Decision-Tree based segment identifier 

In classification analysis, a case consists of instance (x, y) where x is the vector 

of attributes and y is the target. The relationship between x and y is usually described by 

a classification function, through which it is possible to estimate how the target y 
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changes when x is varied. In our proposed approach, the classification function is 

realized by a binary tree structure, where x is the vector of measurements used for fault 

location and y is the fault segment ID.  

In this work the commercial data mining software CART [34] is used to develop 

the classification trees. The approach in CART to build a DT entails three steps:  

1) tree growing using a learning dataset;  

2) tree pruning using cross-validation or an independent validation dataset;  

3) selection of the best pruned tree. The DT growing, node splitting, tree pruning 

and optimal tree selection algorithms are detailed in [35], [36] 

 

Experimental tests show that there is a trade-off between tree complexity and its 

accuracy: a small-sized tree may not be able to capture enough system behavior, and a 

large-sized tree may lead to imprecise prediction due to its over-fitting model. In this 

work the rule of minimum cost regardless of size to search for the best pruned DT 

commensurate with accuracy is adopted. The complexity cost parameter in CART has 

been set to zero.  

5.5.3  Faulted node selector 

Based on the conclusion from Section 5.4 a new criterion for selecting the faulted 

node is proposed:  



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where errorj is the mismatch associated with node j assumed as faulted node,  jmeas
iMV ,

, is 

the measured voltage-sag amplitude at the ith measurement node, jcalc
iMV ,

, is the 

calculated voltage-sag amplitude at the ith measurement node, NV  is the rated voltage,   

α is the weight factor for angle index, j
xZ is the angle index in radius, calculated from 

jcalc
f

jcalc
j

j
x IVZ ,, 

                                         (5.13) 

   where jcalc
jV , and jcalc

fI , are the calculated angle of node voltage and fault current at 

node j. 

Node with the smallest value of errorj will be selected as the algorithm output. 

The optimal value of α from Eq. (5.12) is highly dependent on the accuracy of input 

measurements and the system model. Typically, if the model parameters are close to 

actual values from the field and the number of voltage measurements is small, or the 

voltage measurements contain high level of error, a larger weight factor should be 

assigned to the angle index. When the measurements are accurate but a simplified model 

is used, smaller value of weight factor will produce better result. 

 

5.6 Conclusion 

This section addressed the constraint of a state-of-art fault location method 

through a theoretical analysis. A two-step fault location method is proposed to improve 

the accuracy while reducing the computational burden. Decision tree is applied in 

identifying the segmentation where a fault occurs, and new index for selecting the faulted 

node is proposed to avoid confusion that exists in the previous method. 
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6. OPTIMIZED CREW DISPATCH 

6.1 Introduction 

The necessity of optimizing crew dispatch comes from the ambiguity/mismatch 

of results from fault location software. This may happen for various reasons: 

 Fault location algorithm error. One example is that R1 in Figure 2 is 

opened to isolate the fault but the software locates  

 The fault as being behind Fuse 2 due to an error in the input or system 

model 

 Coordination problem between protection equipment. For example, when 

a fault occurs behind Fuse 2, R1 operates before Fuse 2 burns out  

 Mal-function of protection equipment. For example, fault is actually 

behind R2 but R2 failed to open, so R1 clears the fault after a time delay 

 

In the meantime, the proposed fault location method is capable of providing a list 

of nodes with descending probability of being the true location of fault. It is observed 

that the true node is not always the first one on the list, due to the error in measurements, 

load estimation and model parameters, but it’s always on the top, with its neighboring 

nodes before and after it. It is possible to form several (for example, 2) geometrical areas 

as candidates, and optimize the number of crews and sequence of inspection based on the 

risk function [37].     

In the formulation of the optimization problem of crew dispatch, scenarios of 

multi-faults are not considered due to their rareness.  
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6.2 Formulation of the crew dispatch optimization 

Formulation of the crew dispatch optimization is as follows: 

 )N … ,N M; node…1, Risk(nodeMin. labor.jlabor.1  

 max.
1

... labor

i

j
jlabor NNts 


                                            (6.1) 

where node 1 to node M are nodes in Area 1 through Area i, i is the number of areas that 

needs inspection, divided by protective devices, Nlabor.j is the number of dispatched crews 

to area j, and Nlabor.max is the total number of available crews. 

Since the disconnected part stays the same when crews are searching for fault, the 

optimization problem in (6.1) can be rewritten as 







  labor.jlabor.1

i
ii N … ,N M; node…1, nodeTPMin |.  

max.
1

... labor

i

j
jlabor NNts 


                                               (6.2)                      

 

 

6.3 Calculation of Pi and Ti 

In (6.2) Pi is now the probability that fault is in Area i, which comes from the 

ranking of nodes in Area i from fault location computation.  

Ti is the estimated time for locating the fault given the arrangement of crews. 

Figure 7 shows the composition of Ti when i=2. Figure 7(a) and (b) are two possible 

consequences for one serial inspection plan: send all crews to area 1, and if fault is not in 

area 1, continue search in area 2. This is a candidate plan when the probability that fault 
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is in area 1 is larger than that it is in area 2. T0 is the travel time, which is proportional to 

the distance between maintenance office and inspection area. T1 is estimated time to find 

fault if it is in area 1, which is determined by the size of area 1. T1’ is time to search the 

entire area 1, and T2 is estimated time to find fault if it is in area 2. Another option is a 

parallel inspection, in which crews are split to groups and inspect the two areas in 

parallel, as is in Figure 7 (c). In this case estimated time to find the fault in the two area 

is T1” and T2” separately, and the total time is composed of T0 and the smaller number of 

T1” and T2”. 

 

 

(a) Serial inspection with fault in area 1 

 

 

(b) Serial inspection with fault in area 2 

 

(c) Parallel inspection  

 

Figure 7 Composition of Ti 
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6.4 Conclusion 

Formulation of the optimization in crew dispatch is given in this section, together 

with approach for calculating the factors in the equation. Implementation of crew 

dispatch will be discussed in the section of case study.  
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7. OPTIMIZED SERVICE RESTORATION 

7.1 Introduction 

With the distribution automation deployment, remote-controlled or automated 

switching is capable of isolating the faulted section with the rest of the feeder, and 

resume service to the downstream customers via alternative routes before the faulted 

component is repaired or even before the fault has been visually confirmed by field 

crews. The centralized FM is capable of coordinating complicated switching activities, 

including opening of sectionalizing switches, closing the fault-tripped CBs or reclosers, 

and closing the normally-open CBs installed at the end of the laterals to get power from 

neighboring feeders.  

With different level of distribution automation, speed for performing different 

steps of service restoration is different in different FM deployments. Excessive cost may 

be introduced to the outage cost by the switching activities. One major problem is that 

customers on the healthy feeder which provides backup power supply to the 

disconnected customers will lose power during the switching process, both when the 

alternative route is established by closing the CB, and when it’s revoked and system 

resumes to normal state. Typically the longer an outage lasts, the more beneficial a 

service restoration is.   

A reconfiguration optimization problem can be formulated as follows: 

 SWNLMin ,.                                                    (7.1) 

maxmin..   VVVts  

imbalanceACCBBA PPPPPPPMax max_},,.{   
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max_TiTi PP   

jiji PP   max_  

 

where  

ΔL: total disconnected load after reconfiguration; 

NSW: number of switching operations; 

VΦ, VΦmin, VΦmax: phase voltage and its lower and upper limits; 

PA, PB, PC: total load connected to phase A, B and C; 

Δ Pmax_imbalance: upper limit of load imbalance;  

max_, TiTi PP : load connected to transformers and the transformer capacity; 

jiji PP  max_, : power flow (non-directional) on branch i-j and the line capacity. 

 

Once system operator decides to do service restoration, optimal plan is found by 

solving the optimization problem of (7.1).  

Currently service restoration is either performed automatically after every outage 

with no exception, or based on the operator’s estimation on how severe the situation is 

and their own experience. An example of such a decision-making strategy is “if loss of 

load is more than 1000kW then generate the reconfiguration plan and do system 

reconfiguration”. 

There is cost associated with reconfiguration too. The cost comes from following 

aspects: 
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 Customers connected to the unfaulted part may be affected by switching 

activities; 

 Switching adds time to the duration of outage, and the time is doubled 

when original topology is resumed later on; 

 Reconfiguration is constrained by the connectivity of the system and load 

capacity of the unfaulted part; 

 Switching operations reduce the service life of protective devices, 

especially CBs and reclosers. 

Thus another problem should be solved besides how to reconfigure the system: 

what is the optimal strategy of reconfiguration.  

 

7.2 Formulation of optimization problem 

The optimal service restoration sloution is the one which can most effectively 

reduce Risk. When the duration of an outage is known, the reduction in risk can be 

calculated: 

 )(2[)( 321111 LLLILTLTRisk SWCCOM  

                  )]()( 11 RECSWCCOM LLTTT                                         (7.2) 

)22()( 3211 LLLTLTTT SWCRECSWCCOM   

where  

T1 is the time of outage; 

L1 is the total load that lost power due to a fault; 

TCOM is the time needed for computing reconfiguration schedule for (7.2); 
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TSWC is the time needed for switching; 

LREC is the total loads that regain power by reconfiguration; 

L2 is the loads connected to the section between the opened sectionalizer and the 

immediate upstream recloser; 

L3 is the load in the unfaulted part where LREC is connected to. 

 

With this formulation, ΔRisk>0 means the reconfiguration is beneficial.  

For an outage caused by a fault, most of the time T1 is unknown before the crews 

find out the actual location of the fault and the cause in the field. There is no effective 

way of estimating outage time without determining the cause of outage [2]. Therefore 

solving (7.2) analytically becomes very difficult. Instead a predictive method using 

Monte Carlo simulation for finding ΔRisk is proposed, as is shown in Figure 8. First a set 

of reconfiguration strategies are prepared. Monte Carlo simulation generates random 

faults based on the probability model of faults. Information such as loss of load (L1) and 

status of protective devices is feed to the reconfiguration strategies, which produces 

TSWC, LREC, L2 and L3. TCOM is considered constant. Together with T1 from Monte Carlo 

simulation, ΔRisk can be calculated using (7.2). If decision from a strategy is “no 

reconfiguration”, then ΔRisk=0. After several rounds of simulation the means of ΔRisk 

associated with different strategies converge, providing criteria for comparison between 

strategies. 
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Figure 8 Procedures for estimating ΔRisk 

 

Approach for generating the stochastic fault model is given in the section of case study. 

 

7.3 Conclusion 

 Formulation of the optimization in service restoration is given in this section. 

Transform of the original risk function is deduced. Due to the lack of knowledge on the 

duration of outage, an analysis based on stochastic process is proposed.  
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8. APPROACH TO THE ASSESSMENT OF BENEFITS 

8.1 Introduction 

The benefit obtained from the improved fault management functions is assessed 

through the improvement in yearly outage cost, which is defined in equation (5.3). The 

improvement is defined as profit:  

TTgt LASIDIERSAIDISAIDIgPR  ),(Profit         (8.1) 

The difficulty of calculation the profit lies in calculation of the RIs. 

 

8.2 Calculation of profit 

Reliability indices are calculated using stochastic method. Due to the differences 

between fault scenarios (duration, affected phases and loads, error from fault location 

method, switching capacity, etc.), it is difficult to build one probability model for fault 

management activities, which makes direct calculation of reliability indices impossible. 

Therefore stochastic process is introduced.  

Monte Carlo simulation is used in this study to generate fault scenarios that 

follow the probability model of faults and then let fault management deal with each 

scenario. Reliability indices are calculated at the end of each simulation cycle (one year 

period) until their means converge. The means are used in calculation in (8.1). Another 

merit of this approach is that variances of the indices are also calculated, allowing 

operators to evaluate the impact of fault management activities on the stability of 

reliability indices. 
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A detailed description of the Monte Carlo simulation is recorded in Section 9. 

Following assumptions has been made in the setup.  

 Failure rates in two weather states are used to simulate faults in normal 

weather days and adverse weather days; 

 Under each weather condition Time To Next Fault (TTNT) follows a 

Homogeneous Poisson Process (HPP); 

 Location of fault follows a uniform distribution;  

 Hours are counted separately for good weather days and bad weather days 

to determine the occurrence of a fault; 

 Causes of faults are different in the two weather types and lead to 

different repair time (RT) (Figure 9); 

 Outage time is built by combining the travel time, inspection time and 

repair time (Figure 10). In case of system reconfiguration, sum of the 

three forms T1. 

 

 

 

Figure 9 Generation of fault scenarios 
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Figure 10 Calculation of the outage time 
 

8.3 Conclusion 

In this section, profit defined by the reduction in outage cost is used as the index 

for assessment of benefits. Approach for calculation of the profit is proposed through 

utilization of Monte Carlo simulation. The stochastic method is also used in the 

optimization of service restoration strategy.   
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9. IMPLEMENTATION OF THE PROPOSED STUDY 

9.1 System model 

The proposed fault location method and fault management optimization approach 

has been implemented on a 13.8 kV, 134-node, overhead three-phase primary 

distribution feeder shown in Figure 11 [37], [39]. Total length of the main section of the 

feeder is 432 km. Total length of first and second category laterals is 267 km and 261km 

respectively. The average length of a branch (line between two neighboring nodes) is 

7.2km. Details of the test system can be found in Appendix.   

Non-transposed line model with lumped parameters were used, and loads were 

modeled as constant impedances in the ATP simulations [39]. Root voltage and current 

are measured at node 1. Six voltage measurements are placed along the feeder, at node 

23, 30, 63, 79, 96 and 112 respectively (marked as M in Figure 11). The feeder is divided 

into 12 segments based on the placement of reclosers and sectionalizing switches 

(numbered with dotted curves in Figure 11).  
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Figure 11 Topology of the 13.8 kV, 134-node, overhead distribution system 
 

 

9.2 Implementation of fault location method 

9.2.1  Generation of knowledge base 

The knowledge base is a database used for off-line training of the DT-based 

segment identifier. It is composed of a number of instances, and each instance represents 

a fault scenario and is labeled with corresponding fault segment ID. Typically, the DT-

based identification model will gain more generalization power if a larger number of 

instances are included in the knowledge base [40], [41]. However the database 

generation process should be properly designed, otherwise it will not capture sufficient 

information from the entire problem space. 

In this work the distribution system shown in Figure 11 is modeled in ATP. In 

order to create a sufficiently large knowledge base, add-on scripts for scenario generation 
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have been developed using hybrid programming between MATLAB and ATP. The 

function takes the original ATP model as a reference model, automatically inserts fault 

scenario settings into switch and impedance data cards (faulted node, and fault 

resistance), saves modified model in a separate ATP file and calls execution file 

“tpbig.exe” to run simulation in ATP. When ATP simulation is complete, the output file 

from ATP (.pl4 file) is converted to MATLAB data file (.mat file) by calling 

“pl42mat.exe”, the phasors from feeder root and voltage sags at measurement nodes are 

calculated in MATLAB and stored with fault information. The process of generating one 

fault scenario is shown in Figure 12. The arrows in the left hand side block illustrates the 

sequence of MATLAB functions, arrows in the right hand side block shows the 

information flow between outside files, and the dashed arrows in between shows the 

calling and returning of outside files. 

 

 

Figure 12 Procedure of knowledge base generation 
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9.2.2  Training of the decision tree 

A knowledge base comprising 49210 fault scenarios is used for DT training. 

Random errors following a normal distribution with zero mean and deviation of 0.5% are 

added to the measurements of each scenario to mimic situation in real world. Settings of 

fault scenarios include fault resistance, faulted node and pre-fault load pattern. Faults 

along the feeder (node 2 to 134), with fault resistance of 0 to 30Ω are simulated. Loads 

are classified into residential and business, and load variation is achieved by varying the 

load impedance based on an hourly load forecast of the different types of load. 

The 10-fold cross-validation method is used to develop the classification tree in 

CART. The topology of resulting optimal tree is shown in the middle of Figure 13. The 

block above the tree shows details of the four nodes at the top layers. Details of one 

terminal node are shown in the block on bottom-right. The label of a terminal node is 

determined by the majority of training cases falling into that node. In this example 50 of 

the training cases reached the terminal node and they all belong to Class 2. In online 

applications, the measurements of a fault will be fed into the tree and go through a 

particular top-down path. Once they reach one terminal node, the faulted segment can be 

immediately identified. 
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Figure 13 Decision Tree topology for segment identification 
 

9.2.3  Implementation of faulted node selector 

Programming for locating fault is done in MATLAB. The optimal weight factor 

of α is determined by the following procedures: 1) vary α in the range of 0 to 0.1; 2) feed 

the fault location program with no-error measurements and record the output error; 3) fit 

the sets of α and output errors  to a polynomial curve; 4) find the extreme point on the 

curve and record α. The optimal α is determined as 0.031. Both the algorithm reported in 

[27] and the proposed algorithm are implemented and the results have been compared in 

Section 10. 

 

9.3 Implementation of Monte Carlo Simulation 

A similar process as was described in [42] has been implemented, with 

reliability-related settings described in Table 1. 
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Table 1 Settings for Test Scenarios 

Average normal weather hours: 724; Average adverse weather hours:4 

Two-state Failure Rate (/year): FR1=1, FR2=50 

Probability Model for Hours of Normal Weather: Gaussion 

Probability Model for TTNF: Exponential 

Probability Model for fault location: Uniform 

Total connected load:695.23MW 

Total connected customer:1675  

Reclosers: 23-35, 63-76, 95-102 

Sectionalizing switches: 10-11, 10-22, 38-46, 48-61, 78-89, 90-91, 90-119,  

103-105, 107-108 
 

A flow chart for the Monte Carlo simulation is shown in Figure 14.  

 The simulation starts with generating random numbers for the hours of 

normal weather and adverse weather in a year, assuming the system is in a 

normal status at the beginning; 

 Time to next fault and the type of fault are then generated according to the 

current weather condition;  

 Location of the fault and time for repairing it is generated next according 

to the type of fault; 

 Results from fault location is then retrieved from database and used in the 

fault management functions; 

 Time consumed in each of the fault management functions is then 

calculated, and together with time for repair the faulted component, the 

durations of outage experienced by customers at different part of the 

system are calculated; 
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9.4 Conclusion 

This section describes the setup for case studies. The simulation is implemented 

with the hybrid programming in ATP and MATLAB. System model is built in ATP, with 

interface with MATLAB for generating different fault scenarios; fault location, 

optimization of crew dispatch and service restoration is programed in MATLAB; the 

stochastic process for assessment of benefits is also established in MATLAB. 
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10. CASE STUDY* 

10.1 Improved fault location  

10.1.1  Overview of case studies 

To examine the performance of the proposed method, 1197 fault scenarios and 

corresponding measurements have been generated as the test cases. None of these 

scenarios were used during the DT training phase. The generated fault scenarios belong 

to three categories, and each category consists of three groups. In each group 133 fault 

scenarios corresponding to the faults happening at node 2 to 134 were simulated. The 

detailed description of each scenario group is provided in Table 2. 

Table 2 Description of Scenario Groups and Rate of Successful Segment Identification 

Scenario Group Description 
Accuracy of Segment 

Identification (%) 

1 Rf=0Ω, no measurement error 100 

2 Rf=1Ω, no measurement error 98.5 

3 Rf=5Ω, no measurement error 100 

4 Rf=0Ω, σ(error)=0.5% 94.7 

5 Rf=1Ω, σ(error)=0.5% 92.5 

6 Rf=5Ω, σ(error)=0.5% 91.7 

7 Rf=1Ω, load at node 21 - 60 increased 
by 100% 

98.4 

8 Rf=1Ω, load at node 21 - 60 decreased 
by 50% 

100 

9 Rf=1Ω, load power factor at node 21 - 
60 shifted from 0.92 to 0.85 

95.5 

                                                 

* Part of this chapter is reprinted with permission from “Enhancing Accuracy While Reducing Computation for Voltage-Sag Based 
Distribution Fault Location” by Y. Dong, C. Zheng and M. Kezunovic, April 2013. IEEE Trans. Power Delivery, vol.28, pp.1202-
1212, ©2012 IEEE, with permission from IEEE.   
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10.1.2  Performance of the DT-based segment identifier 

With the offline training described in Section 9.2.2, the success rates of the DT-

based segment identification are also reported in Table 2. An initial observation of test 

results reveals that the segment identifier is capable of maintaining a success rate of 

above 98.5% in all three scenario groups for category one, where no measurement errors 

were added. For category two in which the measurement errors were considered, the 

prediction accuracy reduced a little bit, and accuracy greater than 91% were reached for 

all three groups. In category three, the loads from node 21 to node 60 were varied and the 

DT performance was tested. As shown in the table, identification accuracy higher than 

95.5% was achieved for each group. 

 

10.1.3  Performance under perfect condition 

Scenario Groups 1 to 3 are used for tests under “perfect condition”. The load 

information given to the fault location program is consistent with the settings of load 

impedances in ATP and the measurement values are considered accurate (no errors are 

added to the phasors and voltage sags). Under such condition the error in fault location 

comes from the simplification of line model (shunt capacitor being neglected) and 

computation error. 

 

10.1.4  Comparison before introducing segment identification 

Figure 15 shows the comparison of the method from [27] and the proposed node 

selection method (without segment identification) for Scenario Group 2. The x axis 

shows the faulted node number, and the y axis is the output error represented by the 
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distance between calculated and actual location of faults in km. The dotted curve is the 

error from Pereira’s method, and the solid one is the error from the proposed method in 

Section 5.5.3.   

 

 

Figure 15 Fault location errors in km with faults along the feeder 
 

On average the proposed node selector reduces the errors by 34.1%. The Mean of 

errors with faults on the feeder main section has dropped from 15.28 km to 6.15 km, 

which is less than the average distance between two neighboring nodes. Although in 

general both methods show better performance with faults on the main section of feeder, 

the performance goes down as faults occur on nodes towards the end of laterals, for 

example node 14 and 75. At node 116, Pereira’s method selected node 127, causing the 

error to be higher than 110km, but the proposed method avoided this error.  

The main window in Figure 16 illustrated a successful node selection for one of 

the test fault scenarios. The smallest mismatch is observed at node 24, which is indeed 

the actual location of fault.  
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Figure 18 shows the reduction of error by introducing segment identifier. The 

dotted line represents errors from method using node selector only (solid line in Figure 

15) and the solid line shows errors after utilizing segment identifier. Segment IDs from 

decision tree has a success rate of 100% for 0Ω faults, 98.5% for 1Ω faults, and 100% for 

5Ω faults. It can be seen that spikes at node 74, 87, 101 and some other nodes have been 

alleviated because the node outside the selected segment has been removed from the list 

of tentative nodes. However error at node 75 did go up because the node has been 

misclassified into Segment 7.  

 

Figure 18 Improvement with segment identifier 
 

In the meantime the computational burden is reduced significantly. For example, 

both methods are able to successfully locate fault at node 24 (Figure 16). Instead of 

running load flow for fault being at node 2 to 134, the proposed method takes nodes 22 

to 34 as tentative nodes and performs load flow calculation, which reduced the 

computation by nearly 90%. This means only the nodes in the zoom-in window of Figure 

16 were investigated in the proposed algorithm.  
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10.1.6  Impact of fault resistance 

The mean of errors from different settings of fault resistance are recorded in 

Table 3. “Main”, “L1”, “L2” refers to scenarios with fault on main section, 1st category 

laterals and 2nd category laterals respectively; “Alg1” and “Alg2” represent algorithm 

from [27] and the one proposed in this paper respectively. The comparison clearly 

reveals better performance of the proposed algorithm. Although theoretically the 

proposed method should not be affected by fault resistance, the test results show 

otherwise. The accuracy from node selector gradually decreases as the fault resistance 

goes up. This is because when fault resistance is high, the differences between voltage 

sags are reduced, and their dominance over the calculated mismatch is compromised by 

computational errors. Nevertheless the proposed algorithm constantly produces superior 

results and shows a slower deterioration of accuracy over increasing fault resistance.  

 

Table 3 Errors in Perfect Condition 

Rf (Ω) 
Total Main L1 L2 

Alg1 Alg2 Alg1 Alg2 Alg1 Alg2 Alg1 Alg2 

0 17.8 11.1 13.6 7.10 17.4 13.4 21.5 12.3 

1 18.2 9.49 15.3 3.68 19.6 13.6 19.3 10.6 

5 24.7 17.3 20.3 8.90 29.3 19.7 24.3 21.9 

 

10.1.7  Performance under non-perfect condition 

The impact of measurement error and inconsistent load condition are evaluated in 

the test of non-perfect condition (Scenario Group 4 to 9).  
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Impact of Measurement Error 

Scenario Groups 4 to 6 are designed to evaluate the impact of measurement error. 

Random values of error with mean of 0 and deviation of 0.5% of rated voltage are added 

to the measurements. Results are recorded in row 1 to 3 of Table 4. 

 

Table 4 Test Results from Non-Perfect Condition Scenarios 

Scn. 

Grp. 

Total Main L1 L2 

Alg1 Alg2 Alg1 Alg2 Alg1 Alg2 Alg1 Alg2 

4 21.9 11.8 11.4 6.83 24.9 16.0 27.8 12.2 

5 26.7 15.4 31.3 5.70 24.7 21.5 24.6 17.8 

6 35.6 22.2 27.6 18.5 37.1 22.2 40.7 25.2 

7 20.9 12.6 16.6 12.8 25.2 12.9 20.6 12.1 

8 18.7 8.73 19.6 3.15 17.6 12.3 19.0 10.2 

9 19.9 10.4 15.2 4.5 23.6 15.8 20.4 10.5 

 

Impact of Load Condition 

Scenarios for evaluating the impact of load condition is generated by varying the 

load impedance in ATP model, without updating the load profile used by fault location 

program. Loads are varied as described in Table 2, Scenario Group 7 to 9. Fault 

resistance is set as 1Ω. Results are recorded in row 4 to 6 of Table 4. The histogram of 

the proportions of errors to the distances of actual location from feeder root for fault 

scenarios in Scenario Group 8 is shown in Figure 19. Most results from the proposed 



 

 

alg

alg

 

Ge

sig

eac

gorithm cont

gorithm prod

Figure 

enerally the 

gnificantly, w

ch line type h

tain error o

duce more re

Figure 19 E

20 shows 

errors with

with the high

has been red

Figu

of lower tha

sults with la

Errors under

the percent

h faults on 

hest of over

duced. 

ure 20  Redu

53 

an 10% of 

arger errors. 

r load variati

tage of redu

the main 

r 80%. In ev

uction in faul

the distanc

  

ion (Scenari

uced errors 

section of 

very scenario

lt location er

ce-to-fault, w

io Group 8) 

from 9 sc

feeder are 

o group the 

rrors 

while Pereir

 

cenario grou

reduced m

mean error 

 

ra’s 

ups. 

most 

for 



 

54 

 

10.1.8  Conclusion from case study of fault location 

The proposed method has been implemented on an actual distribution system. 

Experimental analysis indicates a better performance of fault location accuracy and 

reliability; 

The algorithm has been tested extensively under different simulation scenarios. 

The results show that the proposed method is able to handle certain degree of 

measurement error and load variations. 

10.2 Optimized fault management functions 

The voltage sag based fault location produces a list of nodes starting with the 

most suspected node based on the calculated flag values. Based on the sensitivity study, 

when data condition is not satisfactory, the true faulted node may not have the largest 

flag value, but will not fall out of the top few nodes on the list. 

10.2.1  Crew dispatch 

Once results were obtained from fault location software, optimization process 

described in Section 6 is implemented to generate work order for the crew to perform 

field inspection and switching for isolation. The first step is to take the top ten nodes 

from the list and group them based on the topology of the system. The second step is to 

determine if any group of nodes can be eliminated by isolation attempts (switching 

operation). If there are still multiple groups (nodes on different laterals) then generate the 

optimal inspection sequence using (3). Probabilities from (3) are calculated by the 

ranking of nodes. 
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Four cases are generated to demonstrate the procedures, with artificially created 

node numbers:  

1) Suspected nodes: 15, 16, 17, 18, 12, 13, 14, 19, 20, 21, forming two areas but 

under one switch.  

2) Suspected nodes: 112, 113, 108, 106, 109, 105, 114, 115, 116, 127, forming 

two areas in series and one separated area (127); recloser lock-out at 96. 

3) Suspected nodes: 91, 119, 120, 92, 122, 93, 121, 94, 123, 125, forming two 

areas under two switches;  

4) Suspected nodes: 79, 84, 80, 85, 81, 86, 81, 128, 83, 86, forming two 

geographical areas under one fuse. 

The total number of available crew is 2. The optimal plan for fault location and 

isolation are recorded in Table 5. 

 

Table 5 Optimized Fault Location and Isolation Plan 

Case NO. Switching plan            Inspection plan 
1        None                                Go to Node 11 and  search the area behind  

                                                blown fuse 

2 Open S103-105;                     Go to Node 112 and search downstream; If  

Close R95-102                       fault  is not found, search from 106 and go 

                                                upstream               

3 Open S90-91, close R63-76;  Go to the disconnected area 

If unsuccessful, Open S90 

-119 and close R63-76         
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Table 5 Continued 

Case NO. Switching plan           Inspection plan 
4         None                                 Send one crew to each area 

 

10.2.2  System reconfiguration 

The connectivity to adjacent feeders is listed in Table 6. Three reconfiguration 

strategies are analyzed and compared: 

1) RecS1: whenever the connectivity allows; 

 2) RecS2: whenever fault occurs on the main section of feeder and before R63-

76; 

3) RecS3: whenever fault occurs on the main section of feeder and before R23-

35. 

The calculated Risk for RecS1-RecS3 from Monte Carlo simulation is shown in 

Figure 21, with time for switching varies from 15 minutes to 1.5 hours. When average 

TSWC is less than 30 minutes RecS1 produces the lowest Risk; when average TSWC 

exceeds 45 minutes Risk of RecS3 becomes the lowest among the three. The result 

shows that when time for switching is very short, for example with distribution 

automation devices, post-fault reconfiguration should be deployed whenever is feasible. 

However if switching is done manually and takes a relatively long time, the 

reconfiguration should be deployed only when a large portion of load is disconnected. 
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10.3 Assessment of benefit 

10.3.1  Reliability before optimization 

As mentioned in [42], the reliability indices in 100 years are calculated in each 

iteration of the Monte Carlo simulation. Simulation stops when change in average values 

of SAIDI and ASIDI are less than 0.001. Target SAIDI is set as 60% of the original 

SAIDI. 

Table 6 Connectivity to Adjacent Feeders 
Adjacent Feeder Connected-to-Node Capacity (MW) 

2 51 70 

3 

3 

127 

129 

28 

90 

4 14 80 

5 75 90 

6 103 53 

7 118 38 

8 111 34 

 

 

Figure 21 ASIDIs calculated with different TSWC 
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Without information of location of utility maintenance office, travel time is set as 

proportional to the distance of substation to the fault’s immediate upstream switching 

equipment. In the original status (before optimization), time for locating the fault is 

proportional to distance of the immediate upstream switching devices to faulted point. 

Figure 22 shows values of SAIDI from Monte Carlo simulation for original status 

(without optimization). Figure 22 (a) is the ascending sorted results, and Figure 22 (b) is 

the histogram. Average SAIDI is 140.5 min/customer/year, resulting in the target SAIDI 

as 84.28.  

 

(a) Sorted SAIDI results 

 

(b) Histogram of SAIDI 

Figure 22 SAIDI results for original status 
 

10.3.2  Impact of optimized fault location and isolation 

After the optimization of fault location and isolation, travel time becomes 
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inspection becomes proportional to the error of fault location computation. Mean and 

variance of SAIDI and ASIDI, and the associated cost are recorded in Table 7, in the 

row of OFL (optimized fault location). After optimization of fault location and isolation 

the average value of SAIDI value drops to lower than the target SAIDI value, meaning 

the criterion for improvement in reliability has been met.  

10.3.3 Impact of reconfiguration strategies 

Since target SAIDI has been met, SAIDI is no longer a target of interest. ASIDI 

for the three reconfiguration strategies is also recorded in Table 7, in the row of RecS1-

RecS3. Feeder automation devices are assumed available. Time for computing 

reconfiguration schedule (TCOM) is set as 30 minutes, and time for switching (TSWC) is 

proportional to the number of switching operations. To simplify computation only 

capacity constraint is considered when planning for a reconfiguration. It is worth 

noticing that reconfiguration has a significant effect of reducing both mean and variance 

of the indices. Figure 23 shows comparison of the sorted ASIDI calculated for RecS1 

(blue) with original ASIDI (red), with number of Monte Carlo simulation iterations 

scaled to 1. It can be seen that the large ASIDI values at the tail have disappeared, 

indicating the severity of large-scale faults has been alleviated by connecting customers 

to alternative power supply routes.  
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Figure 23 ASIDIs of RecS1, TCOM =30 min 

Table 7 Simulation Results 

Scenario 
SAIDI ASIDI 

Loss $ 
Profit  

($ ΔLoss) Mean Var Mean Var 
Original 140.5       1991       141.2          2029         146572          ----- 

OFL 117.8       1186       135.5          1390         134963       11610 
RecS1 66.62       93.95      81.27          111.7        75335         71237 
RecS2 84.83       81.73      93.53          104.1         86853        59718 
RecS3 96.28       101.2      100.8          116.8         96789        49783 

 
 

The assessment of benefit clearly shows how the reliability got improved through 

optimization of fault management tasks. On the one hand, both mean and variance of 

individual reliability indices of SAIDI and ASIDI are reduced, indicating customers are 

experiencing shorter outages and more stable power supply over the years. One the other 

hand, analysis of cost shows that utilities are rewarded by considerable profits from 

improving their response to faults every year. 
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10.4   Conclusion 

 Utilization of additional data from the system IEDs improves the 

performance of fault location, and  fault management tasks that follow;  

 Time delay in processing the fault scenario caused by lack of fault 

information can be significantly reduced by implementing feeder 

automation techniques and risk-based analysis; 

 Simulation of different reconfiguration strategies shows that with remote-

controlled switches a more effective  system reconfiguration is possible;  

 Impact of fault management automation and optimization is assessed 

through Monte Carlo simulation, and the results show quantified  

improvement in system reliability both in values of the reliability indices 

and associated cost; 

 Besides the improvement in the average of system reliability, Monte 

Carlo simulation also reveals a reduced fluctuation in reliability over the 

years. 
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11. CONCLUSION 

11.1 Research achievements and contributions 

In this research, improvement in system reliability through optimized fault 

location and fault management tasks is studied and validated. The main achievements of 

the research include: 

 The cost associated with outages is formulated quantitatively, based on research 

of  utility’s loss and customer’s willingness for better system reliability 

 The impact of fault management on system reliability is established through 

outage cost 

 Improved fault location method is proposed, using data from IEDs installed in the 

system 

 The utilization of fault location results on man-involved fault management 

functions is discussed, and the optimization of such fault management functions 

is proposed 

 The proposed fault location method and optimization of fault management 

functions are implemented on a real distribution system  

 The benefit on system reliability from the proposed fault location method and the 

optimized fault management is assessed through Monte Carlo simulation of 

outages 

 

11.2 Conclusions 

Following has been concluded from the case studies: 
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 Utilization of additional data from the system IEDs improves the 

performance of fault location, and  fault management functions that 

follow  

 The proposed fault location methods shows better performance, both in 

accuracy and in robustness to input errors and other unpredicted 

conditions 

 Time delay in processing the fault scenario caused by lack of fault 

information can be significantly reduced by implementing feeder 

automation techniques and risk-based analysis 

 Simulation of different reconfiguration strategies shows that with remote-

controlled switches a more effective  system reconfiguration is possible  

 Impact of fault management automation and optimization is assessed 

through Monte Carlo simulation, and the results show quantified  

improvement in system reliability both in values of the reliability indices 

and associated cost 

 Besides the improvement in the average of system reliability, Monte 

Carlo simulation also reveals a reduced fluctuation in reliability over the 

years 

11.3 Suggestions for future work 

 The number of measurements and the location of the sensors are two important 

issues that affect the accuracy of the proposed fault location algorithm. Future 

work should include the optimization of sensor number/placement. 
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 Customers’ willingness to pay for better service may vary according to the 

quality of service they already have. Typically when an outage last longer, the 

price customers are willing to pay for extra energy per kWh is higher. In the 

future work, a changing rate on undelivered power should be considered for 

formulating the outage cost. 

 Currently the optimization problem is solved heuristically. Approach for solving 

nonlinear and/or integral optimization problems should be studied for the 

optimization of fault management tasks. 

 A distribution system with certain penetration of DGs and loop topologies should 

be considered for future case study, to provide more convincing results, though 

theoretically the proposed approaches shouldn’t be affected by the connectivity 

and operating conditions of the system. 
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APPENDIX 

DATA SHEET OF THE 134-NODE DISTRIBUTION SYSTEM  

 

The test system is a typical 13.8 kV, 134-node, overhead three-wire distribution 

feeder that has reconfiguration possibility with other seven neighboring feeders. This 

feeder has been used by researchers from Electrical Energy Systems Planning Laboratory 

at UNESP – Ilha Solteira, Brazil to carry out studies and analyses of techniques and 

algorithms related to electric power distribution problems, such as supplying reliability, 

optimal placement of protective and control devices, and fault location [34], [39]. 

If not otherwise specified, the load power factor is 0.92. The line sections, length 

of sections, conductor size and load connected at receiving node of each line section is 

recorded in Table A-1. The line impedance matrices for each conductor size are 

presented following Table A-1. 

Table A- 1 Line sections, length of sections, conductor size and load connected at 
receiving node of each line section 

Sending 

Node 

Receiving 

Node 
Length (m) Conductor Type Load (KVA) 

0 1    

1 2 900,00 #4/0 0,00 

2 3 50,00 #2 45,00 

2 4 100,00 #4/0 0,00 

4 5 40,00 #4/0 75,00 

5 6 200,00 #4/0 75,00 

6 7 200,00 #4/0 112,50 

7 8 200,00 #4/0 75,00 
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Table A-1 Continued 

Sending 

Node 

Receiving 

Node 
Length (m) Conductor Type Load (KVA) 

8 9 10,00 #4/0 75,00 

9 10 50,00 #4/0 0,00 

10 11 100,00 #4 0,00 

11 12 60,00 #4 8,60 

12 13 30,00 #4 75,00 

13 14 160,00 #4 75,00 

11 15 30,00 #4 112,50 

15 16 10,00 #4 45,00 

16 17 20,00 #4 112,50 

17 18 40,00 #4 0,00 

18 19 40,00 #2 75,00 

19 20 50,00 #2 112,50 

18 21 150,00 #2 112,50 

10 22 30,00 #4/0 112,50 

22 23 70,00 #4/0 0,00 

23 24 50,00 #4 3,00 

24 25 20,00 #4 45,00 

25 26 30,00 #4 0,00 

26 27 60,00 #2 112,50 

27 28 40,00 #2 0,00 

28 29 20,00 #2 75,00 

29 30 120,00 #2 112,50 

28 31 20,00 #2 112,50 

26 32 20,00 #4 112,50 

32 33 5,00 #4 112,50 

33 34 25,00 #4 112,50 
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Table A-1 Continued 

Sending 

Node 

Receiving 

Node 
Length (m) Conductor Type Load (KVA) 

35 36 70,00 #4/0 12,40 

36 37 10,00 #4/0 112,50 

37 38 10,00 #4/0 0,00 

38 39 70,00 #4/0 3,00 

38 40 100,00 #4/0 0,00 

40 41 60,00 #4 75,00 

40 42 50,00 #4 75,00 

42 43 10,00 #4 75,00 

40 44 30,00 #4/0 112,50 

44 45 40,00 #4/0 45,00 

38 46 60,00 #4/0 1,00 

46 47 20,00 #4/0 112,50 

47 48 120,00 #4/0 0,00 

48 49 50,00 #4/0 112,50 

49 50 20,00 #4/0 75,00 

50 51 170,00 #4/0 112,50 

48 52 100,00 #4/0 0,00 

52 53 60,00 #4 1,20 

53 54 30,00 #4 112,50 

54 55 130,00 #4 75,00 

52 56 20,00 #4 75,00 

56 57 80,00 #4 0,00 

57 58 50,00 #2 10,00 

57 59 60,00 #2 112,50 

59 60 20,00 #2 3,80 

48 61 40,00 #4/0 3,00 



 

74 

 

Table A-1 Continued 

Sending 

Node 

Receiving 

Node 
Length (m) Conductor Type Load (KVA) 

62 63 50,00 #4/0 0,00 

63 64 30,00 #1/0 75,00 

64 65 20,00 #1/0 75,00 

65 66 30,00 #1/0 3,50 

66 67 20,00 #1/0 0,00 

67 68 30,00 #4 112,50 

67 69 20,00 #4 7,00 

69 70 20,00 #4 112,50 

67 71 50,00 #1/0 75,00 

71 72 40,00 #1/0 8,50 

72 73 40,00 #1/0 1,90 

73 74 20,00 #1/0 112,50 

74 75 110,00 #1/0 112,50 

63 76 20,00 #4/0 112,50 

76 77 30,00 #4/0 5,90 

77 78 50,00 #4/0 0,00 

78 79 70,00 #4/0 75,00 

79 80 70,00 #4/0 112,50 

80 81 30,00 #4/0 112,50 

81 82 30,00 #4/0 0,00 

82 83 50,00 #4 75,00 

82 84 50,00 #4/0 75,00 

84 85 30,00 #4/0 112,50 

85 128 20,00 #4/0 0,00 

128 86 30,00 #4/0 15,50 

86 87 20,00 #4/0 75,00 
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Table A-1 Continued 

Sending 

Node 

Receiving 

Node 
Length (m) Conductor Type Load (KVA) 

78 89 50,00 #4/0 75,00 

89 90 50,00 #4/0 0,00 

90 91 180,00 #4/0 45,00 

91 92 20,00 #4/0 0,00 

92 93 30,00 #2 112,50 

92 94 70,00 #2 23,50 

92 95 100,00 #4/0 0,00 

95 96 40,00 #2 75,00 

95 97 50,00 #2 6,00 

97 98 60,00 #2 0,00 

98 99 110,00 #4 23,50 

98 100 40,00 #2 75,00 

100 101 110,00 #2 112,50 

95 102 60,00 #4/0 112,50 

102 103 40,00 #4/0 0,00 

103 104 30,00 #1/0 75,00 

103 105 150,00 #1/0 75,00 

105 106 210,00 #1/0 108,50 

106 107 30,00 #1/0 0,00 

107 108 100,00 #1/0 0,00 

108 109 100,00 #4 108,50 

109 110 30,00 #4 112,50 

110 111 20,00 #4 112,50 

107 112 170,00 #4/0 75,00 

112 113 110,00 #4/0 0,00 

113 114 110,00 #4 0,00 
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Table A-1 Continued 

Sending 

Node 

Receiving 

Node 
Length (m) Conductor Type Load (KVA) 

115 116 200,00 #4 30,00 

116 117 200,00 #4 30,00 

117 118 200,00 #4 30,00 

90 119 110,00 #2 0,00 

119 120 70,00 #4/0 0,00 

120 121 70,00 #4/0 30,00 

119 122 70,00 #2 55,00 

122 123 130,00 #4 0,00 

123 124 20,00 #4 15,50 

123 125 20,00 #4 15,50 

125 126 40,00 #4 45,00 

126 127 40,00 #4 112,50 

128 129 60,00 #2 45,00 

104 130 70,00 #1/0 0,00 

130 131 20,00 #4/0 112,50 

130 132 100,00 #1/0 0,00 

132 133 40,00 #1/0 112,50 

133 134 40,00 #1/0 112,50 

 

Shunt admittances are neglected and network line impedance matrices are defined 

as follows:  

– Section 0 – 1. It is an equivalent impedance matrix corresponding to the 

impedances of generation, transmission and substation transformer:  
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– Sections with conductor size #2:  

 

– Sections with conductor size #4:  

 

– Sections with conductor size #1/0:  

 

– Sections with conductor size #4/0:  

 




