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ABSTRACT

Aircraft Control Using Nonlinear Dynamic Inversion in Conjunction with Adaptive

Robust Control. (December 2004)

James Robert Fisher, B.S., Texas A&M University

Co–Chairs of Advisory Committee: Dr. S. Craig Smith
Dr. D.V.A.H.G. Swaroop

This thesis describes the implementation of Yao’s adaptive robust control to an aircraft

control system. This control law is implemented as a means to maintain stability and track-

ing performance of the aircraft in the face of failures and changing aerodynamic response.

The control methodology is implemented as an outer loop controller to an aircraft under

nonlinear dynamic inversion control.

The adaptive robust control methodology combines the robustness of sliding mode

control to all types of uncertainty with the ability of adaptive control to remove steady state

errors. A performance measure is developed in to reflect more subjective qualities a pilot

would look for while flying an aircraft. Using this measure, comparisons of the adaptive

robust control technique with the sliding mode and adaptive control methodologies are

made for various failure conditions. Each control methodology is implemented on a full

envelope, high fidelity simulation of the F-15 IFCS aircraft as well as on a lower fidelity full

envelope F-5A simulation. Adaptive robust control is found to exhibit the best performance

in terms of the introduced measure for several different failure types and amplitudes.
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CHAPTER I

INTRODUCTION/MOTIVATION

Aircraft control problems pose a unique challenge to a control designer because of the large

variation in their dynamics over many different flight conditions as well as their tendency

to be non-minimum phase. The performance requirements may vary as functions of flight

condition ( speed, altitude, etc.) and/or pilot commands. Meeting performance specifica-

tions can be particularly challenging when one wants an extremely maneuverable aircraft

(e.g. F-15). A common method of dealing with the variations in dynamics and performance

objectives is to schedule the controller using relevant parameters. Dynamic Inversion (DI)

is a form of feedback linearization used to force a nonlinear system to behave linearly from

a synthetic input to a desired output. This allows the designer of an outer control loop to

treat the aircraft under DI control as one linear system over the entire flight envelope (in

many cases a system of decoupled integrators).

For an aircraft under dynamic inversion control, modeling errors and component fail-

ures lead to a departure from nominal behavior. In such a case the response of the aircraft

under dynamic inversion control alone is unpredictable. Though a pilot may be able to

maintain level flight, attempting a maneuver may cause loss of control due to an unexpected

transient response of the aircraft due to a pilot command. An additional outer control loop

can be designed to deal with failures and mismatch in the dynamic inversion control law.

There are many approaches that seek to add robustness to the dynamic inversion con-

trol law. These emphasize either achieving steady state performance or transient perfor-

mance. For the discussion in this thesis, the termtransient performancewill refer to the

exponential convergence of the tracking error of the system to zero. Techniques such as

This thesis follows the style and format ofIEEE Transactions on Automatic Control.
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neural networks or adaptive control are concerned with asymptotic command tracking per-

formance. Typically, there are no guarantees on the rate of convergence to the commanded

trajectory. This lack of a guaranteed convergence rate often translates to sluggish responses

or undamped oscillation, hindering maneuverability. The other end of the spectrum in-

volves techniques such as sliding mode control which emphasize rate of convergence of

the actual response to the commanded response, or what will be referred to as transient

performance. This type of control can have the same drawbacks as linear high gain control

when applied to a system with actuator rate and position limits.

Adaptive robust control is utilized as a means to control the aircraft in the presence

of modeling uncertainties and actuator failures. This control combines the transient per-

formance of sliding mode control with the steady state performance of adaptive control

methods.
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CHAPTER II

BACKGROUND

Gain scheduling has proven to be a successful approach to controlling aircraft over a large

range of operating conditions. Many approaches schedule the parameters of a linear con-

troller based on measured variables such as Mach number, angle-of-attack, or dynamic

pressure. This can be accomplished by linear interpolation between pre-computed con-

trollers. Methods such as Linear Parameter Varying Control (LPV) allow continuous de-

pendence of the control law on the scheduling parameters [1, 2]. Dynamic Inversion may

also be used to schedule control actions. The dynamics of an aircraft can be represented by

the following dynamic differential equation:

ẋ = f (x, t,Γ)+g(x, t,Γ)u x∈ Rn×1, u∈ Rp×1, (p > n) (II.1)

The vectorx represents aircraft states andu represents a vector of control inputs. Only the

case wherep > n will be considered, although many aircraft havep = n or evenp < n.

The vectorΓ consists of measurements including flight condition and states which are

not control variables. A control of the following form may be used to render the system

dynamics unobservable and set the input/output behavior to that of decoupled integrators.

u = ḡ†(x, t,Γ)
[
ẋd− f̄ (x, t,Γ)

]
(II.2)

In the above expression,̄g(x, t,Γ) and f̄ (x, t,Γ) indicate the best approximations ofg(x, t,Γ)

and f (x, t,Γ) respectively. The(·)† term indicates the generalized inverse. The desired

state evolution is given byxd (work done on creating designs for this desired evolution

is described by [3]). Further information on choosing states for inversion and designing

the dynamic inversion controller can be found in [4]. If the system is modeled perfectly,
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f (x, t,Γ) = f̄ (x, t,Γ). The input-output dynamics will be:

ẋ = ẋd (II.3)

In aircraft models, sources of uncertainty may arise due to imprecise knowledge of aero-

dynamic coefficients, damaged or ineffective control surfaces, etc. In the presence of such

modeling errors, an expression such as the following can be used to describe the system

including the control from Equation (II.2).

ẋ = f̃ (x, t,Γ)+ g̃(x, t,Γ) ẋd (II.4)

Whereg̃ = g(x, t,Γ) ḡ†(x, t,Γ) and f̃ = f (x, t,Γ)− g̃(x, t,Γ) f̄ (x, t,Γ). If control authority

over an actuator is lost, the resulting mismatch between modeled and observed behavior

can be attributed to an additional disturbance (denoted∆ below).

ẋ = f̃ (x, t,Γ)+ g̃(x, t,Γ) ẋd +∆(x, t,Γ, ẋd) (II.5)

A variety of approaches deal with the problem of uncertain (and nonlinear) aircraft

dynamics as well as failures. In the literature, two approaches seem to dominate. A com-

mon approach is to detect a failure and then respond with a precalculated control. This

research is usually devoted to detecting failures or precalculating responses given a detec-

tion. Once the fault has been identified, there are various approaches to dealing with the

problem. In [5], with knowledge of which actuator is failed, two approaches are taken. In

one approach, a servomechanism problem is solved for each failure case and the controller

is switched based on what has failed. In the other approach, an adjustment to the control

is calculated based upon the difference between the dynamic models of the healthy and

faulty aircraft. An optimization problem is solved online to find the adjusted control which

minimizes the difference in behavior from that of the healthy aircraft.

Another approach to dealing with actuator failures is to create a control that provides
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robust tracking response in the face of failures without any type of “reconfiguration” or

failure detection. This will be the focus of the proposed research. A variety of methodolo-

gies have been employed. Interest has been shown in the usage of adaptive Neural Nets

[6, 7, 8] whereby a network adds robustness to the dynamic inversion control law. The neu-

ral network uses data about the system to “learn” the inversion errors (for examplef̃ andg̃

in Equation (II.4)). Robustness of the scheme to unmodeled dynamics is addressed in [9].

While this neural network approach is considered an adaptive approach, more traditional

adaptive approaches have been taken in [10, 11]. A structured adaptive model inversion ap-

proach to dealing with failures is discussed in [12]. Traditional adaptive approaches assume

uncertainty lies only in the magnitude of the parameters in the model (which are assumed

to be constant). If the magnitude of these parameters vary, or there is uncertainty that has

not been modelled, there is no guarantee that the control will stabilize the aircraft. There

are also no clear guarantees on the rate of convergence to a commanded trajectory. This

could potentially limit the maneuverability of the aircraft.

Sliding Mode Control (SMC) has also been used to address the problem. This control

requires less information about the model structure, only bounds on uncertainties. Sliding

mode control has been used to account for modeling uncertainties and actuator failures in

[13, 14, 15, 16, 17, 18]. Sliding mode control exhibits incredible robustness to all types of

uncertainty. To compensate for uncertainty and reject constant disturbances, SMC must be

high gain, which can result in saturation of actuator rate and position limits.
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CHAPTER III

PROBLEM FORMULATION

A. Aircraft Equations of Motion

This thesis will be concerned with the application of control methodologies to the aircraft

control problem. These problems provide a unique challenge to a control designer because

of the large variation in their dynamics over many different flight conditions. Aircraft

by nature behave nonlinearly, making traditional linear control designs suitable only over

small regions. Aircraft behavior also exhibits strong coupling between the three axes of

rotation, further reducing the range over which linear approximations hold. This issue will

be discussed in more detail later in this document. The aircraft dynamic models them-

selves are not the only source of nonlinearity in the problem. Implementing controls on

a real aircraft requires consideration of other factors, namely rate and position limits on

the actuators. These are present for reasons such as preventing the excitation of structural

modes, preserving structural integrity of the aircraft (i.e. preventing surfaces from being

damaged), and limits on the performance of the actuators themselves. These limits have a

large impact on performance of the aircraft and severely restrict the control strategies that

one is able to employ. Destabilizing and limit-cycle behavior can result from strategies that

are too “high gain”. It is the opinion of the author that the rate and position limits on an

aircraft are the most significant inhibitors to any control strategy.

Two models of an aircraft will be utilized in this thesis. In its most general form, an

aircraft can be modeled by the following differential equation.

ẋ = f (t,x,ν,Γ) (III.1)

y = h(t,x,Γ)
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In the above expression,x ∈ Rn represents the states of the aircraft,y ∈ Rm is a vector

containing the states of interest,ν ∈ Rp is a vector of controls, andΓ ∈ Rl is a vector

containing additional parameters that influence the equations of motion. This vector may

also contain the states of unmodeled dynamics. A more specific representation for the

dynamics is given by:

ẋ = f (t,x,Γ)+g(t,x,Γ)ν (III.2)

y = h(t,x,Γ)

In the above expression,f : R×Rn×Rl 7→ Rn, g: R×Rn×Rl 7→ Rn×p, and

h: R×Rn×Rl 7→ Rm. In this representation, the evolution of the state is affine with re-

spect to the control. This will become useful when we begin to look at the implementation

of a dynamic inversion controller. The first form is included because the controller im-

plementations that will be discussed are not restricted to systems of the class in III.2, but

apply to a broader class of systems that are described by III.1. More assumptions about the

dimensionality of these vectors will be discussed in Section VII along with the implemen-

tation of the dynamic inversion.

B. Failure Modeling

The response of a system in the presence of a failure is one of the largest motivations

for the current research. For simulation purposes, the control schemes being tested will

have no knowledge of a failure. No control reconfiguration will be utilized. For example,

if two actuators are being commanded, the control scheme will attempt to command the

same two actuators in the same manner both before and after the failure. The outer loop

control schemes will seek to account for the map of the failure location and plant control

reconfiguration as it maps through the DI inner loop control. It is important to clarify
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the different types of failures that will be addressed and how these will be modeled in

simulation.

1. Loss of surface effectiveness

This type of failure can occur when an aircraft is damaged by enemy fire or if part of a

surface is removed from a collision. Essentially, a loss of surface failure results in the

effectiveness of the surface declining. If half of the stabilator is missing for example,

the achievable control moment is reduced by a percentage. The damaged surface is still

operaable (if it does not go completely missing), but it’s effectiveness is reduced. This

will be modeled in simulation by reducing the moment induced by the surface by a certain

percentage. This failure mode will be the easiest for the control methodologies to handle,

so it warrants only a small amount of discussion.

2. Floating actuator

A floating actuator failure occurs when control of an actuator is lost and it begins to move

based on parameters other than the pilot command. For this case, not only is control author-

ity over the actuator lost, but a disturbance is induced based on some other variable. For the

discussion in this thesis, the case where a stabilator begins to vary withα (angle-of-attack)

will be considered. This type of failure will only be considered briefly for the F-5A aircraft

as well as for the linearized F-15 aircraft model. The modeling of this failure will be ac-

complished by commanding the left or right stabilator actuator with the angle-of-attack of

the aircraft after the failure time. Of the failure types considered, this type of failure is the

most difficult for the controllers to handle. Not only must the control perform in the face

of a large modelling uncertainty, but it must also deal with a time varying disturbance.
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3. Hard-over failure

Hard-Over failures will receive the most attention in this work, partially because these types

of failures were the initial motivation of the research. This type of failure occurs when an

actuator fails to respond to actuator commands, moves to some set position, and locks in

place. Often, the actuator will lock in its current position at the time of the failure. In this

work, the actuator will be commanded to some final position (not necessarily at trim) and

remain locked there for the duration of the maneuver. This is much more difficult for the

control scheme to handle than a “lock-in-place” failure, so this is the type of failure which

will be considered. To model this, at the time of the failure the actuator will be commanded

to a set failure position and remain there. This type of failure will result in a constant

disturbance on the system proportional to the failure amplitude.
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CHAPTER IV

ADAPTIVE CONTROL

The behavior of dynamic systems are usually modelled using a set of ordinary differential

equations. The dynamics of the actual system may correspond closely to that of the model,

but errors will always exist. These errors may be the result of unmodelled dynamics and/or

inaccuracies in the model parameters. In this way, the uncertainty may be of known form,

or it may not. The adaptive control methodology is geared toward handling inaccuracies

in the parameters of the model, or uncertanties that take on known form. Adaptive control

was initially developed as a means to deal with large parameter variations in aircraft [19].

Since its development it has branched into many other areas such as robotic manipulation,

power systems, and process control. The objective of this scheme is to dynamically adjust

the magnitudes of known model parameters in such a way that the “true” representation of

the system will result.

The systems expressed in Section III may have a known description, but modelling

errors such as those previously described may be inherent. To begin our discussion of the

adaptive control laws, let us begin by assuming the system described by (III.1) has the

following form.

ẋ = f (t,x,Γ,ν) = ϕ(t,x,Γ)ϑ+ν+∆(t,x,Γ,ν) (IV.1)

For the purposes of this section, we assume that the output of the system is the state,x

(y = x in (III.1)). The variable,ϑ ∈ Ra, is a vector of parameters. These are assumed to be

constant, or at the worst, slowly varying with time. The function,

ϕ(t,x,Γ) : R×Rn×Rl 7→ Rn×a, will be designated as aregressor. A disturbance term,

∆(t,x,Γ,ν) : R×Rn×Rl ×Rm 7→ Rn, is included as well. The regressor (ϕ) is made up

of a series of functions that describe the evolution of the states. As an illustrative example,
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consider the differential equation,

ẋ = θ1x+θ2sin(ωx) (IV.2)

The regressor is given by the following:

ϕ(t,x,ω) =
[

x sin(ωx)

]
(IV.3)

The parameter vector,ϑ, given by

[
θ1 θ2

]T

in the previous example, is made up of

the (generally unknown) magnitudes of the shape function elements. For the purposes of

this paper, we will denote the uncertainties of this form asparametric uncertainties. All of

the unknown dynamics and disturbances are lumped in the∆(t,x,Γ,ν) term. These may

include the effects of a failure on the aircraft or higher frequency behavior for example.

Uncertainties in the dynamics that arise from this term will be defined asunstructured

uncertainties.

A conventional adaptive control law that addresses the above problem will now be

discussed [19, 20]. For our discussion of adaptive control, we will assume that there are no

unmodelled dynamics or disturbances (∆ = 0). Definexd as a signal that it is desired for

output of the system in (IV.1) to track. Definee= x−xd as the tracking error between the

desired state trajectory and the actual states. Consider the following control law (notation

adapted from [21]):

ν = ν f a +νsa (IV.4)

ν f a = ẋd (t)−ϕ(t,x,Γ) ϑ̂

νsa = −ke

The ϑ̂ term is an estimated value of the true parameter valueϑ. The update law providing

the value forϑ̂ is given below. Theν f a portion of the control law contains the adaptive in-
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version of the dynamics and their replacement with desired dynamics (ẋd). Theνsa portion

of the control contains error feedback which will help ensure assymptotic stability.

˙̂ϑ = γϕ(t,x,Γ)T e γ > 0 (IV.5)

In this way, the estimated parameter is adjusted based on the error between the actual state

and the desired state trajectories. Thelearning rate, or the sensitivity of the estimated

parameter to the tracking error can be adjusted via the positive definiteγ matrix.

Theorem IV.1 Using the adaptive control law given by Equation (IV.4) and the update law

given by Equation (IV.5) the output of the system in Equation (IV.1) with∆(t,x,Γ,ν) = 0

tracks the desired output,xd, asymptotically, i.e.,e→ 0 ast → ∞.

Proof: If we substitute Equation (IV.4) into Equation (IV.1), the following error dy-

namics result:

ė+ke=−ϕ(t,x,Γ) ϑ̃ (IV.6)

To asses the stability of the control law, we use the following positive definite function as a

Lyapunov candidate function, whereϑ̃ 4
= ϑ̂−ϑ.

Va =
1
2

eTe+
1
2

ϑ̃Tγ−1ϑ̃ (IV.7)

The time derivative of this funtion is given below.

V̇a = eT [−ke−ϕ(t,x,Γ) ϑ̃
]
+ ϑ̃Tγ−1 ˙̃ϑ (IV.8)

Using the update law given in Equation (IV.5), we arrive at

V̇a =−eTke (IV.9)

This implies thate∈ L2∩L∞. Furthermore, we can make the assumption thatΓ ∈ L∞ ∩
L2 sincee∈ L∞ ∩L2. This allows us to conclude that̂ϑ ∈ L∞. Thus, ė is uniformly
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continuously bounded, which allows us to conlude thate→ 0 asymptotically (as a result of

Barbalat’s Lemma [19]).4

Theorem IV.2 Under the conditions of Theorem IV.1, if a trajectory satisfies the following

Persistence of Excitation (PE) condition, whereT, t0, and εp are some positive scalars,

then the estimated parameter,ϑ̂, in (IV.4) converges to its true value (ϑ̃→ 0 ast → ∞).

∫ t+T

t
ϕ(τ,xd(τ),Γ(τ))ϕ(τ,xd(τ),Γ(τ))T dτ≥ εpI (IV.10)

Proof: While this theorem is important, the PE condition may be tough to verify for

nonlinear systems, and is therefore not utilized in this thesis. The interested reader should

see proof in Sastry [22].4
These theorems show the ability of the adaptive control law given in Equation (IV.4)

to guarantee asymptotic tracking of the desired input signal. It is important to note that

no guarantees have been made (in this work) for adaptive control in the presence of the

unstructured uncertainty term,∆(t,x,Γ,ν). This will become crucial in the implementation

of the controller in later sections.
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CHAPTER V

SLIDING MODE CONTROL (SMC)

Sliding mode control (also known as Deterministic Robust Control) is another means to

address the uncertainties that arise in the system given in (IV.1). Unlike the adaptive control

implemntation discussed above, SMC does not contain dynamic feedback. In other words,

the control response does not depend directly on the time history, but simply on the current

values of certain signals. In this section, we will be concerned with the implementation of

this control methodologies on the type systems presented in Equation (IV.1).

The backbone of the SMC methodology is thesliding surface. The sliding surface is

defined by a stable transfer function that relates the tracking error,e, to some filtered error

term,z. In other words, the surface is the solution of a stable differential equation in terms

of the error. The control will depend on this filtered tracking error term. Before we go into

more depth on this subject, we will define our sliding surface. As mentioned previously, in

the system given by (IV.1), it is desired that the output variable,x, should track a reference

xd(t). Again, define the tracking error,e= x(t)−xd(t). Auxillary variablesxc, z, yc, andxr

are defined as follows:

xc : filter states

xr : filtered reference

z : filtered error

ẋc = Acxc +Bce xc ∈ Rnc,Ac ∈ Rnc×nc,Bc ∈ Rnc

z = Ccxc +e= yc +e Cc ∈ R1×nc

= x−xr xr
4
= xd(t)−yc

(V.1)

The system given by(Ac,Bc,Cc) is a filter for the tracking error. The sliding surface is

described by the stable solution to the differential equation,z = 0. A filtered version of
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the reference commandxd is given byxr . This will constitute the feedforward portion of

the control. Its form is important for proving the stability of the system. The dynamics on

the sliding surface are designed using(Ac,Bc,Cc). The transfer function frome to z has

relative degree zero, meaning that tracking errors affect the SMC without delay. This is

also important in any real implementation of sliding mode control. In the traditional SMC

implementation (for example, that described by [19]), a structure such as the following is

used to describe the stable differential equation which defines the sliding surface.

z=
(

d
dt

+λ
)n

e (V.2)

Implementing this control in practice relies on the availability of nth order derivative in-

formation. Usually, this requires taking numerical derivatives of signals which can result

in large amounts of noise. Using a filter implementation such as that in (V.1) prevents the

usage of approximate derivative information which means it does not have the drawback

of the noise that arises from taking the derivative of a signal. The purpose of the filtered

reference command signal,xr , will be made clear when we begin proving the stability of

the control law.

We can put the sliding surface in transfer function form.

Tze=
(

In +Cc(sInc−Ac)
−1Bc

)
e (V.3)

WhereInc is the identity matrix of dimensionnc×nc. The control problem will be framed

in terms of the filtered error term,z, defined above. The objective of the control will be to

force the output of the transfer function,Tze to be zero. Once this “surface” is achieved,

the stable filter guarantees that the tracking error will be forced to zero as well. Many

approaches can be taken to the design ofTze. This transfer function can be designed so

that the system response has a desirable convergence rate for example. Design ofTze can

also be carried out in terms of its inverse,Tze. This is possible since the transfer function
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has relative degree zero. For example, the design can be carried out so that high frequency

changes inz do not affecte, but low frequency changes do. This can be very helpful since

sliding mode control is known to be “high gain”. Further study of the design process of a

sliding mode controller is conducted in [13].

Now that a sliding surface has been designed, we must now select a control law that

will drive the response of the system onto the surface and therefore achieve track the de-

sired signal. But before we do this, we must place a few limitations on the system. We

must make the following assumptions aboutϑ and∆(t,x,Γ,ν) from (IV.1). If we denote

ϑ =
[

ϑ1 ϑ2 · · · ϑa

]T

and∆(t,x,Γ,ν) =
[

∆1 ∆2 · · · ∆n

]T

ϑi ∈Ωϑi

4
=

{
ϑi : ϑmin,i ≤ ϑi ≤ ϑmax,i

}
(V.4)

∣∣∣∆i (t,x,Γ,ν)
∣∣∣ ≤ δi (t,x)

These assumptions essentially place bounds on the amount of uncertainty that is present in

the system. Specifically,δi (t,x) is a bounded function of time such thatδi (t,x) ∈ L∞ when

x(t) ∈ L∞. We will find later that the stability of the system requires these bounds being

met. These bounds can also be thought of as a measure of the robustness of the control to

the magnitude of the disturbances and uncertainties.

A control law that can achieve stability (and performance) in the presence of uncer-

taintes in the above form is given by the following:

ν = ν f +νs (V.5)

ν f = ẋr −ϕ(t,x,Γ) ϑ̂

νs = −kz−h(t,x,Γ)sgn(z)

Essential to this control law are the assumptions that there exists a bound on the uncertainty

and that this bound is known (i.e.h(t,x,Γ) is known. In the above control law,ϑ̂ is the best
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estimate of the vectorϑ. The function, sgn(z) is the signum function operating elementwise

onz. In other words, whenzi > 0, sgn(z)i = 1, whenzi < 0, sgn(z)i =−1, and whenzi = 0,

sgn(z)i = 0. Theν f portion of the control can be thought of as a feedforward portion of the

control, and theνs portion can be thought of as the feedback portion. This is not entirely

true asẋr depends on the tracking error. Finally, some assumptions need to be made about

the functionh(t,x,Γ). This function is abounding functionthat must meet the following

requirement.

h(t,x,Γ)≥
∣∣∣−ϕ(t,x,Γ) ϑ̃+∆(t,x,Γ,ν)

∣∣∣ (V.6)

Again, defineϑ̃ 4
= ϑ̂−ϑ as the error in the estimated parameter vector. A simple choice of

h is the following:

h(t,x,Γ) =
∣∣∣ϕ(t,x,Γ)

∣∣∣(ϑmax−ϑmin)+δ(t,x) (V.7)

whereϑmax
4
=

[
ϑ1,max ϑ2,max · · · ϑa,max

]T

andϑmin is defined similarly. Chosingh

in this way may be simple, but overly conservative as it is a worst case estimate. A variety

of other choices can be made so long as the requirement in (V.6) is met.

Now that the control law has been defined and the groundwork laid, the following the-

orems will provide stability and performance information regarding the choice of control

law. One important point must be made before continuing. For methods such as Lya-

punov’s Direct Method, the evolution of the state is required to be continuously differen-

tiable. While it is common in practice for control laws such as the one given in (V.5) to

be used and stability proved via Lyapunov, it is important to note that strictly speaking this

methodology makes this assumption.

Theorem V.1 The control law given in (V.5) guarantees that the system given in (IV.1)

tracks the desired input exponentially with respect to time.
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Proof: Choose the following postive definite Lyapunov function:

Vs =
1
2

zTz (V.8)

The time derivative of this function is given by:

V̇s = zT [−ϕ(t,x,Γ) ϑ̃+∆(t,x,Γ)−kz−h(t,x,Γ)sgn(z)
]

(V.9)

≤
∣∣zT

∣∣
∣∣∣−ϕ(t,x,Γ) ϑ̃+∆(t,x,Γ)

∣∣∣−zTkz−h(t,x,Γ) |z|

≤ −zTkz

In the above expressions, the operation|·| is elementwise when operating on a vector. This

proves thatz is exponentially stable. Exponential stability ofz implies exponential stability

of the tracking error,e. 4
The above control law (V.5), while stabilizing the response of the system, is discontin-

uous across the sliding surface as a result of the sgn(z) term. This can lead to chattering in

the response. In the aircraft control problem, this can lead to instability due to rate limiting.

The result of the chattering coupled with the rate limiting is a limit-cycle behavior. This can

lead to instability and what is called PIO (pilot-induced-oscillations) [23]. The response

is very undesirable for performance as well as for a pilot. As a result, the discontinuous

portion of the control, sgn(z), is replaced with a different functionµ
(

h(t,x,Γ) ,z
)

. This

gives us the following updated control law.

ν = ν f +νs (V.10)

ν f = ẋr −ϕ(t,x,Γ) ϑ̂

νs = −kz−µ
(

h(t,x,Γ) ,z
)

Theorem V.2 If the control law given in (V.10) is applied, the tracking error converges

exponentially and has some guaranteed transient performance and final tracking accuracy.
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Proof: Substituing the control law in (V.10) into (IV.1), we obtain the following error

dynamics.

ż=−kz−µ(h(t,x,Γ) ,z)−ϕ(t,x,Γ) ϑ̃+∆(t,x,Γ) (V.11)

We can again use the same Lyapunov function from above,Vs(t)= 1
2zTzThe time derivative

of this function is given by

V̇s ≤
∣∣zT

∣∣ ∣∣−ϕ(t,x,Γ) ϑ̃+∆(t,x,Γ)
∣∣−zTkz−zTµ

(
h(t,x,Γ) ,z

)
(V.12)

Before we can go any further, we must make the following assumptions.

i. zTµ
(

h(t,x,Γ) ,z
)
≥ 0

ii.
∣∣zT

∣∣h(t,x,Γ)−zTµ
(

h(t,x,Γ) ,z
)
≤ ε(t)

(V.13)

Using the above assumptions, we arrive at the following:

V̇s ≤
∣∣zT

∣∣h(t,x,Γ)−zTkz−zTµ
(

h(t,x,Γ) ,z
)

(V.14)

V̇s ≤ −zTkz+ ε(t)

If we use−zTkz≤ −λmin(k)zTz, whereλmin(k) is the smallest eigenvalue of the matrixk,

then the above expression simplifies to the following.

V̇s≤−2λmin(k)Vs+ ε(t) (V.15)

We can integrate this expression to get the following result.

Vs(t) ≤ e−2λmin(k)tVs(0)+
∫ t

0
exp−2λmin(k)(t− τ)ε(τ)dτ (V.16)

Vs(t) ≤ e−2λmin(k)tVs(0)+
εmax

2λmin(k)

[
1−e−2λmin(k)t

]

This implies that the system converges exponentially to the region wherezTz≤ εmax
λmin(k)

.

This region is called aboundary layer. There are no guarantees about the behavior of the
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system inside the boundary layer. The final tracking error can be freely adjusted by tuning

the controller parametersε andk. 4
The SMC law allows the control designer to not only guarantee stability, but guarantee

exponential convergence to the sliding surface. In this sense, SMC allows the designer to

have performance guarantees. The function,µ(h(t,x,Γ) ,z) can be selected in a variety of

ways. In most of the literature, the sgn(·) function is replaced with a sat(·) (saturation)

function [13, 14, 15, 16, 17, 18, 21, 24]. The saturation function (sat(z)) can be defined as

follows.

sat(z) =





1 z> 1

z −1≤ z≤ 1

−1 z<−1

(V.17)

To create a continuous (but still nonlinear) control law, we use the followingµ.

µ
(

h(t,x,Γ) ,z
)

= h(t,x,Γ)sat
(z

ε

)
(V.18)

This function causes the controller to behave linearly in some region around the sliding

surface,z≤ ε(t). Outside of this region, the controller performs exactly as it would if it

contatined a signum function.
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CHAPTER VI

ADAPTIVE ROBUST CONTROL (ARC)

The motivation for using Adaptive Robust Control in a particular application is to achieve

a combination of the transient performance and robustness of sliding mode control (Sec-

tion V) with the steady state error guarantees of adaptive control (Section IV). When the

adaptive control law presented previously is employed, it may suffer from parameter drift

and may become unstable in the presence of disturbances and measurement noise if certain

PE conditions are not satistfied [25]. In addition, the stability of a system under adaptive

control is not guaranteed in the face of unmodeled dynamics and disturbances. Several

modifications can be made that give guarantees in the face of disturbances. These usually

guarantee boundedness in the mean squared sense with respect to various parameters. Dis-

cussion of these methods as well as references to their discussion in literature can be found

in [20]. The form of the adaptive law presented stabilizes the system in the presence of

parametric uncertainties, but makes no guarantees in the face of unstructured uncertainty.

Sliding mode control is still able to guarantee the stability of the system in the face of both

types of uncertainty. This quality makes it desirable for use in the systems that this the-

sis will address. Furthermore, using SMC, a measure of the speed of convergence of the

system is provided as well. The two major drawbacks to SMC are the high gains needed

to acheive good tracking accuracy as well as the requirement that the magnitude of the

uncertainty have an upper bound (note: the bound may not necessarily be constant). As

mentioned previously, the high gains required to acheive accuracy may be detrimental to

performance due to the aircraft’s actuator rate limits. If some form of parameter adaption

can be included as part of the SMC, this might help to improve tracking accuracy without

the requirement of resorting to higher gains.

Adaptive Robust Control (ARC) as outlined by Yao [21] is a marriage of sliding mode
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control to adaptive control. The result is a control law that maintains the robustness prop-

erties of SMC to all types of uncertainty with the ability of adaptive control to adapt to

parametric uncertainties. The methodology starts with SMC as a backbone and adds on a

parameter adaptation law. In order to accomplish this, a few conflicts must be resolved.

Sliding mode control requires the system uncertainties to be bounded (see equation (V.4)).

In order to ensure exponential stability, the parameter estimates generated by the adaptation

law must be bounded. This should not hinder the ability of the adaptive law to converge to

the true estimates if the PE condition is satisfied. In order to meet this boundedness require-

ment we assume that the true value of the estimated parameterϑi ∈ Ωϑi

4
= [ϑi,min,ϑi,max]

(in general,Ωϑi must be convex). With this in mind, we introduce the following projection

map.

ϑπi =





ϑi ϑi ∈Ωϑi

ϑi,max ϑi > ϑi,max

ϑi,min ϑi < ϑi,min

(VI.1)

This map differs from [21, 24]. We are not concerned about the projection being smooth

because we will only be addressing systems with relative degree one.

The adaptive robust control law which ensures the convergence of the system given by

Equation (IV.1) to the sliding surface (z= 0) is given below.

ν = νs+νa (VI.2)

νa = ẋr −ϕ(t,x) ϑ̂π

νs = −kz−µ
(

h(t,x,Γ) ,z
)

Theνs portion of the control can be thought of as the sliding mode portion, providing sta-

bility in the face of disturbances and transient performance guarantees (through selection

of k) [21]. The νa term is the adaptive portion of the control law. It consists of an ap-

proximate inversion of the dynamics,ϕ(t,x,Γ) ϑ̂π, as well as feedforward control,ẋr . If
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ϑ̂π is replaced with a nominal approximation or best guess forϑ, SMC is recovered. The

vector ϑ̂π =
[

ϑ̂π1 ϑ̂π2 · · · ϑ̂πa

]T

where the function(·)πi denotes the elementwise

projection mapping discussed above.

As discussed in section V,h(t,x,Γ) must meet certain requirements. For the control

law given in (VI.2), the following requirement is placed onh.

h(t,x,Γ)≥
∣∣ϕ(t,x,Γ)

(
ϑ− ϑ̂π

)
+∆(t,x,Γν)

∣∣ (VI.3)

These requirement requires uncertainty to be bounded and for this bound to be known. A

simple choice forh(t,x,Γ) which will ensure that the above bound is met is the following

h(t,x,Γ) =
∣∣∣ϕ(t,x,Γ)

∣∣∣(ϑmax−ϑmin)+δ(t,x) (VI.4)

where the function|·| operates elementwise on the vector (or matrix)ϕ(t,x,Γ).

The functionµ
(

h(t,x,Γ) ,z
)

is the effective sliding mode portion of the control. If

µ(h,z) = h(t,x,Γ)sgn(z), one is assuming infinitely fast switching and a discontinous con-

trol law (standard SMC). A continuous approximation may be made for the signum func-

tion, resulting inµ(h,z) = h(t,x,Γ)sat(z/ε).

The evolution of the parameter estimates will be governed by the following parameter

update law.

˙̂ϑ = γϕ(t,x,Γ)T z (VI.5)

This update law is essentially the same as that found in (IV.5). The ARC update law is

driven by the value of the filtered error,z, as opposed to depending one directly. We are

now ready to examine the properties of the control law.

Theorem VI.1 In the presence of parametric uncertainties only, (∆(t,x,Γ,ν) = 0), the

control law given in (VI.2) along with the update law given by (VI.5) regulates the tracking

error, e, to zero. In other words, the ARC control law forces the system in (IV.1) to be
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uniformly asymptotically stable with respect toe.

Proof: We start by defining the following Lyapunov function:

Vt =
1
2

zTz+Vϑ
(
ϑ, ϑ̂

)
(VI.6)

Let

Vϑ
(
ϑ, ϑ̂

)
=

a

∑
i=1

γ−1
i

∫ ϑ̃i

0
((ϑi + τ)π−ϑi)dτ (VI.7)

As a consequence, the following is true.

∂
∂ϑ̃i

Vϑ
(
ϑ, ϑ̂

)
= γ−1(

ϑ̂πi−ϑi
)

(VI.8)

Now we can begin to examine the stability of the system. Defineϑ̃π
4
= ϑ̂π−ϑ as the error

between the value ofϑ projected ontoΩϑ. We start by finding an expression forż.

ż=−kz−ϕ(t,x,Γ) ϑ̃π−µ(h(t,x,Γ) ,z)+∆(t,x,Γ,ν) (VI.9)

Taking the time derivative ofVt yields.

V̇t = zT [−kz−ϕ(t,x,Γ) ϑ̃π−µ(h(t,x,Γ) ,z)+∆(t,x,Γ,ν)
]
+ ϑ̃T

π γ−1 ˙̃ϑ (VI.10)

where the matrix,γ, is a square matrix given byγ = diag

[
γ1 γ2 · · · γa

]
. As is done

in adaptive control, assuming slowly varyingϑ parameters, we set˙̃ϑ = ˙̂ϑ. Assuming∆ = 0

and utilizing the update law in (VI.5), we arrive at the following.

V̇t = −zTkz−zTµ(h(t,x,Γ) ,z) (VI.11)

≤ −zTkz

A similar argument to that used in Theorem IV.1 is used to show stability here. Positive

definiteness ofVt and negative definiteness ofV̇t implies that it has a limit ast → ∞, ϑ̃π ∈
L∞, and thatz∈ L∞∩L2 (It is not necessary to show thatϑ̃π ∈ L∞ because it is bounded
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by definition). In turn, from (VI.9) it can be shown thatż∈ L∞. Therefore, from Barbalat’s

Lemma,z→ 0 ast → 0. 4
This result has the same impact as that of Theorem IV.1. Now we examine the stability

of the system in the presence of disturbances (∆ 6= 0).

Theorem VI.2 The control law given in (VI.2), when applied to (IV.1), regulates tracking

error to within some boundary layer region aroundz= 0 in the presence of unstructured

uncertainty (∆ 6= 0) given some restrictions onh(t,x,Γ).

Proof: We can utilize the sameVs from Theorem V.2.

Vs =
1
2

zTz (VI.12)

Taking the time derivative of this Lyapunov function yields.

V̇s = zT ż= zT (−kz−ϕ(t,x,Γ) ϑ̃π−µ(h(t,x,Γ) ,z)+∆(t,x,Γ,ν)
)

(VI.13)

As in Theorem V.2, assumptions abouth(t,x,Γ) must be satisfied.

i. zTµ
(

h(t,x,Γ) ,z
)
≥ 0

ii.
∣∣zT

∣∣ ∣∣−ϕ(t,x,Γ) ϑ̃π +∆(t,x,Γ,ν)
∣∣−zTµ

(
h(t,x,Γ) ,z

)
≤ ε(t)

(VI.14)

We can use this information to simplifẏVs.

V̇s≤−zTkz+
∣∣zT

∣∣ ∣∣−ϕ(t,x,Γ) ϑ̃π +∆(t,x,Γ,ν)
∣∣−zTµ

(
h(t,x,Γ) ,z

)
(VI.15)

Using the above assumptions, the above expression simplifies to the following.

V̇s≤−zTkz+ ε(t) (VI.16)

Integrate this expression arrives at the following result (See Theorem V.2).

Vs(t)≤ e−2λmin(k)tVs(0)+
εmax

2λmin(k)

[
1−e−2λmin(k)t

]
(VI.17)
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This implies that the system converges exponentially to the boundary layer region where

zTz≤ εmax
λmin(k)

. As with sliding mode control, there are no guarantees about the behavior of

the system inside the boundary layer. The final tracking error can be freely adjusted by

tuning the controller parametersε andk. 4
This theorem is important because it shows that stability is guaranteed even in the

presence of unstructured uncertainty. Theorem VI.2 shows that the tracking error of the

system decays exponentially to some boundary layer region regardless of the nature of

the uncertainty in the system. Theorem VI.1 shows that if there is no unstructured un-

certainty present in the system, the tracking error will not only decay to some boundary

layer exponentially, but will assymptotically decay to zero inside of this boundary layer.

If the form of a disturbance is known and it can be included as part of the parametric

uncertainty set, then ARC can regulate tracking error to within a boundary layer exponen-

tially, and to zero assymptotically. It is simple to extend this theorem to the case where

µ(h(t,x,Γ) ,z) = h(t,x,Γ)sgn(z).
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CHAPTER VII

DYNAMIC INVERSION CONTROL

Dynamic inversion control (DI) is a form of feedback linearization that can be employed to

render the dynamics of a system (both linear and nonlinear) unobservable. If the exact form

of a system of dynamic equations is known, and all states can be measured, a controller can

be formulated to make the input-output behavior of the system that of a set of integrators.

We start our discussion of Dynamic Inversion by outlining feedback linearization the-

ory. The discussion will center around theory presented by Khalil [26]. We start by making

some assumptions about the system given in (III.2). First, to simplify the discussion, we

assume that there is no explicit dependence ofy on time. In addition, there will be no

dependence ofy on Γ. We define the new system:

ẋ = f (t,x,Γ)+g(t,x,Γ)ν (VII.1)

y = h(x)

Furthermore, the discussion in this section will be centered on systems that have relative

degree one. In terms of the system given by (VII.1):

∂h
∂x

g(t,x,Γ) 6= 0 (VII.2)

This condition ensures that the input is present in the derivative of the output. For a single-

input-single-output system, this is the only condition needed to ensure that the system is

relative degree one. For a system with multiple inputs and outputs, there are a few more

conditions that must be satisfied.

• ∂h
∂xg(t,x,Γ) must be square

• ∂h
∂xg(t,x,Γ) must be full rank∀ t,x,Γ
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To place further restrictions on the systems to be considered, we use a state transformation

for x andΓ. Before doing this, we define the new state variablex̄ =
[

x Γ
]T

so that:

˙̄x =




ẋ

Γ̇


 =




f (t,x,Γ)

f1(t,x,Γ)


+




g(t,x,Γ)

g1(t,x,Γ)


ν = f̄ (t,x,Γ)+ ḡ(t,x,Γ)ν (VII.3)

The functionsf1 andg1 describe the evolution of the parameter states. These functions will

not be necessary for the DI control, but they will be important in analyzing the properties

of the control law. To formulate the control law and begin examining the stability, we start

with the following state transformation.

z= T(x̄) =




φ1(x,Γ)
...

φn−p(x,Γ)

h(x)




=




η

ξ


 (VII.4)

whereη =
[

φ1(x,Γ) · · · φn−p(x,Γ)

]T

andξ = h(x). The functionh(x) in the trans-

formation causes the outputs to become states of the system. The functionsφi (x,Γ) are

selected so that
∂φi

∂x̄
ḡ(t,x,Γ) = 0 ∀i = 1, . . . ,n− p (VII.5)

This state transformation allows us to rewrite our state equations in terms of the new vari-

ables. We start by examining the time derivative ofη.

η̇ =
∂φ
∂x̄

˙̄x (VII.6)

=
∂φ
∂x̄

[
f̄ (t,x,Γ)

]

Thus, theη vector is selected so that the input does not show up in its first derivative. If we
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compute the time derivative ofξ, we arrive at the following.

ξ̇ =
∂h
∂x̄

˙̄x (VII.7)

=
∂h
∂x̄

f̄ (t,x,Γ)+
∂h
∂x̄

ḡ(t,x,Γ)ν

We know thath is a function ofx only, so ∂h
∂x̄ =

[
∂h
∂x 0

]T

. Thus, the expression above

simplifies to.

ξ̇ =
∂h
∂x

f (t,x,Γ)+
∂h
∂x

g(t,x,Γ)ν (VII.8)

= Aξ+ γ(t,x,Γ) [ν−α(t,x,Γ)]

where

α(t,x,Γ)
4
=

(
∂h
∂x

g(t,x,Γ)
)−1

f (t,x,Γ) (VII.9)

γ(t,x,Γ)
4
=

∂h
∂x

g(t,x,Γ)

The matrixA ∈ Rp×p is the zero matrix. This gives us what is refered to as thenormal

form. It has been developed by many different authors, but the presentation in this thesis

will follow that of Khalil [26, 27, 28, 29, 30].

η̇ =
∂φ
∂x̄

[
f̄ (t,x,Γ)

]
(VII.10)

ξ̇ = Aξ+ γ(t,x,Γ) [ν−α(t,x,Γ)]

y = ξ

Note that in Khalil, the definition is more general and includes cases where the relative

degree of the system is more than one.

The goal of the dynamic inversion control law is to let theA matrix be the governing

input-output dynamics of the system. By selecting the proper control law we can “zero”
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the other dynamics of the system leaving only integrator dynamics. The control law that

accomplishes this is given by:

ν = α(t,x,Γ)+ γ−1(t,x,Γ)ρ (VII.11)

The result of the application of this control law (with no modeling errors) is the following:

ξ̇ = ρ (VII.12)

In order for this control law to be useful, we must also guarantee internal stability. Thus

we definezero dynamicsas the dynamics of the system given by

η̇ =
∂φ
∂x̄

[
f̄ (t,x,Γ)

]∣∣∣∣
x,Γ=T−1(z0)

(VII.13)

wherez0 =
[

φ1 · · · φn−p 0

]T

. If these dynamics are stable, then the system is said

to be minimum phase. This coupled with the conditions presented earlier guarantee that

the control law will stabilize the system given a properρ as defined in (VII.11). This

generalized dynamic inversion control law can now be applied to a linearized aircraft model

as well as a full nonlinear aircraft model.

A. Pitch Axis Example

In this section, the application of dynamic inversion to an aircraft problem is demonstrated

for a single input single output (SISO) system. For this example, the pitch axis will be

considered. A dynamic model for an aircraft can be put into the form described in Section

VI. A block diagram showing how the control would be implemented on the pitch axis

(including the ARC) is given in Figure VII.1. Linear dynamic models are considered for

simplicity in this section. For small variations around a single trimmed flight condition, the
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F(s) ARC 
DI Plant 

δ q α and u 

PI 
qcom 

Fig. VII.1. ARC Implementation on Aircraft Pitch Axis

longitudinal dynamics of an aircraft can be modeled as follows.



u̇

α̇

q̇




= Aq




u

α

q




+Bqδe y = Cq




u

α

q




= q (VII.14)

In the above expression, the state variablesu, α, andq represent the velocity of the aircraft

along the body axisx-direction, the aircraft angle-of-attack, and the body axis pitch rate. It

is assumed that there is a one dimensional synthetic control,δe, which will be allocated to

the pitch actuators (for the F-15 IFCS aircraft it is the stabilators only). The stick input is

considered as the source of a pitch rate command. In this example, it is desired to control

the pitch rate,q, of the aircraft. The synthetic elevator input for the DI controller is given

by:

δe =
(
CqB̂q

)†




q̇des−CqÂq




u

α

q







(VII.15)

In the above expression,B̂q, Âq are the nominal values ofBq andAq respectively. The(·)†

function is used to represent a generalized inverse. The control requires feedback ofu, q,

andα. Measurements forq andα are easily obtained, but this may not be the case foru.
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In practice, the short period approximation can be used to eliminateu at the expense of

inversion error.

The dynamic inversion control (with respect to the dynamics ofq) given in (VII.15)

applied to the system with dynamics given by Equation (VII.14), results in the following

dynamic equations for the closed loop.

q̇ = Cq

(
Aq−Bq

(
CqB̂q

)†
CqÂq

)



u

α

q




+CqBq
(
CqB̂q

)†
q̇des (VII.16)

For the SISO case,Cq ∈ R1×3 and B̂q ∈ R3×1. The resulting product is a scalar and is

therefore invertable provided̂Bq is not in the null space ofCq. Furthermore, if the plant is

modeled perfectly (̂Bq = Bq andÂq = Aq), the expression simplifies to the following:

q̇ =
(
CqAq−CqBq

(
CqBq

)−1
CqAq

)



u

α

q




+CqBq
(
CqBq

)−1
q̇des (VII.17)

=
(
CqAq−CqAq

)




u

α

q




+ q̇des

= q̇des

Thus for the pitch axis, the DI control law results in the dynamics ofq being that of an in-

tegrator. This will not be the case in the presence of either modeling errors or disturbances.

Modeling errors (Aq 6= Âq, Bq 6= B̂q, etc.) result in governing (closed loop) equations of the

form:

q̇ = θuu+θαα+θqq+θq̇desq̇des (VII.18)

whereθu, θα, θq, andθq̇des depend on the modeling errors. If the aircraft were to experience
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an actuator failure where an actuator became unresponsive we might model the closed loop

as the following:

q̇ = θuu+θαα+θqq+θq̇desq̇des+∆(t) (VII.19)

where∆(t) is a disturbance term resulting from non-symmetric actuator response.

In flight, variations inq generally have larger amplitude than those ofα or u. Addi-

tionally, in the face of a constant exogenous disturbance such as a stuck control surface, we

will have a new non-zero equilibrium point in terms of the statesα andu (q will track a ref-

erence command). Define the new trim points asαt andut . Let α̃ = α−αt andũ = u−ut .

Now define

θuu+θαα = θc +θuũ+θαα̃ (VII.20)

Whereθc = θuut +θααt . This allows us to model the unknown constant perturbation as

part of our regressor. Theθuũ andθαα̃ terms can be used to capture the perturbations from

the new trim. As an example consider a stuck stabilitor. This stuck control surface will

result in more drag on the aircraft. For the aircraft to maintain a pitch rate of0 deg/s the

angle of attack,α, and velocity,u, must now differ from their trims to account for this new

disturbance. The dynamics can be expressed as follows:

q̇ = θqq+θc +θuũ+θαα̃+ q̇des+
(
θq̇des−1

)
q̇des+∆(t) (VII.21)

= θqq+θc + q̇des+∆(t, q̇des, α̃, ũ)

The regressor associated with the parameter vector

[
θq θc

]T

(denoted asϕ(x, t) in

Equation (IV.1)) for the longitudinal dynamics is

[
q 1

]
. From this point, the three

methods described previously, adaptive control, sliding mode control, and adaptive robust

control, can be applied.
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B. MIMO DI

The analysis performed in Section A is good only for a single flight condition. As the

aircraft moves away from the operating point, the modeling errors in the DI law become

larger. It is therefore important to alter the dynamic inversion law parameters with the flight

condition. This can be accomplished by scheduling linear models around a series of flight

conditions. While this can be effective, it requires the determination of many factors such

as the spacing between operating points, the scheduling parameters, and then of course

the interpolation between models. The dynamics of an aircraft are well known and the

nonlinear behavior it exhibits can be modeled fairly accurately. This knowledge can be

used to nonlinearly invert the dynamics of the aircraft. The rotational equations of motion

for an aircraft can be represented by the following differential equations of motion [31].



ṗ

q̇

ṙ




=




1
IzzIxx−I2

xz

(
IxzN+ IzzL+ Ixz(Ixx+ Izz− Iyy) pq+

(
(Iyy− Izz) Izz− I2

xz

)
qr

)

1
Iyy

(
M +(Izz− Ixx) pr + Ixz

(
r2− p2

))

1
IxxIzz−I2

xz

(
IxzL+ IxxN+

(
(Ixx− Iyy) Ixx+ I2

xz

)
pq+ Ixz(Iyy− Ixx− Izz)qr

)




(VII.22)

where

L
q̄Sb

= Clββ+Cl p

(
pb
2U

)
+Clr

(
rb
2U

)
+Clδaδa +Clδr δr (VII.23)

M
q̄Sc̄

= Cmuu+Cmαα+Cmq

(
qc̄
2U

)
+Cmδeδe

N
q̄Sb

= Cnββ+Cnp

(
pb
2U

)
+Cnr

(
rb
2U

)
+Cnδaδa +Cnδr δr

TheC(·) terms are aerodynamic coefficients. These are nonlinear functions of the flight

condition and are usually found by collecting wind tunnel data and/or flight test data. The

termsS, b, and c̄ are positive constants corresponding to aircraft geometry parameters.

The q̄ term is the dynamic pressure andU is the speed at which the aircraft is travelling.
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Fig. VII.2. Diagram of the aircraft body axis coordinate system along with angular rotation

rates, angle-of-attack (α), and sideslip angle (β)

The δ(·) terms are control moments induced by displacement of the control surfaces of

the aircraft. The variablesp, q, andr represent the roll, pitch, and yaw rates of the aircraft

(see figure VII.2). These are the angular rotation rates expressed in the body axis coordinate

frame as displayed in figure VII.2 (adapted from [12]). The point of origin of the coordinate

system in figure VII.2 is the center of mass of the aircraft. The figure also shows the velocity

vector of the center of mass of the aircraft in the body frame (Vt) and how angle-of-attack

and sideslip angle are measured in terms of this velocity vector.

The terms in Equation (VII.22) can be used to invert the inherent rotational dynamics

and “replace” them with the desired rotational dynamics. Figure VII.3 shows a block di-

agram of this implementation. The preprocessor, orF(s), takes pilot stick commands and

converts them tȯp, q̇, andṙ reference signals. The evolution of the remaining states can be

modeled by a set of differential equations which are not included here [31].

To simplify the representation of the dynamics of the aircraft, define the following
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Fig. VII.3. ARC Implementation on 6-DOF Aircraft

quantities for the roll and yaw axes:

Cpβ =
q̄Sb(IxzCnβ+IzzClβ)

IzzIxx−I2
xz

Crβ =
q̄Sb(IxxCnβ+IxzClβ)

IzzIxx−I2
xz

Cpp =
q̄Sb2(IxzCnp+IzzCl p)

2U(IzzIxx−I2
xz)

Crp =
q̄Sb2(IxxCnp+IxzCl p)

2U(IzzIxx−I2
xz)

Cpr = q̄Sb2(IxzCnr+IzzClr )
2U(IzzIxx−I2

xz)
Crr = q̄Sb2(IxxCnr+IxzClr )

2U(IzzIxx−I2
xz)

Cpδa =
q̄Sb(IxzCnδa+IzzClδa)

IzzIxx−I2
xz

Crδa =
q̄Sb(IxxCnδa+IxzClδa)

IzzIxx−I2
xz

Cpδr =
q̄Sb(IxzCnδr +IzzClδr )

IzzIxx−I2
xz

Crδr =
q̄Sb(IxxCnδr +IxzClδr )

IzzIxx−I2
xz

Ip1 =
Ixz(Ixx+Izz−Iyy)

IzzIxx−I2
xz

Ip2 = ((Iyy−Izz)Izz−I2
xz)

IzzIxx−I2
xz

Ir1 = ((Ixx−Iyy)Ixx+I2
xz)

IzzIxx−I2
xz

Ir2 = −Ip1

(VII.24)
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Similarly, we define the following for the pitch axis.

Cqα =
1
Iyy

q̄Sc̄Cmα (VII.25)

Cqu =
1
Iyy

q̄Sc̄Cmu

Cqq =
q̄Sc̄2Cmq

2UIyy

Cqδe =
1
Iyy

q̄Sc̄Cmδe

Iq1 =
Izz− Ixx

Iyy

Iq2 =
Ixz

Iyy

These quantities allow us to write the following rotational equations of motion for the

aircraft.



ṗ

q̇

ṙ




=




Cpββ+Cppp+Cprr + Ip1pq+ Ip2qr

Cquu+Cqαα+Cqqq+ Iq1pr + Iq2
(
r2− p2

)

Crββ+Crpp+Crr r + Ir1pq+ Ir2qr




+




Cpδa 0 Cpδr

0 Cqδe
0

Crδa 0 Crδr







δa

δe

δr




(VII.26)

This representation will be important for examining the implementation of the various outer

loop control schemes previously mentioned. The dynamics needed for inversion (p, q, and

r) can be simplified and represented by the following.

ẋ = A(x,y)+B(x,y)δ (VII.27)

x =
[

p q r

]T

The variable,y, is made up of the other state variables whose dynamic equations of motion

are not explicitly utilized in the inversion (α, β, etc).

The objective of the DI inner loop is to control the values ofp, q, andr. The controls

come in the form of theδ vector which are synthetic control commands for roll, pitch, and
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yaw. These synthetic controls are then allocated to the actuators. In our example, this is

done through a static control allocation of the form.

δ̄ = Tδ (VII.28)

The actual surface commands are the elements of theδ̄ vector. The control allocation (be it

static or dynamic) must be included as part ofB(x,y). B(x,y) ∈ R3×3 is invertible. As the

true values for the coefficientsCpβ,Crβ,Cqδe, etc. are not known, they can be approximated

with the estimates̄Cpβ,C̄rβ,C̄qδe, etc. These estimates are functions of the estimates of the

aerodynamic coefficients, aircraft parameters such asSandb, and inertia value estimates.

These terms make up the estimates ofA(x,y) and B(x,y) given by Â(x,y) and B̂(x,y)

respectively. The dynamic inversion control law given in more general terms in (VII.11)

takes the form:

δdes= B̂(x,y)−1(
ẋdes− Â(x,y)

)
(VII.29)

whereẋdes= [ṗdes, q̇des, ṙdes]
T . If Â(x,y) = A(x,y) andB̂(x,y) = B(x,y), it follows that

ẋ = ẋdes (VII.30)

However, if this is not the case

ẋ = A(x,y)−B(x,y) B̂(x,y)−1 Â(x,y)+B(x,y) B̂(x,y)−1 ẋdes (VII.31)

At this stage it is difficult to see how this model can be put into the form given in (IV.1).
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This will be accomplished utilizing (VII.26). To simplify things,

BB̂−1 =




Cpδa 0 Cpδr

0 Cqδe 0

Crδa 0 Crδr







C̄rδr

C̄pδaC̄rδr−C̄pδr C̄rδa

0 − C̄pδr

C̄pδaC̄rδr−C̄pδr C̄rδa

0 1
C̄qδe

0

− C̄rδa

C̄pδaC̄rδr−C̄pδr C̄rδa

0
C̄pδa

C̄pδaC̄rδr−C̄pδr C̄rδa




=




CpδaC̄rδr−Cpδr C̄rδa

C̄pδaC̄rδr−C̄pδr C̄rδa

0
CpδaC̄pδr−Cpδr C̄pδa

C̄pδaC̄rδr−C̄pδr C̄rδa

0
Cqδe
C̄qδe

0

CrδaC̄rδr−Crδr C̄rδa

C̄pδaC̄rδr−C̄pδr C̄rδa

0
CrδaC̄pδr−Crδr C̄pδa

C̄pδaC̄rδr−C̄pδr C̄rδa




(VII.32)

From the above expression, it follows that if thēC(·) terms are exactly equal to theC(·)

terms, the above matrix will be the Identity Matrix. When there are modelling errors in the

parameters, the matrix can be expressed as the following.

B(x,y) B̂(x,y)−1 =




B̃11 0 B̃13

0 B̃22 0

B̃31 0 B̃33




(VII.33)

Next we examine theB(x,y) B̂(x,y)−1 Â(x,y) term.

BB̂−1Â =




B̃11 0 B̃13

0 B̃22 0

B̃31 0 B̃33







C̄pββ+C̄ppp+C̄prr + Īp1pq+ Īp2qr

C̄quu+C̄qαα+C̄qqq+ Īq1pr + Īq2
(
r2− p2

)

C̄rββ+C̄rpp+C̄rr r + Īr1pq+ Īr2qr




(VII.34)
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Now, we make the following definitions.

Ĉp(·) = B̃11C̄p(·) + B̃13C̄r(·) (VII.35)

Îp(·) = B̃11Īp(·) + B̃13Īr(·)

Ĉq(·) = B̃22C̄q(·)

Îq(·) = B̃22Īq(·)

Ĉr(·) = B̃31C̄p(·) + B̃33C̄r(·)

Îr(·) = B̃31Īp(·) + B̃33Īr(·)

where the(·) labels correspond toβ, α, etc. for theĈ terms and to 1 or 2 for thêI terms.

This enables us to write the following expression.

BB̂−1Â =




Ĉpββ+Ĉppp+Ĉprr + Îp1pq+ Îp2qr

Ĉquu+Ĉqαα+Ĉqqq+ Îq1pr + Îq2
(
r2− p2

)

Ĉrββ+Ĉrpp+Ĉrr r + Îr1pq+ Îr2qr




(VII.36)

Note that while theĈ and Î terms are nonlinear compositions of various estimated param-

eters, these quantities vary linearly with the “regressor”p, pq, α, etc. This is essential for

adaptive control methodologies. Finally, by definingC̃(·)
4
= C(·)−Ĉ(·) and Ĩ(·)

4
= I(·)− Î(·),

the following expression results.

A(x,y)−B(x,y) B̂(x,y)−1 Â(x,y) =




C̃pββ+C̃ppp+C̃prr + Ĩp1pq+ Ĩp2qr

C̃quu+C̃qαα+C̃qqq+ Ĩq1pr + Ĩq2
(
r2− p2

)

C̃rββ+C̃rpp+C̃rr r + Ĩr1pq+ Ĩr2qr




(VII.37)

Now, we can write the full equations of motion for the dynamics of an aircraft under dy-
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namic inversion control.

ẋ = A(x,y)−B(x,y) B̂(x,y)−1 Â(x,y)+B(x,y)B̂(x,y)−1ẋdes (VII.38)

=




C̃pββ+C̃ppp+C̃prr + Ĩp1pq+ Ĩp2qr

C̃quu+C̃qαα+C̃qqq+ Ĩq1pr + Ĩq2
(
r2− p2

)

C̃rββ+C̃rpp+C̃rr r + Ĩr1pq+ Ĩr2qr




+




B̃11 0 B̃13

0 B̃22 0

B̃31 0 B̃33







ṗdes

q̇des

ṙdes




We can represent this system of equations in the following form. In addition to any dynamic

mismatch, a failure would result in a perturbation,∆, in each of the equations of motion.

This could be a function of any of the state variables, or simply a constant.

ṗ = ϑpββ+ϑppp+ϑprr +ϑp1pq+ϑp2qr +ϑpṗṗdes+ϑpṙ ṙdes+∆p (VII.39)

q̇ = ϑuu+ϑαα+ϑqq+ϑq1pr +ϑq2
(
r2− p2)+ϑq̇q̇des+∆q (VII.40)

ṙ = ϑrββ+ϑrpp+ϑrr r +ϑr1pq+ϑr2qr +ϑr ṗṗdes+ϑr ṙ ṙdes+∆r (VII.41)

If the modeling of the DI control law is perfect, theϑ(·) terms will all be zero with the

exception ofϑpṗ, ϑqq̇, andϑr ṙ , which will be equal to a constant value,1. If each∆i = 0,

the dynamic inversion control results iṅp = ṗdes, q̇ = q̇des, and ṙ = ṙdes. Now consider

the equilibrium behavior of the system aroundp=r=q=0. At the equilibrium, the state

derivatives will be zero as well.

ṗ = 0 = ϑpββ+ϑpṗṗdes+ϑpṙ ṙdes+∆p

q̇ = 0 = ϑuu+ϑαα+ϑq̇q̇des+∆q

ṙ = 0 = ϑrββ+ϑr ṗṗdes+ϑr ṙ ṙdes+∆r

(VII.42)
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In other words,

ϑpṗṗdes+ϑpṙ ṙdes = −ϑpββ−∆p (VII.43)

ϑqq̇q̇des = −ϑuu−ϑαα−∆q

ϑr ṗṗdes+ϑr ṙ ṙdes = −ϑrββ−∆r

At an equilibrium point,β, α, andu will be constant. Thus

ϑpṗṗdes+ϑpṙ ṙdes = −ϑpc−∆p (VII.44)

ϑqq̇q̇des = −ϑqc−∆q

ϑr ṗṗdes+ϑr ṙ ṙdes = −ϑrc−∆r

whereϑpc, ϑqc, andϑrc are constant at the equilibrium pointp=r=q=0. Furthermore, if we

assume∆i is constant at an equilibrium point, it follows that zero steady state error in the

presence of modeling mismatch or failures, requires some form of integral control in an

outer loop. In terms of adaptive control this means having a constant included as part of

the regressor.

To put the aircraft dynamic model in the form of (IV.1), define the following variables

(similar to Section A).

β̃ = β−βc (VII.45)

α̃ = α−αc

ũ = u−uc
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whereαc, βc, anduc are the values at equilibrium. Applying this back to the model yields

ṗ = ϑpββ̃+ϑppp+ϑprr +ϑp1pq+ϑp2qr +ϑpṗṗdes+ϑpṙ ṙdes+ϑpββc +∆p

q̇ = ϑuũ+ϑαα̃+ϑqq+ϑq1pr +ϑq2
(
r2− p2)+ϑq̇q̇des+ϑqααc +ϑquuc +∆q

ṙ = ϑrββ̃+ϑrpp+ϑrr r +ϑr1pq+ϑr2qr +ϑr ṗṗdes+ϑr ṙ ṙdes+ϑrββc +∆r

(VII.46)

Also, we can write

ϑpṗṗdes+ϑpṙ ṙdes = ṗdes+(ϑpṗ−1)ṗdes+ϑpṙ ṙdes (VII.47)

ϑqq̇q̇des = q̇des+
(
ϑqq̇−1

)
q̇des

ϑr ṗṗdes+ϑr ṙ ṙdes = ṙdes+(ϑr ṙ −1)ṙdes+ϑr ṗṗdes

The ϑpṗ, ϑqq̇, andϑr ṙ terms will take on values close to 1. It is desired to suppress any

difference from 1 in these variables. We therefore lump the difference from 1 in the∆i

terms. The cross terms,ϑpṙ andϑr ṗ will have values close to zero. Cross coupling between

DI inputs is not desired, so these terms are also lumped into the∆i terms. Theα̃, β̃, andũ

variables from (VII.46) will remain fairly small about an operating point, these are lumped

into the∆i terms as well.

This leaves us with the following system.

ṗ = ϑppp+ϑprr +ϑp1pq+ϑp2qr +ϑpc+ ṗdes+∆pt (VII.48)

q̇ = ϑqq+ϑq1pr +ϑq2
(
r2− p2)+ϑqc+ q̇des+∆qt

ṙ = ϑrpp+ϑrr r +ϑr1pq+ϑr2qr +ϑrc + ṙdes+∆rt

The ∆pt, ∆qt, and∆rt terms include the uncertainty in the cross coupling on the control

input, the transient behavior of theα, β andu terms as well as any other modelling uncer-
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tainties or exogenous disturbances. Futhermore, this system can be written as the following.

ẋ = ϕ(t,x)ϑ+ ẋdes+∆(t,x, ẋdes) (VII.49)

where

ϕ(t,x) =




p r pq qr 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 q pr
(
r2− p2

)
1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 p r pq qr 1




(VII.50)

and

ϑ =
[

ϑpp ϑpr ϑp1 ϑp2 ϑpc ϑq ϑq1 ϑq2 ϑqc ϑrp ϑrr ϑr1 ϑr2 ϑrc

]T

(VII.51)

This system is of the same form as (IV.1). The regressor,ϕ(t,x), can be altered by grouping

terms into the∆i terms. At this point, the system is ready for any of the outer loop control

laws mentioned in previous sections.
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CHAPTER VIII

EVALUATION CRITERIA

To analyze the results some sort of criteria must be developed to determine the quality of

the response generated with respect to the desired response. This is generally fairly chal-

lenging with aircraft because much of the evaluation of aircraft response depends on pilot

feel. While a large part of the evaluation is non-deterministic, there are some quantifiable

response characteristics we can use for evaluation.

• The pilot should not be required to maintain pressure on the stick to hold the aircraft

in straight and level flight. In other words a large amount of steady state error is

considered to be poor performance.

• High frequency oscillations can result in excitation of structural modes and can also

lead to rate limiting behavior that can destabilize the aircraft.

• Reaching rate and position limits in normal operation should be avoided.

• Oscillation about an equilibrium should be kept to a minimum. A pilot does not like

to feel like he/she is fighting the aircraft to make it settle at an operating point.

Most of these criteria involve examining the error between the aircraft response and the

desired response. In general, theL2 norm of the error is a good measure for the quality

of the response. While this norm alone may be sufficient to tell the difference between a

response with large steady state error and one that has small errors, it may be difficult to

distinguish between a response with small steady state errors and a response with a small

oscillating error. Most pilots would prefer to have to apply a small amount of pressure to

keep the aircraft straight and level than be required to deal with oscillatory behavior that

cannot be controlled. This must be reflected in a measure of response quality. For this
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reason we can utilize a weightedL2 norm. (Note that the reference to theL2 space is more

correctly a reference to the extendedL2 space (L2e). We are examining the response over a

finite time, not over infinite time. Thus, while theL2 norm of a constant steady state error

would not exist, it would exist when evaluating over a finite time). We select the norm so

that high frequency errors are penalized more than constant errors of the same magnitude.

This is accomplished by designing a filter for the input signal and tuning it so that sufficient

penalty is applied.

In the absence of a frequency weight on the norm, theL2 norm of an oscillating signal

will be approximately one half that of a constant signal of the same magnitude (for a pure

sinusoid). For this reason, using an unweighted norm to measure the quality of the response

would penalize a constant error more than any oscillating error. To alleviate this problem

and to have the ability to tune the value of the norm to reflect the frequencies present in the

signal, we utilize the following filter.

ŷ(s)
y(s)

= WL2(s) = k
(s+z1)(s+z2) · · ·(s+zm)
(s+ p1)(s+ p2) · · ·(s+ pn)

(VIII.1)

Let the impulse response of the filter be given bywL2 (t). Our weightedL2 norm is defined

to be the following.

‖y‖2
L2W

=
∫ T

0
((wL2 ◦y)(τ))2dτ (VIII.2)

where◦ denotes the convolution operator andT is some finite time over which the norm is

taken. As was mentioned before, the goal of this norm is to penalize errors of unfavorable

frequency content. The discussion of the aircraft problem presented in this thesis revolves

around the ability of the aircraft response to accurately track the response of a reference

model. The reference model defines the desired speed of response of the aircraft. In light

of this it makes sense to penalize error responses of higher frequency content than that

of the reference model. A sample frequency response of the weighting function is given
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in figure VIII.1. A weighting function of this type would place a large penalty on any
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Fig. VIII.1. Sample frequency response of weighting funciton

high frequency error behavior and would not penalize any low frequency behavior. This

type of simple filter will be the best approach to weighting the error appropriately. It will

be adjusted based on the speed of the reference model. Some simple examples for the

norm values that will result for different input signals are given in figures VIII.2, VIII.3,

and VIII.4. For these examples, a first order filter with a pole at 100Hzand a zero at 0.1Hz

will be considered. We can consider figure VIII.2 as the “optimal” error response. We

see that of the three figures, it has the lowest norm. Figure VIII.3 shows the response of

the system in the presence of an error decay accompanied by a steady state error. We see



48

0 2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

time (s)

y(
t)

Fig. VIII.2. Example of function with‖y‖L2W =1.3068

that the norm is increased from the first case. The final case shows a decaying error signal

with high frequency oscillations. The norm is highest for this case even though the high

frequency component is damped out after about 2 seconds.



49

0 2 4 6 8 10
1

1.5

2

2.5

3

3.5

4

time (s)

y(
t)

Fig. VIII.3. Example of function with‖y‖L2W =2.907
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Fig. VIII.4. Example of function with‖y‖L2W =11.4715
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From these simple examples, the weighted norm seems to provide a good measure of

the quality of the error response as it relates to more subjective desirable flying qualities.

This frequency weighted norm, however, does not take the aggressiveness of a maneuver

into account. If the aircraft is given slowly varying inputs, we expect its response to track

the desired outputs much more accurately than with quickly varying inputs. This is because

the response of the aircraft has structural as well as actuator limitations that limit the speed

at which it can respond to an input. To account for this, a performance measure based on

the derivative of the reference signal is proposed. The error between the output signals (p,

q, andr) and their corresponding reference signals will be normalized by the derivatives

of their reference signals, which is also the feedforward portion of the dynamic inverstion

control (i.e. ṗdes, q̇des, andṙdes). We therefore define the following norm to capture this.

‖e‖2
L2u̇

=
∫ T

0

e(τ)2

1+ u̇(τ)2dτ (VIII.3)

It is important to note that this quantity is no longer a norm, but a performance measure.

Although it has many similarities to a norm, it does not satisfy norm definitions. For a

purely linear system, increasing the input by a constant gain will increase the output,e, by

the same constant gain. As this gain gets large,e(τ)2

1+u̇(τ)2 → e(τ)2

u̇(τ)2 . As a result, for inputs with

magnitude larger than one, the measure will have only a small change. This type of measure

is particulary useful in a dynamic inversion because the input supplied into the DI is actually

the derivative of the reference model output. In the reference model tracking problem,

the error signal closely resembles the derivative signal. Testing of various normalizing

signals showed that normalizing using the derivative of the reference signal provided the

best results. The following simple example shows why this is the case.

Consider the block diagram shown in figure VIII.5. The transfer functionP(s) rep-

resents the plant to be controlled. If this transfer function is the DI + Plant, then it might

nominally be1
s. TheG(s) transfer function is the control. For the purposes of this thesis,
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Fig. VIII.5. Block diagram of general system implementation for performance measure

this might be ARC, AC, or SMC. All of these control laws include a feedforward term

given by ẋd (although for SMC and ARC there is some filtered addition to this term that

can be included inG(s)). The transfer function of this system from the tracking error,e, to

the feedforward input into the plant,ẋd, is given below.

e(s) =
(

1
1+G(s)P(s)

)(
1
s
−P(s)

)
ẋd(s) (VIII.4)

This example shows that the transfer function frome to the derivative of the reference

command signal (̇xd) depends on the error between the response ofP(s), and that of an

integrator. If the plant + DI deviates from this behavior, then the error normalized byẋd

should give some measure of the difference in the response. For the case of a pure sinusoid,

normalizing byẋd would leave just an amplitude term (if phase were not considered). The

transfer function gain can also be made small whenG(s) is large. Therefore, it also provides

a measure of how well the controller eliminates the error caused by deviation ofP(s) from

1
s.

This simple example shows that the choice of performance measure in equation (VIII.3)

is capable of providing a measure of the error present in the system response regardless of

the size of the command inputs.

The two approaches to creating some measure of system performance do not account

for cross coupling between axes. While this is something that the control seeks to avoid,

error due to cross coupling between axes is more desirable than error when no commands
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are being given. For example, if the aircraft were to experience some roll due to a pilot-

commanded pitch input, this would not be unexpected (particularly in the presence of a

failure). However, if the plane were to pitch up when no commands were given, or if the

pilot had to continually fight to keep the aircraft from pitching in one direction, this would

be undesirable. Therefore, some distinction must be made between error arising from cross

coupling and other undesirable errors. While cross coupling errors will still be penalized

(the point of dynamic inversion control as well as the outer loop controllers is to eliminate

it), it will be penalized less than in the other cases. The penalty should vary based on

the size of the commands (or size of the command rates) in the other axes. The effect of

commands in other axes will be added in a similar manner to that of the measure given in

equation (VIII.3). The following measure is proposed to provide an adequate gauge of the

aircraft response due to variable size command inputs as well as due to cross coupling in

its axes.

‖y j‖2
L2cc

=
∫ t

0

y j(τ)2

1+ u̇ j(τ)2 +∑n
i=1,6= j u̇i(τ)2

dτ (VIII.5)

In the above expression, the indexj represents the axis for which the data is being taken.

If there is only one axis, the‖·‖L2u̇ is reproduced.
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CHAPTER IX

APPLICATION

In this section, the various systems to which the control methodologies have been applied

will be discussed. Each system provides a unique perspective to the difficulties that are both

encountered and overcome by the various control methodologies. A dynamic inversion

control law is applied to each system, and three types of outer loop control schemes are

tested. These are adaptive control, sliding mode control, and adaptive robust control as

discussed previously in Sections IV, V, and VI. Each of these methodologies is applied

to a linearized F-15 model, a full nonlinear simulation of the F-15 IFCS aircraft, and to a

simulation of the F-5A aircraft.

Each of these aircraft produce different challenges for the control schemes to over-

come. The following list indicates the challenges associated with each problem and the

reasons each model was chosen for analysis.

• Linearized F-15 Model

– Provides simplified system for proof of concept

– Uncertainty in dynamics due to inversion error and actuator failures easily ana-

lyzed

– Response limited to one axis, so coupling is not a problem

– Actuator rate and position limits create performance limitations

• Full nonlinear model of F-15 IFCS aircraft

– Full nonlinear,high fidelity model allows testing over a variety of flight condi-

tions in the presence of unknown uncertainties



54

– Commands in multiple axes create unique coupling problems the controller

must overcome

– Utilizes nonlinear dynamic inversion, making inversion error more difficult to

quantify

– High-performance aircraft places large demands on speed and quality of re-

sponse

– Aircraft must perform well with large amplitude, quickly changing pilot inputs

– Actuator rate and position limits place limitations on controller gains

– Failure tests limited to hard-over failures

• Nonlinear model of F-5A aircraft

– Allows simulation of response over a large range of flight conditions

– The aircraft does not have the high performace level of the F-15 which creates

a unique problem for the implementation of the various control methodologies

– Allows testing of various types of actuator failures

– Actuator rate and position limits play a larger role than in the F-15 aircraft

The following sections detail the implementation of control laws onto the three models

described above.

A. SISO: Linearized F-15 Model

The implementation of Adaptive Robust Control on a single-input-single-output system is

now considered. For this example, a linearized model of the pitch axis dynamics for an

F-15 aircraft will be considered. For this example, the state variables are angle-of-attack,

α, body axis pitch rate,q, body axis forward velocity,u, altitude,h, and pitch angle,θ. The
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dynamics of the aircraft are linearized about 0.75 Mach and 20,000 ft of altitude. The model

has been provided by NASA Dryden and is obtained by linearizing a nonlinear model of the

F-15 at straight and level flight. The linearized model applies for small deviations around

the operating condition (0.75 Mach and 20,000 ft) as well as for small values of the roll

angle, angle-of-attack, and sideslip angle. The linearized model is given below:




u̇

α̇

q̇

θ̇

ḣ




=




−0.0112 −0.0365 0 −0.5601 0.0001

−0.0065 −1.1182 1.0000 0.0001 0.0001

0.0015 8.3089 −0.9412 0 −0.0001

0 0 1.0000 0 0

−0.0017 −13.5803 0 13.5803 0







u

α

q

θ

h




(IX.1)

+




−0.0811 −0.0811

−0.0688 −0.0688

−5.9799 −5.9799

0 0

0 0







δsl

δsr




y =
[

0 0 1 0 0

]




u

α

q

θ

h




The output that we will be concerned with is body axis pitch rate,q. To set up the dynamic

inversion control law, the input vector and output vector must be of the same dimension.

To accomplish this, a control allocation is performed which applies equal control to each

of the actuators. The allocation is introduced as a transformation of a synthetic control
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variable into the two actuators.



δsl

δsr


 =




1

1


δs = Tδs (IX.2)

If this transformation is applied, then we have a single-input-single-output system that we

can dynamically invert. A dynamic inversion control law similar to that given in (VII.15)

is applied to the system. If we represent the system given (IX.1) as the following:

ẋ = Aqx+BqTδs (IX.3)

q = Cqx

The dynamics of this single-input-single-output system can be inverted by the following

control law.

δs =
(
CqB̂qT

)−1(−CqÂqx+ q̇des
)

(IX.4)

In section A it is shown that this type of control law can be put into a form condusive

to the adaptive, sliding mode, and adaptive robust control laws described previously. To

implement these outer loop controls, a regressor (ϕ(t,x,Γ) in (IV.1)) must be chosen. For

this example, choosing a regressor that includes the termsα, u, etc. does not necessarily

aide the performance of the controller. Therefore, the regressor is chosen simply to be

ϕ(t,x,Γ) = 1. The sliding surface is chosen to be a first order transfer function of the form:

ẋc = −acxc +bce (IX.5)

zq = eq +ccxc

whereac,bc,cc > 0 andeq
4
= q−qdes. The variable,q is the output variable that we wish

to control andqdes is the desired pitch rate as provided by the reference model. The output

variable,zq, is the sliding surface that will be used in the adaptive robust and sliding mode

control methodologies. The adaptive control technique will use the tracking error directly
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(eq). The results will utilize the pilot input shown in figure IX.1. This input is passed
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Fig. IX.1. Pilot inputs into the reference model for linearized F-15

into the reference model as shown in figure VII.1. The resulting signal becomes the desired

pitch rate for the aircraft to follow. The reference model is chosen so that the pitch dynamics

of the aircraft exhibit desirable flying qualities. Figure IX.2 shows the “smoothed” version

of the inputs from figure IX.1. This input will allow the evaluation of the adaptive robust

control methodology as an outer loop around the dynamic inversion controller. It will also

allow the comparison of this control methodology to that of adaptive control and sliding

mode control.

B. MIMO: F-15 and F-5A

This section describes the implementation of control laws on the multi-input-multi-output

systems, i.e. the F-15 and the F-5. The dynamic inversion implementation is the same for

both aircraft and is the one described in Section B. The models will not be given here, but
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Fig. IX.2. Reference model rate command inputs into DI for linearized F-15

it is important to note that the implementation of the DI results in a system of the form

given in (VII.48). The outer loop control implementations differ for each of these aircraft

in terms of their sliding surfaces and regressor. There are some common factors in both

aircraft. In each case, the outer loop controls are implemented independently of each other.

This is illustrated in figure VII.3. Any coupling between control inputs is handled in the

dynamic inversion law itself. From an outer loop standpoint, coupling is undesired and is

grouped in the∆ terms as disturbances that are to be rejected.

1. F-15

For the F-15 IFCS aircraft, the following system form was used for the outer loop con-

trollers.

ẋ = ϕ(t,x)ϑ+ ẋdes+∆(t,x, ẋdes) (IX.6)
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where

ϕ(t,x) =




p 1 0 0 0

0 0 1 0 0

0 0 0 r 1




(IX.7)

and

ϑ =
[

ϑpp ϑpc ϑqc ϑrr ϑrc

]
(IX.8)

The state variable,x, is defined previously as

[
p q r

]T

. The reference models that the

aircraft is desired to follow are second order for pitch and yaw, and first order for the roll

axis. Pilot stick inputs are fed into a preprocessor which converts these commands into roll,

pitch, and yaw rate commands. This is implemented as shown in figure VII.3. The sliding

surfaces used for the sliding mode and adaptive robust control methods are second order

and are of the form:

ẋci = Acixci +Bciei (IX.9)

zi = Ccixci +ei

wherei = p,q, r corresponds to each of the command axes,Aci ∈ R2×2, Bci ∈ R2×1, xci ∈
R2, Cci ∈ R1×2, andzi ,ei ∈ R. Furthermore,Aci must be Hurwitz. The pair(Aci,Bci) is

chosen to be controllable and the pair(Aci,Cci) is chosen to be observable. The adaptive

control technique does not use the sliding surface. The adaptive update law for pure adap-

tive control is a function of the error,ei .

The control implementation on the F-15 is tested using a variety of different pilot

inputs which are designed evaluate the ability of the control laws to handle large inputs,

coupling between axes, and create situations where actuators will be performing near or

at their rate and position limits. Each input profile was tested for four different command

amplitudes and different failure positions as well. The failure tested is a right stabilator
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lock. Four seperate command profiles are used to perform the testing. The first set of

commands is a simple series of doublet maneuvers. These are designed to demonstrate

the ability of each controller to track a reference command in each axis without being

required to deal with commands in other axes. This input profile is designed to be a baseline

in demonstrating the ability of the aircraft to recover from a failure, and execute simple

maneuvers. The input profile is given in figure IX.3 and will be labeled asPD (plain

doublets) for short when discussing the results. Once passed through the reference models,

these commands become those shown in figure IX.4. These will be the reference commands

that the combination DI and outer loop control will attempt to track.

The next several sets of commands are intended to be more aggressive and test the

ability of the aircraft to handle inputs in two axes at the same time. In particular, when

there is a failure, an actuator might be required to move in opposite directions to track

the doublets being input simultaneously. These types of inputs are important because it is

simple to fall into the trap of tuning a controller to work with a simple set of inputs. These

inputs are designed to cause a system experiencing a failure to hit actuator and position

limits in order to keep up. It is important that when this occurs, the system does not go

unstable. The objective is to track aggressive inputs as closely as possible, but to stay as far

away from high destabilizing gains as possible. The first of these sets of commands will

be labeledCD (coupled doublets). This set of commands performs simultaneous doublets

in each of the axes in order to test coupling in the axes. The pilot inputs are given in

figure IX.5 and thep, q, andr reference commands are given in figure IX.6.

The final set of inputs is a further expansion of the two cases above. This set of

inputs is designed to push the system and test the ability of the controller to keep from

lagging too far behind and falling into a limit cycle induced by actuator rate and position

limits. This set of maneuvers, while a little unrealistic, nonetheless test the ability of the

controller to respond to an agressive, multi-axis input. This set of inputs will be denoted
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AD (aggressive doublets). The pilot inputs are shown in figure IX.7 and the commanded

body rates are shown in figure IX.8.

2. F-5

For the F-5 aircraft, the system form given in (IX.6) is again used. The only difference lies

in the choice of regressor,ϕ(t,x,Γ), and in the parameter vector,ϑ. These are given by the

following.

ϕ(t,x) =




β 1 0 0 0 0

0 0 α 1 0 0

0 0 0 0 β 1




(IX.10)

and

ϑ =
[

ϑpβ ϑpc ϑqα ϑqc ϑrβ ϑrc

]
(IX.11)

The reference models used were first order for each axis. The implementation shown in

figure VII.3 is used in this case as well. The sliding surface was chosen to be first order.

The only input profile tested for this aircraft is the PD set of inputs.
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Fig. IX.3. Simple doublet command inputs for F-15 model
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Fig. IX.4. Roll, pitch, and yaw rate commands determined from PD input profile
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Fig. IX.5. Coupled doublet command inputs for F-15 model
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Fig. IX.6. Roll, pitch, and yaw rate commands determined from CD input profile
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Fig. IX.7. Agressive doublet command inputs for F-15 model
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Fig. IX.8. Roll, pitch, and yaw rate commands determined from AD input profile
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CHAPTER X

HARD-OVER FAILURE RESULTS

In this section, the responses of the outer loop controllers will be examined in terms of the

linearized F-15 model, the full nolinear F-15 simulation and the nonlinear F-5 simulation.

This discussion will be conducted with respect to the following areas.

• Transient response to failures

This type of analysis is designed to assess how quickly the aircraft returns

to commandedp, q, andr after a failure occurs. This is important because

it desirable for the pilot to be required to do the smallest amount of work

possible in attempting to arrest the failure. A large transient at the onset of

a failure may result in the aircraft losing stability, or if at low altitude for

example, loss of the aircraft. The response will be assesed in terms of how

magnitude of the error in the body rate.

• Tracking response in the presence of failures

The analysis in this section will be devoted to assessing the ability of the

aircraft to trackp, q, andr commands in the presence of failures and with

a variety of command profiles and amplitudes. A pilot will want the least

amount of cross-coupling between axes as possible, but will also want the

aircraft to perform. This analysis is intended to determine the ability of

each controller to track commands as well as limit the amount of cross cou-

pling between axes so that the aircraft is still performs as well as possible

and is easily manageable from a pilot’s perspective. Performance will be

measured in terms of a combination of the performance measures defined in

section VIII.

• Steady state response
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The ability of each control methodology to eliminate steady state errors will

be examined as well. While small steady state errors might be accounted

for in terms of retrimming the airplane, there might be failures for which

the required trim value is outside the allowable actuator limits for trim. If

this were to happen far from home, it would be very difficult for a pilot

to maintain stick and pedal pressure for an extended period of time. It is

therefore desirable to have any steady state errors as small as possible.

• Overall response

Not only will the response of the aircraft be weighed in terms of its tran-

sient, tracking, and steady state response, but its overall performance will

be evaluated as well. Each of the three analysis criteria listed evaluate the

performance of the aircraft in one area. In actuality, all of these three things

will be related to one another and the pilot will have to deal with the per-

formance of the control laws in each of the three areas simultaneously. If a

control performs poorly in one area, but very well in another, it is important

to make some overall quantification of how this relates to a controller that

demonstrates average performance in both areas. The frequency rated cross-

coupling measure discussed in section VIII will be utilized for the overall

analysis.

A. Transient Response Analysis

When an actuator failure occurs while an aircraft is in operation, the first few seconds can

mean the difference betweeen life and death for the pilot. Any number of situations can

make these first few seconds critical. If the pilot is in close formation with other aircraft,

a sudden failure may cause the the aircraft experiencing the failure to collide with other

aircraft it is not addressed quickly enough. When landing, or in low altitude flight, a sudden
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failure could result in the aircraft hitting the ground. It becomes critical for the aircraft to

be stabilized in the shortest time possible in these situations. In this section, the transient

response of each control methodology with respect to each outer loop controller will be

examined.

1. Linearized F-15

The discussion of the transient response characteristics begins with the linearized model of

the F-15. Figures X.1, X.2, and X.3 show the response of the aircraft to a failure of the

right stabilator to 10 degrees from trim. The figures depict the response under adaptive

control, sliding mode control, and adaptive robust control respectively. When evaluating
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Fig. X.1. Transient response of linearized F-15 under AC to 10 degree stab failure

these responses, several factors will be considered. The first is the magnitude of error that is

encountered at the time of the failure. It is clear that the responses in figures X.2 and X.3 ex-

perience nearly the same magnitude of error upon encountering a failure. These responses
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Fig. X.2. Transient response of linearized F-15 under SMC to 10 degree stab failure

correspond to the sliding mode and adaptive robust control methods. The adaptive control

method has a much larger transient associated with the failure.

Additionally, we can examine the trend in error magnitude as a function of the failure

magnitude for each of the control methods. Figures X.4, X.5, and X.6 show the maximum

amplitudes of the error plotted as a function of the failure amplitude for adaptive control,

sliding mode control, and adaptive robust control respectively. These figures note a few

important things. First, we see that ARC and SMC allow the smallest transient magnitude.

The magnitudes allowed for ARC and SMC are very similar to one another. This is what

we expect to see since it is the goal of ARC to assimilate the transient performance of SMC

into adaptive control. The trends for each methodology are linear with respect to the failure

amplitude. This is because for the SISO case, the plant as well as the dynamic inversion

control law are linear. The stuck actuator appears as a constant disturbance. Because of the

choice of regressor as well as the use of a saturation function in place of a signum for the
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Fig. X.3. Transient response of linearized F-15 under ARC to 10 degree stab failure

SMC, the transfer function from the disturbance to the output is linear in a large band.
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Fig. X.5. Maximum error magnitude as a function of failure amplitude for SMC
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2. Full nonlinear F-15

The full nonlinear simulation of the F-15 IFCS aircraft provides a tougher control problem

and also a better example of a practical system. As with the linearized system, the quality

of each outer loop controller will be judged based on its transient response characteristics.

Figures X.7, X.8, and X.9 show the transient response of the F-15 simulation to a stabilator

failure to 8 degrees from trim att = 5 seconds. As with the linear case, there are several

important observations that must be made for these responses. Unlike the linear case, a

failure in one axis results in disturbances in all three axes as demonstrated by the figures.

The goal of the outer loop controllers is to minimize the effect of these disturbances.
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Fig. X.7. Roll axis transient response of nonlinear F-15 to 8 degree from trim stab failure

The figures provide a comparison of the ability of each control methodology to arrest

the departure from the commanded body rates and to bring the aircraft back to its initial

state. In the pitch axis, the ARC and SMC schemes are the most effective at quickly

compensating for the failure. Examining figures X.7 and X.9 shows that this improvement
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Fig. X.8. Pitch axis transient response of nonlinear F-15 to 8 degree from trim stab failure

in reponse does not come at the expense of the other axes. For the roll axis, the ARC

scheme seems to work the best. Figures X.7, X.8, and X.9 are representative of the response

for every failure position. The maximum error can be related to the failure amplitude as

was done for the linear case. Figures X.10, X.11, and X.12 show the maximum transient

error magnitude for each of the roll, pitch, and yaw axes respectively. In contrast to

the linearized model, the maximum tracking error amplitude does not appear to be related

linearly to the failure amplitude, although the shape of the curve is similar. The adaptive

control technique clearly shows a much larger sensitivity to the failure amplitude. The SMC

and ARC techniques provide the best response in terms of the maximum transient error.

The pitch axis response (Figure X.11) exhibits some interesting behavior behavior for ARC

and SMC. As the failure amplitude approaches -13 degrees from trim, the transient error

amplitude begins to grow very quickly with failure position. This has to do with limitations

in the stabilator surface position of the aircraft. As the failure amplitude gets large in the
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Fig. X.9. Yaw axis transient response of nonlinear F-15 to 8 degree from trim stab failure

negative direction, the required compensation in the positive direction begins to get close

to the surface position limit. The pitch axis of the F-15 has only two control surfaces,

left and right stabilator. When one of these becomes unresponsive (the right stabilator for

our example), the aircraft has only one actuator to control the pitch direction. When this

actuator becomes saturated, the maximum moment is achieved, limiting the speed of the

response. This is the reason for the large increase in error for the pitch axis at around -13

degrees from trim.
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Fig. X.10. Maximum error magnitude as a function of failure amplitude for roll axis
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Fig. X.11. Maximum error magnitude as a function of failure amplitude for pitch axis
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Fig. X.12. Maximum error magnitude as a function of failure amplitude for yaw axis
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B. Tracking Response Analysis

Once an actuator fails, and the aircraft has been restored to straight and level flight, it is

important that the plane still exhibit a maximum degree of maneuverablilty. If the plane

were to recover, but then were to fly unpredictably afterward, this would be unacceptable.

It is ideal to be able to recover to normal flight, and to be able to bring the plane home.

Landing the plane would become extremely difficult if when the pilot commanded pitch,

the plane rolled excessively. Not only must the aircraft respond predictably, it must also

be sensitive enough to pilot to allow the pilot enough authority to bring the plane home

or land. In this section, the three outer loop control methods are compared with respect to

their ability to track a command or series of commands. The performance will be measured

in terms of a frequency weighted performance measure as well as a command weighted

measure.

1. Linearized F-15

We begin our analysis with the linearized F-15 model. For this model, only one type of

command profile (as diplayed in Figure IX.2) will be considered. Because we are only

looking to control one axis, there is no cross-coupling from other axes. Because of this, a

single doublet input provides enough information to adequately compare each of the three

outer loop control methodologies. The responses of the sliding mode control, adaptive

control, and adaptive robust control methodologies to a doublet input for the linearized

F-15 model are given in figures X.13, X.14, and X.15 respectively. These cases are for

failures at trim. This removes the steady state error associated with the sliding mode control

methodology.
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Fig. X.13. SMC doublet input response for linearized F-15 model
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Fig. X.14. AC doublet input response for linearized F-15 model
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Fig. X.15. ARC doublet input response for linearized F-15 model
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In aircraft applications it is always important to consider the control surface response

when any state responses are considered. If the control responses are high frequency this

is very unfavorable. The control surface responses provide a sanity check to ensure that

the tracking response is acheived despate the limits imposed on the system and without the

surfaces performing in odd ways. Figure X.16 shows the left stabilator response for the

responses shown in figures X.13, X.14, and X.15 above. The right stabilator response is

not show because it exhibits a constant amplitude response. To analyze the tracking ca-
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Fig. X.16. Left stabilator response of linearized F-15 for doublet inputs with a failure at trim

pabilities of each control methodology the measure discussed in section VIII is utilized.

Because we are interested in tracking and not in the steady state errors, we will remove the

average steady state error of each response before finding its measure value. If we examine

the measure of each control loop for various failure amplitudes and command amplitudes,

figures X.17, X.18, and X.19 are obtained. What is remarkable about these figures is

the lack of change exhibited in the measure value due to a change in failure amplitude for
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Fig. X.17. Weighted‖q−qd‖L2u̇ of AC error response to failures for linearized F-15 model

figures X.17 and X.19. At first glance, this seems to be a mistake, but when the nature of

the linear system under DI control is considered, it becomes clear that this is reasonable.

A stuck actuator type of failure results in a constant disturbance acting on the system as

well as a change in the state evolution (A andB matrices) under dynamic inversion control.

The change in theA andB matrices is independent of the failure amplitude, however. Fur-

thermore, the AC and ARC laws contain integral action (due to the adaptive portions of the

control). This integral in the feedforward path of the system serves to eliminate constant

steady state error. Therefore, as long as an actuator limit is not reached, the steady state

error can be removed. Therefore, for these cases, the failure position does not affect the

tracking accuracy. For the SMC case, this seems to be true because the steady state error

has been removed (which an integral control would do if part of the control law). However,

the measure value is not flat over the entire region of failures. In addition, as the command

amplitude gets larger, the measure value tends to vary more with failure amplitude. This is
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Fig. X.18. Weighted‖q−qd‖L2u̇ of SMC error response to failures for linearized F-15

model

a result of the failure of SMC to eliminate steady state errors. A steady state error results in

a non-zero steady-statez (the sliding surface value). The result is a saturation of the sliding

mode portion of the control law during pilot commands, causing the control to become

nonlinear. This does not occur in ARC due to the adaptive portion of the control forcing

z to zero in steady state. The adaptive portion of the control allows the control to stay in

the linear region more consistently and utilize the full range of the sliding mode controller.

Figure X.20 shows some values forh(t,x)sat(z/ε) for the ARC and SMC laws. This figure

is for a stick amplitude of 2in. and a failure amplitude of -8 degrees from trim. As the fig-

ure demonstrates, the SMC law is much closer to saturation in the negative direction. This

results in a far smaller “gain” in the negative direction because the control has less room to

deviate from equilibrium (although the control has more relative authority in the positive

direction). Even with the sensitivity to failure amplitude exhibited by the SMC outer loop

controller, the measure values obtained are still smaller than that of AC. This means that
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Fig. X.19. Weighted‖q−qd‖L2u̇ of ARC error response to failures for linearized F-15

model

with steady state error not included, the tracking performance of SMC is better than that of

AC. The measure values for ARC are equivalent to that of SMC, but without the sensitivity

to failure amplitude (disturbance size).

2. Full nonlinear F-15

For the full nonlinear simulation of the F-15 aircraft, similar results are expected. With the

addition of other control axes, the problem becomes more difficult. To capture the full ex-

tent of the problems caused by coupling three different maneuvers will be examined. These

maneuvers were explained in Section IX and displayed in figures IX.3, IX.5, and IX.7.

Plain Doublets The first maneuver will be simliar to the one utilized in the linearized

F-15 model. Each axis will be excited independently. This means that while one axis is

tracking, the other two are regulating. This case will be the simplest one examined and
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Fig. X.20. Time response ofh(t,x)sat(z/ε) for ARC and SMC

will also exhibit the most accurate tracking results in terms of the performance measure

denoted by‖·‖L2u̇. Sample responses for each axes (roll, pitch, and yaw) given a 4 degree

from trim stabilator failure are given in figures X.21, X.22, and X.23. These figures depict

the response of the aircraft under each control methodology. As with the linearized case,

the steady state error does not decay to zero for the SMC methodology. If the constant

error is removed from the SMC control the control will track fairly accurately. This is the

premise behind ARC. The responses in figures X.21 - X.23 also depict the cross coupling

associated with the disturbances induced on each axis by DI mismatch in the other axes.

This cross-coupling is not present when there is no failure. The figures demonstrate that

while each of the control methodologies does stabilize the aircraft and track a reference

command, each control methodology performs different tasks well. As mentioned for the

linearized F-15, the control surface responses are important in ensuring that the response

does not contain high frequencies. Figures X.24, X.25, and X.26 show the control surface
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Fig. X.21. F-15 Roll axis response to PD input given a +5 degree from trim stabilator failure

responses of the F-15 to the PD input profile given a +5 degree from trim stabilator failure

at t = 5 seconds. The right stabilator response is not shown because it is constant until

the failure and then moves to +5 degrees from trim. The ailerons can only be commanded

differentially and rudders symmetrically, so the differential and symmetric commands are

shown. These commands show that there is no oscillation in the control surfaces that might

lead to instability or PIO. They also clearly show how the other control surfaces must

reconfigure in order to maintain control of the aircraft and eliminate steady state error. The

control surface response for SMC clearly shows how the aircraft is not maintaining level

flight due to steady state errors. This is why the surfaces do not settle down in steady state.

The surface responses for the remainder of the thesis will be omitted to reduce redundancy.

The responses are all fairly similar to those seen in these figures in terms of their frequency

content.

To help judge the tracking abilities of each control technique, a version of the weighted
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Fig. X.22. F-15 Pitch axis response to PD input given a +5 degree from trim stabilator fail-

ure

L2 norm described previously will be used. The specific performance measure utilized

will be that defined by (VIII.5). More specifically, we will combine this measure with

the weighting in the norm denoted by‖·‖L2W so that we have a weighted version of the

measure, which will be defined by‖·‖L2Wcc. The usage of the weighted measure allows

the penalization of high frequency error. Utilizing a measure that takes into account cross

coupling allows increased penalization of error that occurs for “easy” tracking tasks over

error that occurs because of large, quick commands.

Figures X.27, X.28, and X.29 show the relationship between the measure value of the

error signal, and the failure amplitude. Unlike the linear case, there is more sensitivity to

the failure amplitude. However, there is no clear relationship to describe this dependence.

As the failure amplitude gets large enough, the tracking ability of each control methodol-

ogy begins to decline and the measure value increases in size rather rapidly. This is more

pronounced for SMC because of the inability of method to trim. For the figures, the steady
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Fig. X.23. F-15 Yaw axis response to PD input given a +5 degree from trim stabilator failure

state error portion of SMC is removed to allow for a more fair comparison. The SMC re-

sults are more difficult to quantify because after a command in any axis, the aircraft will

never return to its previous state. SMC displays more sensitivity to failure amplitude (espe-

cially as the failure amplitude becomes more negative) because of the saturation problem

discussed in figure X.20. On the whole, these figures show that ARC and SMC do the best

job of tracking. ARC exhibits better tracking qualities than SMC on the whole spectrum

of failure amplitudes. The figures demonstrate that even when performing pilot commands

in each axis separately, to maintain tracking properties and reduce cross coupling, ARC

seems to be the best choice.

Figures X.27 - X.29 have been generated for stick and pedal inputs of 0.5”. Similar

figures can be generated for larger command amplitudes, Figures X.30 - X.32 are gener-

ated for 1.5” stick and rudder inputs. These figures show that as the command amplitude

increases, the errors (and hence the performance measure as a function of the errors) be-
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Fig. X.24. F-15 stabilator response to PD input given a +5 degree from trim stabilator failure

come larger. This increase in size of the tracking error is not proportional to the increase

in command size because the cross-coupling measure helps to minimize this. The tracking

error increase instead is caused by surface limits, coupling between axis, and control limi-

tations. For sliding mode control, the control saturation problem becomes worse causing its

ability to track to decline. All of the methodologies begin to suffer at higher command am-

plitudes when the failure position reaches -10 degrees from trim due to surface limitations.

ARC varies less than the other methodologies with command amplitude.
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Fig. X.25. F-15 aileron response to PD input given a +5 degree from trim stabilator failure
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Fig. X.26. F-15 rudder response to PD input given a +5 degree from trim stabilator failure
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Fig. X.27.‖p− pdes‖L2Wcc as a function of failure amplitude for0.5” PD input profile
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Fig. X.28.‖q−qdes‖L2Wcc as a function of failure amplitude for0.5” PD input profile
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Fig. X.29.‖r− rdes‖L2Wcc as a function of failure amplitude for0.5” PD input profile
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Fig. X.30.‖p− pdes‖L2Wcc as a function of failure amplitude for1.5” PD input profile
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Fig. X.31.‖q−qdes‖L2Wcc as a function of failure amplitude for1.5” PD input profile
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Fig. X.32.‖r− rdes‖L2Wcc as a function of failure amplitude for1.5” PD input profile
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Coupled Doublets The PD input profile provided a baseline for how the outer loop con-

trollers are expected to perform. The input profile serves as a best case scenario. It is the

easiest on the surfaces because it does not combine axes. This is particularly important in

the pitch axis because the stabilators that control pitch are also allocated to control roll as

well. If one stabilator fails, then only one actuator is available for the pitch axis, but this

actuator is also being utilized to control the roll axis as well. When the pilot only com-

mands one axis at a time, this problem is not that important. When the pilot attempts to

track commands in multiple axis, the problem is realized. Thus, the CD input profile is

designed to test the ability of the control methodologies to deal with this cross coupling

in isolated cases. Figures X.33, X.34, and X.35 show the aircraft response in each axis

to 1” stick and rudder inputs for the CD input profile in the presence of a -5 degree from

trim stabilator failure. This input profile excites two axes at a time with a doublet. The
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Fig. X.33. F-15 Roll axis response to CD input given a -5 degree from trim stabilator failure

first doublet is performed in the roll and pitch axes, the second in pitch and yaw axes, and
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Fig. X.34. F-15 Pitch axis response to CD input given a -5 degree from trim stabilator failure

the third in the roll and yaw axes. The roll and yaw axes exhibit similar characteristics to

those in figures X.21 and X.23. In the pitch axis the coupling begins to play a role in the

pitch/roll axis doublet set (t = 10s). When the simultaneous pitch and roll doublets begin,

the pitch response first moves in the wrong direction due to the failure and the added cross

coupling. The AC outer loop technique exhibits this behavior more drastically than the

other two methods. We also see that the tracking accuracy seems to degrade for each of the

three methods and more specifically for the AC method. As with the PD input profile, we

can examine the measure values of each error response versus the stabilator failure ampli-

tude. Figures X.36, X.37, and X.38 display these measure values for 0.5” stick and pedal

inputs. The measure values for the CD input profile are slightly larger than those for the

PD inputs, but the change is not extremely large due to the cross-coupling normalization.

The comparison of figures X.27, X.28, and X.29 with figures X.36, X.37, and X.38 shows

that the measure values are fairly similar. This means that the measure defined as‖·‖L2Wcc
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Fig. X.35. F-15 Yaw axis response to CD input given a -5 degree from trim stabilator failure

can be used to compare a wide range of maneuvers regardless of the aggressiveness of the

input (at least in terms of tracking response - overall response will be compared later). The

figures again demonstrate that ARC outperforms both SMC and AC in tracking of a more

aggressive maneuver. The tracking accuracy again remains fairly constant for ARC regard-

less of the failure amplitude for thep andq axes. Because of the aggressiveness of the

maneuver, as the failure amplitude gets larger the tracking accuracy declines at a rapid rate.

This is again true especially in the negative direction. The AC and SMC techniques begin

to suffer from this even for the 0.5” stick inputs. Figures X.39, X.40, and X.41 show the re-

lationship between failure amplitude and the‖·‖L2Wcc value of the error for each of the three

control axes for 1” stick and pedal inputs. The values increase with command amplitude

because the aggressiveness of the maneuver keeps the aircraft from physically being able to

track with the current control allocation. At this point, surfaces are coming close to hitting

rate limits during the maneuver. Again, because there is only one actuator controlling the
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Fig. X.36.‖p− pdes‖L2Wcc as a function of failure amplitude for0.5” CD input profile

pitch axis, there has to be a trade-off between tracking quality in the axes when multiple

axes are excited. This is why the measure values of the error responses of each axis go

up as the command amplitude increases. On the whole, the figures demonstrate that ARC

performs simple as well as fairly aggressive tracking maneuvers much better than SMC and

AC alone.
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Fig. X.37.‖q−qdes‖L2Wcc as a function of failure amplitude for0.5” CD input profile
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Fig. X.38.‖r− rdes‖L2Wcc as a function of failure amplitude for0.5” CD input profile
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Fig. X.39.‖p− pdes‖L2Wcc as a function of failure amplitude for1.0” CD input profile
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Fig. X.40.‖q−qdes‖L2Wcc as a function of failure amplitude for1.0” CD input profile



102

−15 −10 −5 0 5 10
0

5

10

15

20

25

30

35

40

failure amplitude (deg from trim)

|r
−

r d| (
de

g/
s)

arc
smc
ac

Fig. X.41.‖r− rdes‖L2Wcc as a function of failure amplitude for1.0” CD input profile
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Aggressive Doublets The PD input profile provided a fairly baseline maneuver to test

the tracking ability of each control methodology. The CD input profile was a bit more

rigorous and tested the ability of each control methodology to track a command input in

a more aggressive maneuver. It also tested the ability of the cross-coupling measure to

rate controllers independently of the input. Now, the AD input profile will be examined.

This set of inputs will be the most aggressive and will rigorously test the ability of each to

control methodology to retain tracking accuracy and stability in the face of difficult maneu-

vers. Figure IX.7 shows the stick and pedal inputs used for this manuever and figure IX.8

shows the reference commands generated as a result. Figures X.42, X.43, and X.44 show

the response of the aircraft to a 0.5” AD input profile with a -3 degree from trim stabila-

tor failure. The responses show the tracking abilities of each control methodology to a
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Fig. X.42. F-15 Roll axis response to AD input given a -3 degree from trim stabilator failure

more aggressive input profile in the presence of a failure. This input profile induces large

amounts of cross-coupling disturbances that each control methodology must handle. This
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Fig. X.43. F-15 Pitch axis response to AD input given a -3 degree from trim stabilator failure

coupling makes pitch tracking very difficult. The roll and yaw responses exhibit very good

command tracking, but the tracking quality of the pitch axis response is declining. More

specifically, a lag-like behavior begins to appear in the pitch axis. This is a result of rate

limiting in the actuators. Figures X.45, X.46, and X.47 display the relationship between

the failure amplitude and the value of the cross coupling measure. As has been done all

throughout the tracking results, the steady state portion of the error has been subtracted

from the sliding mode portion of the control. The measure values for this input profile are

again similar in magnitude to those of the other input profiles. The results are similar to

those of the previous input profiles for the pitch axis. In the yaw axis, some differences

begin to materialize. For the positive failure amplitudes the ARC and AC methodologies

begin to have the same measure value. This did not occur for the less aggressive maneuvers.

For the roll axis, the measure value of the error response actually becomes larger for the

ARC scheme than for the AC and SMC schemes. While tracking performance of the ARC
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Fig. X.44. F-15 Yaw axis response to AD input given a -3 degree from trim stabilator failure

and SMC schemes should be fairly equivalent, it is not expected that AC should outperform

ARC in tracking performance. The reason for this becomes even more clear upon exam-

ining figures X.48, X.49, and X.50. These figures show that as the command amplitude

increases for the AD input profile, the performance of the ARC in the pitch axis remains

about the same while the performance of the other control methodologies becomes much

worse. The pitch axis performance gains in ARC over the other methodologies comes at

the expense of the roll axis and to a lesser extent the yaw axis performance as shown in

figures X.48 and X.50. Examining roll and pitch axis responses for AC clearly demon-

strates this phenomenon. As the failure amplitude increases on amplitude in the positive

direction, the roll axis performance of AC actually improves while the pitch axis perfor-

mance grows steadily worse. For ARC, the pitch axis performance is maintained while

the roll axis performance grows worse. This trade-off is necessary because we are hitting

the limits of what the aircraft is capable of accomplishing without control reconfiguration.
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Fig. X.45.‖p− pdes‖L2Wcc as a function of failure amplitude for0.25” AD input profile

This trade-off can be adjusted by changing the relative gains in both control methods. It

is important to realize, however, that up until the most aggressive maneuvers, the tracking

performance of the ARC methodology has been far superior to the other methods in each

axis. This relationship between the aggressiveness of a maneuver and the tracking ability

of each axis is important when trying to design a control law that can cover the entire range

of a flight envelope.



107

−15 −10 −5 0 5 10
0

10

20

30

40

50

60

failure amplitude (deg from trim)

|q
−

q d| (
de

g/
s)

arc
smc
ac

Fig. X.46.‖q−qdes‖L2Wcc as a function of failure amplitude for0.25” AD input profile
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Fig. X.47.‖r− rdes‖L2Wcc as a function of failure amplitude for0.25” AD input profile
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Fig. X.48.‖p− pdes‖L2Wcc as a function of failure amplitude for0.75” AD input profile
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Fig. X.49.‖q−qdes‖L2Wcc as a function of failure amplitude for0.75” AD input profile
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C. Steady State Response Analysis

In this section, the steady state response of the aircraft to a failure while under the control of

each of the outer loop control laws will be examined. The analysis of this is very straight-

forward and does not require any special tools. The steady state response will be examined

with respect to failure amplitude.

1. Linearized F-15

As demonstrated by figures X.1 and X.3, the steady state error given a hard-over failure

for the adaptive and adaptive robust control methodologies goes to zero. As a result, it is

not necessary to show figures for this. The sliding mode control methodology does not

force steady state error to zero (a method of changing this will be discussed later). This

error is dependent on the failure amplitude. Figure X.51 shows the steady state error as

a function of the failure amplitude. The error is nearly linearly dependent on the failure

amplitude. The change occurs when failure amplitude gets large and control saturation

begins to play a role. Figure X.51 demonstrates the failure of SMC to deal with steady

state error. The steady state error can be reduced by making the boundary region of the

sliding mode controller smaller (reducing theε parameter in (V.18)); however, the error

will not be forced to zero in the presence of a nonzero uncertainty.

2. Full nonlinear F-15

This same result will hold true for the nonlinear simulation of the F-15 as well. Fig-

ures X.7, X.8, and X.9 show the response of the system in the presence of a failure for

the roll, pitch, and yaw axes respectively. Again, we note that for AC and ARC, the track-

ing error decays to zero as expected. These figures also show that the tracking error for

the SMC case does not in fact decay to zero, but converges to some constant value.
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Fig. X.51. Steady state error response of SMC as a function of failure position

Figures X.52, X.53, and X.54 show the steady state tracking error of SMC with respect to

the failure amplitude for the roll, pitch, and yaw axes respectively. While for the linearized

case we observed a very smooth fairly linear curve, we see that this is not as true for the

nonlinear case. In the pitch axis, we see a very sharp incline in the steady state error value

as the failure amplitude increases in the negative direction. This results in a small improve-

ment in the roll axis for these failure amplitudes. On the whole, the steady state error still

remains fairly linear with respect to failure amplitude for the SMC controller. These figures

confirm what was already known. The ARC and AC control methodologies have the best

steady state error properties, while SMC retains undesirable steady state error.
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Fig. X.52. Steady state roll axis error response of SMC as a function of failure position
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Fig. X.53. Steady state pitch axis error response of SMC as a function of failure position
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Fig. X.54. Steady state yaw axis error response of SMC as a function of failure position
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D. Overall Response Analysis

Previously, the tracking response, transient response, and steady state response of each

outer loop controller to pilot inputs were considered independently. It is at this point nat-

ural to assess the overall response of each controller to the various maneuvers while tak-

ing into account each of the three response characteristics examined previously. This will

be accomplished by once again modifying the weightedL2 norm that has been utilized

throughout the analysis. The measure defined in (VIII.5), denoted by‖·‖L2cc, will be used.

For the linear case, it has already been mentioned that this measure simplifies down to the

measure defined in (VIII.3), denoted as‖·‖L2u̇. These measures will serve to penalize errors

that are not induced by pilot commands. These measures will also be frequency weighted to

penalize high frequency error responses. The frequency weighted versions of the measures

‖·‖L2u̇ and‖·‖L2cc will be denoted‖·‖L2Wu̇ and‖·‖L2Wcc.

1. Linearized F-15

The transient analysis of the linearized F-15 model showed that SMC and ARC dealt most

effectively with the transient errors that occur when the aircraft experiences a failure. The

adaptive control method, while eventually removing the failure, arrests the failure after

the aircraft has departed significantly from its target trajectory. The tracking results were

very similar to the transient results. The ARC and SMC methodologies provided the best

command tracking performance in general. The SMC method began to have problems

when the failure amplitude grew too large. Finally, the steady state analysis showed that

while ARC and AC remove constant steady state errors that occur from a hard-over fail-

ure, SMC could not remove this error. For larger failure amplitudes, this error may be

beyond the trim range of the aircraft. To try to make a more broad assessment of the per-

formance of each control methodology, all of these response characteristics are included



115

in the‖·‖L2Wu̇ measure and the error response of the aircraft to hard-over failures is again

analyzed. Figures X.55, X.56, and X.57 show the measure values of the error response

−10 −5 0 5 10
0

20

40

60

80

100

120

140

failure amplitude (deg from trim)

||q
−

q d|| w
L 2 (

de
g/

s)

0.5 in
1 in
1.5 in
2 in

Fig. X.55.‖q−qd‖L2Wu̇ versus failure position for linearized F-15 with SMC method

of each control methodology to failure amplitudes between -10 and +10 degrees from trim.

The frequency and input weighted measure is taken for the error response of the linearized

aircraft to a sequence of commands. Examples of the types of responses used to generate

these figures are shown in figures X.13, X.14, and X.15. These figures show sample re-

sponses for a failure at trim inserted at approximatelyt = 0.25s. For off-trim failures, a

departure from steady state would be observed, the aircraft would be restored, and then the

maneuver would begin. Figures X.55, X.56, and X.57 include information about the per-

formance of the aircraft under different failure and command amplitudes. The figures mesh

together in one performance measure value the errors associated with the transient behavior

at the onset of a failure, the tracking behavior, and the steady state error. The ARC outer

loop controller performs best overall. This is what was expected given the performance of
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Fig. X.56.‖q−qd‖L2Wu̇ versus failure position for linearized F-15 with AC method

ARC in each of the three main areas discussed previously (transient, tracking, and steady

state performance). As expected, the measure value increases with failure amplitude as it

becomes more difficult to track rapidly changing commands. This is true for each method-

ology except SMC. For SMC, as failure amplitude gets large, the measure values reverse

temporarily and then return to the expected order. This is because the steady state error

is not removed as they were in the analysis of the tracking cases. Because the measure

weights based on command amplitude, the steady state error is proportionally smaller for

higher command amplitudes than for lower command amplitudes. This is because it is

more acceptable to have some error for rapid, large amplitude commands than for slower,

smaller amplitude commands. Overall, SMC and ARC are the least affected by command

amplitude in terms of the change in their measure values.

Unlike the measure of the pure tracking response for each methodology, the measures

of the overall responses are more affected by failure amplitude for this linear case. This is
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Fig. X.57.‖q−qd‖L2Wu̇ versus failure position for linearized F-15 with ARC method

mainly due to the transient response that occurs at the time of the failure. Figure X.58 the

measures of the error response for each control methodology for a command amplitude of

2”. The figure shows that ARC outperforms the other methodologies over the range of fail-

ure amplitudes. The responses of ARC and SMC are the closest because steady state error

is penalized less than tracking error due to the weighted measure used for measurement.
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2. Full nonlinear F-15

For the nonlinear F-15 model, analysis is slightly more complicated than for the linearized

model. This is because there are multiple axes. When comparing the previous three perfor-

mance areas separately, it was observed that ARC and SMC displayed the best performance

for transient response. When analyzing tracking, several different maneuvers were utilized

to examine the performance level of each control method. This allows for analysis of each

control method based on the aggressiveness of the maneuver. This is important because the

aircraft is being asked to perform in multiple axes that have no “knowledge” of each other.

As was done for the tracking response analysis, each control methodology will be analyzed

using its response to the three maneuvers.

Plain Doublets The analysis of the overall response of the nonlinear aircraft simulation

will be judged based on the cross coupling measure of the aircraft response. The error

signal will be taken from the aircraft respnose to the PD input profile. The responses are

similar to those found in figures X.21, X.22, and X.23. Figures X.59, X.60, and X.61

display the measure response of the error signal of each axis under control of each of

the outer loop methodologies. The measure values of the error responses are larger than

those for the tracking responses alone because the responses include the transient error

behavior. For the sliding mode control, the steady state error associated with the failure is

not removed, increasing its measure value as well. This is why there is a larger sensitivity

of the measure value of the error response of the system to the failure amplitude when the

aircraft is under SMC control. For large failure amplitudes the value of the measure is quite

large for SMC. The figures show that when tracking, transient error, and steady state error

are all considered, ARC seems to be the most effective at maintaining adequate control of

the aircraft and minimizing the tracking error induced by a hard-over failure. The figures

also show that ARC maintains this performance better than the other methods over the



120

−15 −10 −5 0 5 10
0

50

100

150

200

250

300

350

failure amplitude (deg from trim)

|p
−

p d| (
de

g/
s)

arc
smc
ac

Fig. X.59.‖p− pdes‖L2Wcc as a function of failure amplitude for0.5” PD input profile

range of failures. Unlike the linear case, the AC performs better on the whole than the

SMC. This is also different from the tracking case. This is in large part due to the steady

state error with the SMC. Because the maneuver takes place over a longer time for the

nonlinear case, the steady state error becomes a larger factor than for the linear case. While

this is a side-effect of using anL2 type measure, it is useful because the effect of a steady

state error in the body axis rates affects integrated states such asθ andφ over time in the

same manner. This is why for low failure amplitudes the SMC methodology outperforms

AC, but for higher amplitudes this is not the case. Figures X.62, X.63, and X.64 show

the response to different failure amplitudes for 1.5” stick and rudder inputs. The measure

values in general are greater for the higher command amplitude because it becomes more

difficult for the aircraft to track in multiple axes. In general the aircraft response under

ARC control again has the lowest measure value for all axes and all failure amplitudes. In

the roll axis, we begin to see the performance suffer at higher failure amplitudes. This will
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Fig. X.60.‖q−qdes‖L2Wcc as a function of failure amplitude for0.5” PD input profile

become more apparent for more aggressive maneuvers. In general, the command amplitude

does not affect the ordering of the measures for this maneuver. We do see that as command

amplitude increases, the range over which SMC performs better than AC is widened.
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Fig. X.61.‖r− rdes‖L2Wcc as a function of failure amplitude for0.5” PD input profile
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Fig. X.62.‖p− pdes‖L2Wcc as a function of failure amplitude for1.5” PD input profile
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Fig. X.63.‖q−qdes‖L2Wcc as a function of failure amplitude for1.5” PD input profile
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Fig. X.64.‖r− rdes‖L2Wcc as a function of failure amplitude for1.5” PD input profile
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Coupled Doublets As with the tracking analysis, a more aggressive maneuver is analyzed

to see how each of the control methods perform. Sample responses for each of these axes to

the CD input profile are given in figures X.33, X.34, and X.35. The error response over the

entire maneuver is used for the cross coupling measure and used to analyze each maneuver

as was done for the PD input profile. The measure values of the error responses of the
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Fig. X.65.‖p− pdes‖L2Wcc as a function of failure amplitude for0.5” CD input profile

aircraft to hard-over failures over a range of amplitudes for each control method are given in

figures X.65, X.66, and X.67. These figures show the results of simulation with 0.5” stick

and rudder inputs. As for the PD case, the ARC control law provides the lowest measure

value over the range of failure amplitudes for each axis. Also as the figures for the PD input

profile showed, the steady state error associated with SMC results in a large increase in the

measure value as the failure amplitude increases. Even with a more aggressive maneuver,

ARC provides the best overall response in terms of theL2Wcc measure. For small failure

amplitudes, SMC performs better than AC because the steady state error is small, meaning
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Fig. X.66.‖q−qdes‖L2Wcc as a function of failure amplitude for0.5” CD input profile

a pilot would be able to trim the aircraft. This is reflected in the measure values as well.

For larger failure amplitudes, AC performs better than SMC largely because of the steady

state errors associated with the control and because of the saturation of the sliding mode

control. Figures X.68, X.69, and X.70 show the effect of the failure amplitude on the

system measure for a larger command amplitude. As for the PD case, we see that on the

whole the measure values for the ARC methodology remain at about the same value, but

those for AC increase. The measure values for SMC decrease somewhat because of the

weighting used in the measure. For the more aggressive maneuver, we begin to see that to

maintain performance in the pitch axis, roll axis performance begins to be sacrificed. This

is evident at the higher failure amplitudes. In the pitch axis, the measure values for ARC

are significantly lower than those for adaptive control for each failure amplitude. As the

failure amplitude becomes larger, it is observed that in the roll axis, the measure of the error

response for ARC approaches the same values as those for AC. Overall, the ARC response
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Fig. X.67.‖r− rdes‖L2Wcc as a function of failure amplitude for0.5” CD input profile

has the lowest measure values and clearly outperforms the other control methodologies.
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Fig. X.68.‖p− pdes‖L2Wcc as a function of failure amplitude for1.5” CD input profile
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Fig. X.69.‖q−qdes‖L2Wcc as a function of failure amplitude for1.5” CD input profile
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Fig. X.70.‖r− rdes‖L2Wcc as a function of failure amplitude for1.5” CD input profile
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Aggressive Doublets The aggressive doublets maneuver is the most aggressive maneuver

in terms of command rate and excitation of multiple axes. As before, a measure similar to

that used for the tracking analysis will be used to analyze the response of the aircraft from

the initial transient at the onset of a failure until the end of the maneuver. The values used

for analysis are the weighted measures of the error response of each axis to the AD input

profile. Sample responses were shown earlier in figures X.42, X.43, and X.44. The rela-
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Fig. X.71.‖p− pdes‖L2Wcc as a function of failure amplitude for0.25” AD input profile

tionship between the measure value of the error response and the failure amplitude is shown

in figures X.71, X.72, and X.73. Again, for a small command amplitude ARC outperforms

the other methodologies. For the roll axis, there is a small set of failure amplitudes around

0 degrees from trim where ARC is outperformed by the adaptive control methodology. As

was discussed before, this is because maintaining pitch performance results in the sacrifice

of peformance in other axes. If we compare the figures for each of the maneuvers, we see

that as we increase the aggressiveness of the maneuver we begin to reach the limit of what
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Fig. X.72.‖q−qdes‖L2Wcc as a function of failure amplitude for0.25” AD input profile

can be accomplished without reconfiguration of the control. As was observed for the pre-

vious two sets of maneuvers, figures X.74, X.75, and X.76 display the loss of performance

that occurs when increasing the command amplitude. When the command amplitude is

increased by a factor of three, the pitch performance for the ARC method does not suffer,

but the performance for AC does. For the roll axis, the performance of ARC at positive fail-

ure amplitudes begins to degrade to help insure pitch axis performance. For larger failure

amplitudes, AC begins to outperform ARC. This shows again that the limit of what is pos-

sible without control reconfiguration is being reached. On the whole for smaller command

amplitudes ARC performs better than the methodologies it combines. The combination of

adaptive and sliding mode control yields more accurate tracking and better performance.
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Fig. X.73.‖r− rdes‖L2Wcc as a function of failure amplitude for0.25” AD input profile
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Fig. X.74.‖p− pdes‖L2Wcc as a function of failure amplitude for0.75” AD input profile
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Fig. X.75.‖q−qdes‖L2Wcc as a function of failure amplitude for0.75” AD input profile
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Fig. X.76.‖r− rdes‖L2Wcc as a function of failure amplitude for0.75” AD input profile
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CHAPTER XI

OTHER FAILURE CONDITIONS

Most of the research thus far has been geared toward hard-over failures, which was the

original motivation of the work. There are several other failure modes that warrant discus-

sion as well. These types of failures are fundamentally different from hard-over failures in

that they create different types of disturbances on the system. Loss of surface failures result

in a mismatch in the control effectiveness matrix in the dynamic inversion controller, but

do not create an external disturbance on the system. A floating actuator type failure results

in a mismatch in the control effectiveness matrix as well as anα dependent disturbance on

the system. These two types of failures will be simulated for the linearized F-15 model and

for an F-5A aircraft under dynamic inversion control. The input profile used for the F-5A

for these failures will be the PD maneuver.

A. Loss of Surface Failure

A loss of surface failure occurs when part of a control surface is lost or when the surface

loses its effectiveness. In these instances, a mismatch in the dynamic inversion can result

because the moments provided by the surface have lessened. If the damage is asymmetric,

this can result in different trim positions for the surfaces. For example, if a left stabilator

loses 50% of its effectiveness for pitch command, a symmetric stab command will result in

a roll. Since the DI control can only command the actuators along directions allowed by the

control allocation (for the F-5, this means only symmetric surface commands for stabilators

and rudders and differential commands for ailerons), the ailerons will be required to assume

non-zero trim positions to account for the mismatch in this case. This type of failure is

much less demanding than hard-over failures because some control is still retained and the

change in the system dynamics is less drastic. Again, the linear case is considered and then
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Fig. XI.1. ‖q−qd‖L2Wu̇ for linearized F-15 response to loss of surface effectiveness for

SMC

the nonlinear.

1. Linearized F-15

For the linear case, loss of surface effectiveness only requires alteration of the control au-

thority needed to track reference commands accurately. The case is a simple case for the

linear system because there is no cross-coupling between axes, and the control surface fail-

ure does not result in any disturbances. The lack of disturbance means that the trim point

remains constant, thus no steady state error results. As a result, SMC does not have the

steady state error woes that result from a hard-over failure. Figures XI.1, XI.2, and XI.3

show the measure values of the error response of the linearized F-15 model to a loss of

surface effectiveness of the left stabilator. As expected, as the percentage loss of effec-

tiveness increases, so does the measure value of the error. The measure values resulting

from this type of failure are fairly small when compared with the measure values for hard
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over failures (see figures X.55, X.56, and X.57). A complete loss of a surface results in a

measure value only a little higher than that of a surface lock at trim. Of the three control

methodologies, SMC handles this failure type the best, though the measure values of the

error response are only a minimal improvement over ARC. This is largely due to the lack

of steady state error. The simulation of the linearized case is a bit unrealistic because in

actuality a new trim position would be found for the nonlinear aircraft and new linearized

equations of motion developed. This is not carried out for this simple illustration, but it

is a technicality that should be mentioned for completeness. If the same trim point were

assumed at the start and new linearized equations used at the time of the failure, the SMC

control would not perform as well because a steady state error would result.

2. Nonlinear F-5

The nonlinear simulation of the loss of effectiveness failure case will bring to light this

difficulty. The simulation will be performed on the F-5 aircraft. While the actuator limits

are much more stringent for this aircraft than for the F-15, it will serve as a good test case

for this type of failure. As with the F-15 the impact of the stabilator failure will be analyzed

for all three axes. For the F-5, the cross-coupling that results from a failure will be much

smaller. There are several reasons for this. Differential stabilator has much less roll effect

for the F-5 than for the F-15. This means the roll moments generated from the various

stabilator surface failures will be much smaller than those of the F-15. This is one of the

reasons that the F-5 was not used in the hard-over failure discussion (the surface limitations

also played a factor in this decision - more discussion is available in the limitations section).

In addition, the differential stabilators are not used to control roll. This is because of the

smaller moments that they generate. This also serves to reduce the cross-coupling in the

aircraft under failure because the remaining effective stabilator is not required to perform

commands that control both the roll and pitch axes.
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Fig. XI.4. Roll axis response to 80% loss of left stabilator effectiveness for 1” PD input

The response of the F-5 to loss of surface failure will be analyzed in terms of the

cross-coupling measure that has been used multiple times in this thesis. Only the PD ma-

neuver will be tested for this failure case. The responses of the F-5 under each control

methodology to 1” stick and rudder PD inputs for an 80% loss of stabilator effectivess are

given in figures XI.4, XI.5, and XI.6. The failure is introduced att = 0.25s. There is not

a large transient associated with this type of failure because there is no sudden disturbance

introduced at the time of failure. There is a change in trim position due to the change in

moment applied by the collective and differential stabilators. This change is very small

for straight and level flight, however, meaning there is not a large transient. Because the

changes in trim are small, the steady state error from SMC is also small. There is still

some steady state error associated with the SMC control (this can be seen by examining

figure XI.6 although this is partially associated with an improper trim), but the disturbance

is small. Figures XI.7, XI.8, and XI.9 show the measure responses of each control method-
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Fig. XI.5. Pitch axis response to 80% loss of left stabilator effectiveness for 1” PD input
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ology to a range of left stabilator surface effectiveness losses. The roll and pitch axes error

responses show that as more effectiveness is lost, the measure of the error response in-

creases. For SMC and ARC, the sensitivity of the measure in the pitch axis to increase in

loss of effectiveness is much smaller than for AC. For the roll axis, the value of the mea-

sure increase is nearly the same for AC and ARC, but the the increase is larger for SMC.

Of particular interest is the fact that the performance measure response in figure XI.7 is

not monotonically increasing. This has to do with the fidelity of the F-5 model. The table

look up functions used to model the dynamics of the aircraft are not as fine as for the F-15

IFCS model. The result is that for certain failure amplitudes, a different area of the table is

used. This results in the jumps demonstrated by the figure. For the yaw axis, the change

is very small. This is because changes in the stabilators have little effect on the yaw axis.

In general, the measure values for AC are higher than those of ARC and SMC. The gains

of the AC portion of the control would be too high if used for AC alone, but when coupled

with SMC (to form ARC), they work quite well. On the whole, we discover that though the

advantage of ARC over SMC for tracking commands is small for this type of failure, ARC

nevertheless performs better than the other methodologies with similar gains.
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Fig. XI.8. ‖q−qd‖L2Wu̇ of F-5 error response to loss of surface effectiveness for 1” PD input
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B. Floating Actuator Failure

An additional failure mode that will be considered is the floating actuator failure. As men-

tioned previously, testing of this type of failure will involve loss of control of one of the

stabilators at which time it will begin floating withα at the time of the failure. Of the three

failure types considered, this type of failure is the most difficult for the control system to

handle. This is because it not only involves a large change in the DI+plant dynamics, but a

disturbance based on the angle of attack as well. The hard-over failure mode involved the

same change in dynamics, but the locked surface resulted in a fairly constant disturbance

(the change in disturbance is based on the change in the aerodynamic control derivatives

associated with the surface). This failure type will be analyzed first for the linearized F-15

model and then for the nonlinear F-5 simulation.

1. Linearized F-15

For the linearized simulation model, at the time of the failure, the stabilator will change am-

plitude and become equal to the total angle-of-attack. This will result in a nonzero trimpoint

for the system, so it can be expected that SMC control will have some problems dealing

with the steady state error. Figure XI.10 shows the response of each control methodology

to a floating stabilator failure for the linearized F-15 model. The figure shows the type of

response we can expect from each control methodology. For the adaptive methodology, we

begin to see some oscillitory behavior. This is because the AC technique has only assymp-

totic guarantees. The ARC and SMC techniques exhibit much better tracking behavior, but

again the steady state error response under SMC is non-zero. The sensitivity of the track-

ing error response to the command amplitude is also considered. Figure XI.11 shows the

weighted measure of the error responses for each control methodology for each command

amplitude. It is surprising to see that the measure of the tracking error varies little with the
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Fig. XI.10. Linearized F-15 response to 1” inputs under floating left stabilator failure
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increase in command amplitude. If the error was not normalized by the derivative input

into the DI, a linear behavior would be observed between the command amplitude and the

measure of the error. Again, the lack of change in the measure value shows that the mea-

sure is in fact taking into account the aggressiveness of the command input and therefore

has been designed correctly. The measure value changes little over the region because the

disturbance varies withα, which depends on the commands through a largely integral re-

lationship. What is observed is that the ARC methodology provides the lowest measure of

the error response for the methods considered. The measure value for SMC is larger than

ARC because of the steady state error due to the new trim point. Again, the AC technique

has the highest measure value because of its poor tracking, but has some advantage in that

it drives the steady state error to zero.

2. Nonlinear F-5

The nonlinear results will hightlight the effect of the floating actuator failure on the other

axes of the aircraft and test the ability of the outer loop control to handle the disturbance

in each axis. The cross coupling between axes will be smaller for the F-5 than for the

F-15. Figures XI.12, XI.13, and XI.14 show the response of the F-5 under each control

method to a 1” stick and rudder amplitude PD maneuver. The left stabilator begins to

float at t = 0.25s. As expected, the SMC controller has some steady state error in each

axis. The AC pitch axis response reveals that the adaptive controller has a difficult time

tracking in the presence of the disturbance. Even with the angle of attack included as

part of the regressor, the tracking performance is poor. Examining figure XI.13 reveals

that the other controllers are in general unable to track pitch axis commands nearly as

accurately as for hard-over failures as well. The SMC and ARC controllers exhibit much

more accurate tracking performance, however. The decline in tracking accuracy is partially

due to the low gains required for the F-5 because of the slower surfaces (the amount of
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Fig. XI.12. F-5 roll axis response to 1” inputs under floating left stabilator failure
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Fig. XI.13. F-5 pitch axis response to 1” inputs under floating left stabilator failure
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Fig. XI.14. F-5 yaw axis response to 1” inputs under floating left stabilator failure

actuator control authority (magnitude) available in the pitch axis is low as well). This will

be discussed in more detail in section XIII. Figures XI.15, XI.16, and XI.17 show the

measure values of the error responses of each control methodology as a function of the

the command amplitude. There is a large difference in the behavior of each response from

axis to axis. For adaptive gains equivalent to those in ARC, the AC controller is unable to

track well in the pitch axis, so so the value of the measure is high. In general, the measure

values are much larger for the AC methodology than for the other two methodologies.

This is again because of the lack of transient guarantees. To speed the response, high

“learning rates” are needed, which tend to cause a lag-like behavior when they interfere

with surface rate and position limits. The addition of SMC to the adaptive law (ARC)

allows the control to have the same gain, but still ensure stability. For high command

amplitudes, the tracking accuracy of ARC begins to deteriorate because of surface position

limit interference. The surface ranges on the F-5 aircraft are very narrow and hinder the
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Fig. XI.15. F-5‖p− pdes‖L2Wcc response to floating left stabilator failure
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Fig. XI.16. F-5‖q−qdes‖L2Wcc response to floating left stabilator failure
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Fig. XI.17. F-5‖r− rdes‖L2Wcc response to floating left stabilator failure

ability of the controller to perform (this is another reason why hard-over failures were tested

for the F-15). For the pitch and yaw axes, the measure response stays fairly constant with

command amplitude until surface position limits are reached for higher stick and rudder

input amplitudes. For the pitch axis, there is a small increase in‖q−qdes‖L2Wcc as command

amplitude increases. The measure of the roll axis response increases a larger amount with

the command amplitude. The ARC methodology responds better as long as the system does

not encounter a position limit, but the response decays rapidly when this occurs. Otherwise,

the measures again show that the methodology outperforms SMC or AC alone.
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CHAPTER XII

SMC WITH INTEGRATOR VERSUS ARC

In flight control applications of SMC it is common to include an integrator as part of the

sliding surface [13, 14, 15, 16, 17, 18]. The objective of this inclusion is to deal with steady

state errors (the purpose of the adaptive portion of the control for ARC). SMC regulates the

filtered error response (z→ 0). The stability of the linear differential equation governing the

sliding surface requires that every term that makes up the surface must decay to zero when

z= 0. If an integrator is included as part of the surface and the SMC forces the system onto

the sliding surface, the integral of the error must go to zero ast → ∞. In essence, the control

variable becomes the integral of the error instead of tracking error. On face, this does not

sound out of the ordinary. However, if the dynamics of the system were to suddenly change

resulting in a positive integral of the error, the system must undershoot by the same amount

to allow the sliding surface to decay to zero. If a saturation function is used to replace the

signum function in the SMC law as is common in practice, removing steady state error is

accomplished by maintaining a steady-statez value.

Using a signum function, there is an obvious difference between ARC and SMC. With

a saturation function, it might seem that these control laws would be equivalent to one

another. This is not the case. As an example, consider the following dynamic system:

ẋ = d(t)+ν (XII.1)

|d(t)| ≤ D

The objective is to regulate the state, (x→ 0). The magnitude of the disturbance,d(t), is

bounded byD. This might be something that is encountered for an ideal inversion of the

aircraft dynamics. The continous approximation of SMC with an integrator included as
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part of the sliding surface has the following form:

ν1 = −k1z1−D1sat(z1/ε) (XII.2)

z1 = x(t)+λ
∫ t

0
x(t)dt

When the saturation operates in the linear region the above control law becomes:

ν1 =−(k1 +D1/ε)x− (k1 +D1/ε)λ
∫ t

0
x(t)dt (XII.3)

When the saturation function reaches its upper limit the SMC law becomes the following:

ν1 =−k1x−k1λ
∫ t

0
x(t)dt−D1 (XII.4)

The ARC control law with continuous approximation is given by the following (d is mod-

eled with aθ̂):

ν2 = −k2z2−D2sat(z2/ε)− θ̂π (XII.5)

z2 = x(t)

˙̂θ = γz2 = γx

When the saturation operates in the linear region, andθ̂π is not saturated:

ν2 =−(k2 +D2/ε)x− γ
∫ t

0
x(t)dt (XII.6)

If the saturation function is at its upper limit, butθ̂π has not reached a limit:

ν2 =−k2x− γ
∫ t

0
x(t)dt−D2 (XII.7)

In both control laws, when operating in the linear region of the saturation function, the

result is porportional-integral control. Using Equations (XII.3) and (XII.6) gains can be

selected that make the control laws equivalent for this case. Upon reaching a saturation
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limit, the gains that make the two control laws equivalent do not make Equations (XII.4)

and (XII.7) equivalent. There are three major differences between ARC and SMC. First,

the integral gain forν1 changes when|z| > ε, but does not change forν2. Second,̂θπ can

be saturated meaning the integral portion ofν2 becomes a constant maximum value. The

integral portion ofν1 may reduce gain but is otherwise unbounded. Third, if more is known

about the model, these parameters can be included in the ARC law. This is not possible

with SMC.

A second issue is the value ofz, or that of the sliding surface itself. If signum func-

tions are used to utilize a discontinuous SMC law, thenz1 will be forced to zero ast → ∞.

In practice, this is rarely used (particularly not in aircraft). Thus a saturation function

might be used. As was mentioned previously, when using a saturation function with SMC

alone,z does not approach zero. The result is the integral term inz (in the example above,

(k1 +D1/ε)λ
∫ t

0 x(t)dt) absorbs the steady state error inz. The result is thatx(t)→ 0. This

creates a problem similar to what was observed in figure X.20 where the transient per-

formance of the SMC controller begins to degrade as a result ofz operating too close to

saturation. To demonstrate this a comparison of the two methodologies with equivalent

gains was simulated. Figure XII.1 shows this comparison. The test is run for the linearized

F-15 model with 2 inch (the largest amplitude considered) stick and rudder inputs. Near

trim, the figure shows that the two methods perform equivalently. This is because the slid-

ing mode controller is not being saturated at trim. As the aircraft moves away from trim, the

ARC controller continues to perform well, which the performance of the SMC controller

begins to drift. This is the effect of the control operating near saturation. Figure XII.2

shows the sat(z/ε) values of ARC and SMC for a simulation of the linearized F-15 with

2” stick inputs and a failure of 8 degrees from trim. The figure clearly shows that the SMC

controller does not have the control authority in the positivezdirection that ARC does as a

result ofz not decaying back to zero. This means that the controller becomes gain limited
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whenz/ε → 1, resulting in the decay in tracking seen in the measure value response in

figure XII.1. ARC accounts for the the steady state errors and the slowly varying dynamics

without the drawback of including an integral as a part of the sliding surface. This allows

the system to achieve the sliding surface (z→ 0) even when using a saturation function in

the SMC portion of the control law.
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CHAPTER XIII

LIMITATIONS

In previous sections, discussion was presented concerning the ability of ARC to maintain

aircraft stability and performance in the presence of actuator failures. Examples were pre-

sented for various types of failures, including loss of actuator authority, hard-over, and

floating actuator failures. These highlighted the ability of ARC (as well as SMC and AC)

to perform in the face of changing plant dynamics and large disturbances. If only these

things were shown, it would seem that the ARC control methodology was a panacea for all

control problems. However, there are many limitations involved when using ARC to obtain

a solution to a control problem. These will be highlighted in this section.

A. Rate and Position Limitations

The aircraft control problem is made more difficult by the rate and position limits placed

on the control surfaces. The rate limits effect the gain that a control can have, which in

turn limits the ability of a control to reject disturbances and account for errors. For linear

control, it is well known that to reject low frequency disturbances, a high gain is needed.

Because sliding mode control is approximated linearly in the boundary layer region, the

behavior of the controller will be similar to that of a linear controller while the error is in

this region. Increasing theε parameter, which adjusts the boundary layer thickness, lowers

the “gain” of the SMC portion of the control, but also serves to widen the region. For

the F-15, we observed that for the same gains for the sliding mode portion of the control,

ARC had a large advantage. The allowable gains for the SMC law were limited because of

rate limitations of the actuators on the F-15. This required a larger boundary layer region,

which resulted in larger steady state error for SMC. While all the testing for the F-15

and F-5 show that ARC is on the whole superior to SMC and AC, there are some cases



155

0 2 4 6 8 10 12
−20

−15

−10

−5

0

5

10

t (s)

q 
(d

eg
/s

)
q

des
ARC

Fig. XIII.1. ARC pitch axis response for F-5 aircraft under stab float failure with 2” stick

input

that show when things begin to break down. This is more apparent on the F-5. The F-5

has slower actuators, and a smaller range over which these actuators operate (particularly

the stabilators). This places a limit on what can be accomplished via ARC. An example

of this occurs for the F-5 aircraft when looking at larger command amplitudes during a

floating actuator failure. Figure XIII.1 shows the pitch axis response for the F-5 when

operating under a floating stabilator failure. The measure value of the error response for

this case is‖q−qdes‖L2Wcc = 157.4. Compared to the measure values of the response for

other command amplitudes, this is fairly high (see figure XI.16). This oscillitory response

is caused by the rate and position limits of the surfaces. Figure XIII.2 shows the right

stabilator position over time for the response int figure XIII.1. At aboutt = 4 seconds, the

stabilator reaches a position limit. This is because of the left stabilator position due to the

failure. At this time,α is approximately zero, meaning that the left stabilator is off of trim

by about -3 degrees. Therefore the right stabilator must compensate to keep the aircraft
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Fig. XIII.2. ARC right stabilator response for F-5 aircraft under stab float failure with 2”

stick input

from pitching (which in turn induces a roll moment). However, the upper position limit is

around 5 degrees, so it cannot compensate completely. This means that the limitations of

the aircraft itself keep the control from being able to perform. For this particular problem,

there is no control that can function unless more actuator authority is present (for example,

if the ailerons are used for pitch as well). While the position limit being reached explains

some of the error, it does not explain the largest portion of it. The larger tracking error

results from rate limitations. Figure XIII.3 shows the stabilator rate response versus time

for the same pitch rate command profile while the left stabilator is experiencing a failure.

The stabilator hits a rate limit several times throughout the maneuver. These occur at

times of the largest command rate and the largest change in amplitude. In particular, the

actuators seem to hit their limits when the pilot input goes from its largest value to its

smallest. These are the same times that we begin to see the largest discrepancies in tracking

as well. The SMC control law does not exhibit this behavior to as large of an extent, but
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Fig. XIII.3. ARC right stabilator rate response for F-5 aircraft under stab float failure with

2” stick input

it is observed there as well. There are two reasons for this. The first is the “high” gains

of system. The gains can be lowered to prevent this from happening, but this is at the

expense of performance for failure cases with smaller command amplitude and for the

hard-over failure cases. A second cause of the repetitive rate-limiting behavior lies in the

adaptive portion of the control. The integral action in the adaptive law begins to “wind

up” when a surface is saturated. The integral of the error increases, but increasing this

value in the control law can do nothing because the control is saturated. This effect can be

removed by changing the learning law to turn off when a surface is saturated and it learns

in a direction that continues to saturate the control. While this will not alleviate the high

gain problem itself, it helps to reduce some of the problems that occur when the control

surfaces do hit rate limits. This is how ARC and AC are implemented for the results shown

in section XI. The measure value of the error response for the command amplitude of

2” (shown in figure XI.16) is much smaller than the value of‖q−qdes‖L2Wcc = 157.4 for



158

0 2 4 6 8 10 12
−5

0

5

t (s)

q 
(d

eg
/s

)
q

des
arc

Fig. XIII.4. F-5 Pitch axis response for 1” stick inputs with -3 degree hard-over failure

the case shown in figure XIII.1. While this somewhat removes the negative effects of the

adaptive control, the resulting control is more complicated, and there is still some rate and

position limiting influence on the control.

While the floating actuator example dealt mainly with limitations that result from ac-

tuator rate saturation, another example can be formulated to show how the position limita-

tions can result in poor performance. For this example, the effect of a hard-over failure on

a maneuver will be considered for the F-5 aircraft. The F-5 stabilators have position limits

of +5.5 and -17 degrees and rate limits of±26 degrees per second. For level flight the trim

position of the stabilators is around 2 degrees, meaning that if a hard-over failure occurs

around more than -3.5 degrees from trim, there is no possible way for the aircraft to level

out at its current state (this is not entirely true because the control moment does not vary

linearly with stabilator position). The response shown in figure XIII.4 illustrates this.
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Fig. XIII.5. F-5 stabilator response for 1” stick inputs with -3 degree hard-over failure
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Although the aircraft does not become completely uncontrollable, tracking accuracy

is lost, and the aircraft is unable to level out. Figure XIII.5 shows the reason for this. The

failed surface is locked at -3 degrees. To compensate for the resulting pitch moment, the

right stabilator must induce an opposite pitch moment. However, the surface position limits

of the aircraft prevent this from occuring. For this failure, the aircraft cannot be stabilized

without the use of additional surfaces or the throttle (the pilot might reduce throttle to bring

pitch rate down, for example). In general, once the limits of the aircraft are reached, im-

proving the control cannot improve the response of the aircraft. As a sidenote, consider

figures XIII.6 and XIII.7. These figures show the pitch response and stabilator positions

for the same input profile, but with a failure amplitude of -2 degrees instead of -3 degrees.

These figures show that the performance of the aircraft for this case has improved im-

mensely over the case previously described. If the failure is in the opposite direction, the

position limit does not have an impact, and the resulting error response is as good if not

better than the nonlinear F-15 model respnoses. In this manner, the position limitations of

the aircraft play a huge role in what can be accomplished through control.
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B. Control Allocation

Not only do the properties of the aircraft limit the ability of the controller to perform, but the

control allocation plays a large role as well. Throughout the simulations, there has been a

constant control allocation for each model. For example, for the nonlinear F-15 simulation,

the synthetic actuator command was allocated to be applied in full to the ailerons and 1/4

to each stabilator. For the F-5, each set of actuators were assigned a specific axis (ailerons

for roll, stabilators for pitch, rudders for yaw). This control allocation is the same both

before and after the failure. When a failure occurs, the actual control allocation changes,

but the DI and outer loop controlers are unaware of this, so they compensate by high gain.

This means not only must the control laws account for the disturbance that results from

the failed actuator, but they must also overcome a complete and possibly instantaneous

change in plant structure. This change in plant structure can also be modeled as an input

related disturbance. With adaptive control, it is possible to estimate the plant in such a

way that the new structure could be learned, but with the addition of SMC, this becomes

more difficult. Without integrating the control allocation terms into the adaptive control,

the change in control effectiveness must be overcome by the high gain SMC portion of the

control. Coupled with the rate and position limitations, this hinders the performance that

can be acheived.

As a simple example, consider the linearized F-15 model under ARC control. Figure

XIII.8 shows the pitch rate response of the linearized F-15 model to a -10 degree hard-

over failure for the ARC response with a constant control allocation as well as with a new

control allocation. For the new control allocation, the control effectiveness was cut in half

to account for the loss of the 2nd pitch actuator. With a change in control allocation, there

is no model mismatch, and the only errors the control must overcome are small modeling

errors (from using a more simplified linear system for the DI) as well as the disturbance
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allocations

from the stuck control surface. For a full nonlinear case, the effect of a control allocation

change is not quite as straighforward, but the results are similar. The simple result shown

for the linear case in figure XIII.8 demonstrates the limitations of what can be accomplished

via outer loop control. However, while altering the control allocation scheme can be an

effective way to improve the performance of the control system, the difficulty lies in the

selection of a scheme without knowledge that a failure has indeed occurred. Therefore,

the results in figure XIII.8 are a “best case” scenario. While this problem is outside the

scope of this research, exploration of online control reconfiguration would certainly aide in

reducing the limitations of what can be acheived via outer-loop control.
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CHAPTER XIV

CONCLUSION

The problem of maintaining performance and control of an aircraft in the presence of con-

trol surface failures has been addressed. Control of the aircraft is maintained via nonlinear

dynamic inversion control (a form of feedback linearization) in conjunction with three dif-

ferent outer loop control laws: adaptive control, sliding mode control, and adaptive robust

control. Each of these outer loop control techniques offers different benefits. Adaptive

control is able to guarantee that the steady state tracking error of the system will decay

to zero when the source of aircraft modelling errors is purely “parameterized” uncertainty.

However, no such guarantee can be made in the presence of unstructured uncertainty (under

the right circumstances, the adaptive law can be proven to be bounded in the mean-squared

sense). In addition, when the persistence of excitation condition is not met, there are no

transient performance guarantees for the adaptive law. When a pilot is trying to perform

precision maneuvers in an aircraft, there is a substantial difference between the tracking

error asymptotically decaying to zero and exponentially decaying to zero. The inability of

adaptive control to guarantee exponential stability is a large drawback in terms of aircraft

performance (especially for fighter aircraft). A second outer loop control technique consid-

ered is sliding mode control. Sliding mode control is able to guarantee exponential decay

of tracking error to zero, which is extremely important in aircraft control. However, this

exponential decay requires the control law to be discontinuous. Such a control law is not

practical, and leads to chattering behavior when coupled with control surface rate limits. To

prevent this, a continuous approximation is used in practice. The result is that the tracking

error does not decay to zero, but to some boundary layer region around zero. Because of

the surface rate limits, the boundary layer region must be widened to keep the control gain

low in the linear region. This results in steady state error that can be quite large depend-
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ing on the size of the disturbance. The final outer loop control methodology considered is

termed adaptive robust control [21]. The control combines the adaptive and sliding mode

control methodologies into one control law. This allows the control law to retain the tran-

sient tracking error performance benefits of sliding mode control, while adding the steady

state error guarantess of adaptive control.

Each of the control methodologies was tested in the presence of several failure types,

including loss-of-surface effectiveness, actuator hard-over, and floating actuator failures.

The most extensive testing was performed for the hard-over failure condition. Each control

methodology was implemented on a linearized pitch axis model of the F-15, a full nonlin-

ear model of the F-15 IFCS aircraft (from NASA Dryden), and a nonlinear model of the

F-5A. All failure cases were tested on the linearized aircraft. Hard-over testing was per-

formed primarily on the nonlinear F-15 aircraft, while loss-of-surface and floating actuator

testing was performed on the F-5. The testing revealed that over a wide range of command

amplitudes and failure types, ARC was able to retain the tracking benefits of SMC, but

remove the steady state errors as well. A form of theL2 norm was defined to perform an

assessment of the tracking error responses based on performance criteria that would a pilot

be testing. This measure utilizes a frequency weighting on the error response to penalize

high-frequency behavior (specifically at frequencies above the desired handling qualities

specifications). The measure also penalizes errors based on the aggressiveness of the com-

mand input. Error is penalized more severely for smaller, slower command inputs than

for larger more quickly varying inputs. For the nonlinear simulations involving multiple

command axes, the aggressiveness of the command inputs in other axes is considered as

well.

Of the three failure types, loss-of-surface effectiveness failures present the simplest

case for the control methodologies to handle. For loss-of-surface effectiveness failures,

ARC and SMC perform much better than adaptive control. This type of failure tests the
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ability of each controller to track in the presence of model mismatch only. As more surface

effectiveness is lost, each control technique has a more difficult time tracking, however

the changes in ARC and SMC are much smaller than those for adaptive control. The loss

of effectiveness failure case demonstrates that the addition of the adaptive control law to

the sliding mode control law reduces the tracking performance only a very small amount.

Varying the command amplitude showed that tracking performance varied only a small

amount with command amplitude.

The hard-over failure condition was the most widely tested of the three failure types.

Three performance characteristics were analyzed for this failure condition: transient, track-

ing, and steady state performance. The transient and tracking performance analysis shows

that adaptive robust control retains the ability of sliding mode control to perform well in

the presence of large uncertainty. The steady state performance analysis shows that sliding

mode control retains large steady state errors and that the error increases as disturbance

size (failure amplitude) increases. To relate these characteristics a form of the frequency

weightedL2 norm was utilized to gauge the overall error response. In general, this analy-

sis showed that at low failure amplitudes, SMC and ARC perform similarly, but as failure

amplitude becomes large, the performance of SMC becomes very poor. This is due to the

steady state error and the requirement that SMC function near saturation. As command

amplitude is increased and as the maneuvers become more aggressive, the ability of each

control methodology to maintain performance levels declines. In general, ARC is less

sensitive to both command amplitude and aggressive maneuvers. For very aggressive ma-

neuvers the performance of ARC breaks down because of the relative performance of each

axis and control surface limitations.

Finally, the floating actuator failure mode was addressed. This failure mode revealed

the limitations of each control method to maintain performance in the face of parameter

varying disturbances. While ARC and SMC were able to perform relatively well in general
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(with ARC performing slightly better in general), the performance was poor with respect to

the hard-over failure mode. This failure type demonstrates the limitations of each control

methodology. It also opens the door to discussion about rate and position limitations and

their effects on the control problem. The rate limits of the aircraft surfaces and to a lesser

extent, the position limits severely limit what can be accomplished through outer loop

control. This is because the outer loop control techniques attempt to use “brute force” to

allow the aircraft to overcome DI mismatch. If the control laws could reconfigure the DI

law to account for the change in control effectiveness, the outer loop controls would be

much more effective.

The advantages of using adaptive control over adaptive control in this application

come in the form of performance gains. As shown in the simulation examples, the use

of ARC provides exponential convergence of tracking error. This prevents the necessity of

the persistence of excitation condition being satisfied in order to obtain this type of per-

formance (as is the case for adaptive control). With respect to sliding mode control, ARC

has the advantage of eliminating steady state error in the presence of disturbances. This

benefit can also serve to be a disadvantage to using ARC. If a failure occurs with ARC, the

disturbances are eliminated and the plane returns to “normal” flight. Once this occurs, the

pilot has no indication of how drastic the failure may be until he/she attempts a maneuver.

As a result, the pilot may attempt to perform maneuvers that may be physically impossible.

For SMC, when a failure occurs, there is a resulting steady state error as well. This helps

the pilot assess how drastic the failure is, and that if it persists. The pilot can then make

adjustments to his or her flying based on the knowledge that there is a failure.

On the whole, adaptive robust control allows an aircraft under dynamic inversion con-

trol to preserve its performance and maneuverability in the presence of various failures.

The performance of the aircraft under adaptive robust control is similar to that of a healthy

aircraft. This is accomplished without any control reconfiguration or online fault detection
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algorithms. The performance is maintained for large failure amplitudes and for aggressive

maneuvers.
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CHAPTER XV

RECOMMENDATIONS FOR FUTURE WORK

The discussion presented thus far in the thesis has centered around implementation of adap-

tive robust control as an outer loop to dynamic inversion control. While this implementation

performs well in the face of modelling uncertainties and actuator failures, there are many

further developments that can be pursued to improve the response of the aircraft. The con-

trol allocation scheme is one area where the control could be improved. As mentioned

previously, much can be accomplished by altering the control allocation. Currently, no

adaptation is being performed with respect to the impact that the control has on the state

evolution of the system. Any deviation from the nominal performance is treated as a dis-

turbance and lumped with unstructured uncertainty. If the control allocation were able to

be reconfigured in the face of failures, the control authority could be applied to the actu-

ators in such a way as to eliminate the parametric uncertainties and reduce the problem

to one of disturbance rejection. This could be applied in the inner loop or the outer loop.

Further work is necessary to include the adaptation of the control authority (in the outer

loop) into ARC. Future work is also needed to lessen the requirements needed for ARC to

ensure exponential tracking error convergence. ARC requires that the adaptation parame-

ter be bounded above and below by some value for the performance to be guaranteed. In

particular, when there is no guarantee of PE, this can be a very restrictive condition. It also

means that for the adaptive bounds to be extended, the gains of the sliding mode portion of

the control must be higher. Further research into the removal of these bounds is important

to extend the convergence properties of the adaptive portion of the ARC control law and

to lessen the restrictions of the control law needed to provide good exponential tracking

performance.
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