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ABSTRACT

An accurate and generalized global retrieval algorithm from satellite observations

is a prerequisite to understand the radiative effect of atmospheric aerosols on the

climate system. Current operational aerosol retrieval algorithms are limited by the

inversion schemes and suffering from the non-uniqueness problem. In order to solve

these issues, a new algorithm is developed for the retrieval of non-spherical dust

aerosol over land using multi-angular radiance and polarized measurements of the

POLDER (POLarization and Directionality of the Earth’s Reflectances) and wide

spectral high-resolution measurements of the MODIS (MODerate resolution Imaging

Spectro-radiometer).

As the first step to account for the non-sphericity of irregularly shaped dust

aerosols in the light scattering problem, the spheroidal model is introduced. To solve

the basic electromagnetic wave scattering problem by a single spheroid, we developed

an algorithm, by transforming the transcendental infinite-continued-fraction-form

eigen equation into a symmetric tri-diagonal linear system, for the calculation of

the spheroidal angle function, radial functions of the first and second kind, as well

as the corresponding first order derivatives. A database is developed subsequently

to calculate the bulk scattering properties of dust aerosols for each channel of the

satellite instruments.

For the purpose of simulation of satellite observations, a code is developed to solve

the VRTE (Vector Radiative Transfer Equation) for the coupled atmosphere-surface

system using the adding-doubling technique. An alternative fast algorithm, where all

the solid angle integrals are converted to summations on an icosahedral grid, is also

proposed to speed-up the code. To make the model applicable to various land and
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ocean surfaces, a surface BRDF (Bidirectional Reflectance Distribution Function)

library is embedded into the code.

Considering the complimentary features of the MODIS and the POLDER, the

collocated measurements of these two satellites are used in the retrieval process.

To reduce the time spent on the simulation of dust aerosol scattering properties, a

single-scattering property database of tri-axial ellipsoid is incorporated. In addition,

atmospheric molecule correction is considered using the LBLRTM (Line-By-Line Ra-

diative Transfer Model). The Levenberg-Marquardt method was employed to retrieve

all the interested dust aerosol parameters and surface parameters simultaneously. As

an example, dust aerosol properties retrieved over the Sahara Desert are presented.
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NOMENCLATURE

AERONET AErosol RObotic NETwork

ADDA Amsterdam Discrete Dipole Approximation

ADT Anomalous Diffraction Theory

BLAS Basic Linear Algebra Subroutine

BRDF Bidirectional Reflectance Distribution Function

BPDF Bidirectional Polarization Distribution Function

CCN Cloud Condensation Nuclei

CNES French Space Agency

DDA Discrete Dipole Approximation

DoLP Degree of Linear Polarization

EOFs Empirical Orthogonal Functions

EPC Extended Precision Calculation

FDTD Finite Difference Time Domain Method

GOME-2 Global Ozone Monitoring Experiment-2

HITRAN HIgh-resolution TRansmission molecular AbsorptioN database

IGOM Improved Geometric Optics Method

LBLRTM Line-By-Line Radiative Transfer Model

LUT Look-Up-Table

NASA National Aeronautics and Space Administration

MISR Multi-angle Imaging Spectro-Radiometer

MODIS MODerate resolution Imaging Spectro-radiometer

PARASOL Polarization and Anisotropy of Reflectances for Atmospheric

Sciences coupled with Observations from a Lidar
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POLDER POLarization and Directionality of the Earth’s Reflectances

PSTD Psudo-Spectral Time Domain method

SEM Scanning Electron Microscope

SOS Successive Order of Scattering Method

SVM Separation of Variables Method

SMART Simulated MISR Ancillary Radiative Transfer

TOA Top Of Atmosphere

UV UltraViolet

VDISORT Vector DIScrete Ordinates Radiative Transfer program

for a multi-layered plane-parallel medium

VRTE Vector Radiative Transfer Equation
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1. INTRODUCTION

Aerosol refers to a dispersion of solid and liquid particles suspended in a gas. The

earth’s atmosphere contains aerosols of various types, such as dust, smoke, sea salt,

soot, pollen, spores, bacteria, etc. As is shown in Figure 1.1, atmospheric aerosols

can impact the earth radiation budget and climate through their direct and indirect

effects ([18]). Scattering the shortwave solar radiation and absorbing the long-wave

thermal radiation, atmospheric aerosols directly modify the energy budget of the

earth ([46]); Acting as the CCN (Cloud Condensation Nuclei), atmospheric aerosols

increase the number concentration and the lifetime, but reduce the size of cloud

particles, through which they affect the climate and hydrological cycle indirectly

([40]). Due to chemical, microphysical, spatial and temporal variability of aerosols,

the total radiative effect remains uncertain both in magnitude and even in sign,

with an estimated uncertainty on the order of 2W · m−2 which is comparable to

the radiative forcing of well-mixed greenhouse gases ([42], [18]). Therefore, accurate

characterization of aerosol is considered as a major challenge in the atmospheric sci-

ence. Mineral dust aerosol, originating in desert and semi-arid areas, is one of the

largest contributors to the mass loading of atmospheric aerosols. The major source

of natural dusts in the world is the Sahara Desert, where the dusts are uplifted by

convections over hot desert areas and reach the top of the troposphere ([48]). These

dusts can spread across the Mediterranean ocean and the Atlantic ocean, and travel

thousands of kilometers to Europe and South America by large-scale atmospheric

circulations (see Figure 1.2). Another important source of dust aerosols is the Gobi

Desert, which may affect eastern Asia and even western North America. Through

the long-range transportation, dust aerosols are present worldwide and influence not
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Figure 1.1: Schematic diagram showing direct and indirect effects of atmospheric
aerosols.

only the local but also the global climate. During the transport process, dust aerosols

may undergo significant changes in concentration, particle size distribution, particle

shape and chemical composition, which result in the difficulty to evaluate the total

radiative effect on the climate forcing ([50], [26]). Thus, estimation of the radiative

forcing of dust aerosols requires globally resolving the spatial and temporal configura-

tion of these parameters. A promising way to retrieve dust aerosol parameters on the

global scale is by space-borne satellite observations. Satellite instruments that are

currently used for the operational remote sensing of aerosols can be divided into the

following four categories ([25]): (a) multispectral single-viewing-directional radiome-

ter, such as the MODIS (MODerate resolution Imaging Spectro-radiometer); (b)

multispectral multi-viewing-directional radiometer, such as the MISR (Multi-angle

Imaging Spectro-Radiometer); (c) multispectral single-viewing-directional radiome-

ter and polarimeter, such as the GOME-2 (Global Ozone Monitoring Experiment-2);
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Figure 1.2: Saharan dust aerosols were blown away from the west coast of Africa,
traveling over the Atlantic Ocean and reaching the east coast of South America as
is observed by the MODIS/Aqua on March 10, 2012.

(d) multispectral multi-viewing-directional radiometer and polarimeter, such as the

POLDER (POLarization and Directionality of the Earth’s Reflectances).

Two MODISs were launched successively in December 1999 and May 2002 on-

board NASA’s (National Aeronautics and Space Administration) Terra and Aqua

satellites. Both of the MODISs have 36 channels spanning a wide spectral range

from 0.41 to 15 µm with various resolutions from 250 m to 1 km. There are two

entirely independent algorithms to retrieve dust aerosol parameters over dark sur-

faces and over bright surfaces for the MODISs. The dark land algorithm, also known

as the dark target approach, is applicable only when the surface albedo is smaller

than 0.25 at the 2.13 µm band ([41]). In this algorithm, the surface albedo for the

2.13 µm band, where the atmosphere is nearly transparent, is obtained first and

then the surface albedos at the visible spectrum are derived based on an empirical

relationship. The estimated surface albedos and the measured reflectances are then
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input into a LUT (Look-Up-Table) to retrieve dust aerosol optical thicknesses at the

0.47 and 0.66 µm bands. To fill in data gaps of the dark target approach, the Deep

Blue algorithm is developed for dust aerosol retrieval over bright surfaces, particu-

larly over desert regions ([21]). At the blue channels, the surface contributions to

the reflectances at the TOA (Top Of Atmosphere) are relatively low, which allows

for more contrast to separate the dust signals. Before the retrieval process, a land

surface reflectivity database is generated using the minimum reflectivity technique,

by which the seasonal and regional land surface reflectivity can be determined ([21]).

Dust aerosol parameters are then obtained by searching a LUT generated by an

empirical dust model and using the maximum likelihood method.

Also onboard the Terra platform, the MISR is viewing the earth at four spectral

bands (446, 558, 672 and 866 nm) and nine fixed viewing zenith angles (0◦, ±26.1◦,

±45.6◦, ±60.0◦ and ±70.5◦) in the along-track direction with the cross-track ground

spatial resolution of 275 m or 1.1 km. The MISR dust aerosol retrieval algorithm is

based on a principal component analysis of spatial contrasts of the multispectral and

multi-angle measurements, from which EOFs (Empirical Orthogonal Functions) in

every view zenith angles are derived to describe the directional surface reflectivities

([31]). The atmospheric path radiances at different optical depths are pre-computed

for 74 aerosol models and stored in the SMART (Simulated MISR Ancillary Radiative

Transfer) dataset. During the retrieval process, each model with certain optical depth

is tested by checking a fit function. Any aerosol model with the corresponding optical

depth that passes a minimum criterion is considered to be a successful retrieval.

Despite the success in retrieving the dust aerosol optical depth and particle size,

satellite remote sensing of dust aerosols based on radiance measurements alone en-

counters severe non-uniqueness problem when more aerosol information is involved

([35]). Within the instrumental error, the optimal estimation cannot determine which
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aerosol model is the best fit to the measurements among those with different opti-

cal thicknesses, refractive indices, effective radii and shapes, especially for aerosol

retrieval over a bright land surface. Even with constraints from multi-angular ra-

diance measurements, it is still not sufficient to find a unique solution with a high

enough accuracy. However, it is suggested that the combined multi-angular po-

larization and radiance measurements are able to provide aerosol properties with

an accuracy needed for a long-term global climate research, even when the surface

properties are unknown ([17]). The reason is that light scattered by atmospheric

molecules and dust aerosols are strongly polarized and the angular features are sen-

sitive to the microphysical properties, while light scattered by surfaces are weakly

polarized and spectrally gray in visible spectral range ([25]). Thus, the comprehen-

sive multi-spectral multi-angular radiance and polarized measurements provide an

unprecedented opportunity to investigate the dust aerosol properties over land.

Launched in December 2004 by the CNES (French Space Agency), the POLDER,

onboard the PARASOL (Polarization and Anisotropy of Reflectances for Atmo-

spheric Sciences coupled with Observations from a Lidar), is the only instrument

in orbit that provides radiance measurements at nine bands (443, 490, 565, 670, 763,

765, 865, 910 and 1020 nm) and linear polarization at three bands (490, 670 and

865 nm) in up to 16 directions per pixel with a moderate nadir resolution of 6 km

× 7 km. The scheme of aerosol retrieval is based on the polarized measurements

at the 670 nm or 865 nm bands only, where the polarized light reflected by ground

targets is small as is suggested by the ground-based measurements ([8]). Due to

the large uncertainties introduced by the low spatial resolution, the polarized mea-

surements are modeled only to the first order by considering the direct reflection of

the surface, the single scattering of aerosols and atmospheric molecules. The surface

BPDF (Bidirectional Polarization Distribution Function) is approximately calculated
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through a semi-empirical model developed by Nadal and Bréon ([38]). Aerosols are

assumed to be non-absorbing spherical particles with mono-modal size distributions.

The Angstrom exponent and the optical depth are retrieved with the corresponding

aerosol model that gives the minimum residual error.

Even though the POLDER/PARASOL has been in orbit for a decade, the devel-

opment of an inversion scheme, which is capable of an efficient and accurate retrieval

of more aerosol parameters that people are interested in, is still an ongoing research

task. In the current operational POLDER/PARASOL aerosol retrieval algorithm

over land, the following issues are recognized: (a) Over dust aerosol source regions

or in a dust storm season, the multiple scattering effect of aerosols may not be ig-

nored; (b) Based on the polarized measurements only, this algorithm lost valuable

information of the surface BRDF; (c) The precision of the obtained aerosol character-

istics are limited by the semi-empirical surface BPDF model, which introduces more

significant error as wavelength becomes shorter or aerosol loading becomes larger;

(d) The single-scattering models of dust aerosols are oversimplified by assuming the

spherical shape and omitting the imaginary part of the refractive index, which may

lead to misinterpretation of the measurements and substantial errors in the retrieved

aerosol parameters; (e) Depending significantly on the selection of the limited num-

ber of fixed dust aerosol models, the retrieval quality may vary for different seasons

and regions, and no continuous aerosol properties can be retrieved.

In this work, we retrieved the dust aerosol properties, including aerosol optical

thickness, fine mode mean radius, coarse mode mean radius, aerosol layer height

and aerosol aspect ratio, over land with satellite observations, especially over the

most challenging dust aerosol source regions. Considering the limitation of the low

spatial resolution and narrow spectral range of the POLDER/PARASOL, we used

the collocated MODIS/Aqua and POLDER/PARASOL data. In order to make full
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use of the capability of multi-spectral multi-angular radiance and polarized measure-

ments, all the available components of Stokes vector (I, Q, U) will be considered in

the retrieval process. The aerosol model and Surface BRDF model have also been

improved by incorporating a newly developed single-scattering property database of

non-spherical dust aerosols and a surface BRDF library, respectively. The tradi-

tional LUT based retrieval algorithm has been abandoned and substituted by a new

iterative method, which allows for obtaining aerosol parameters as well as surface

parameters simultaneously and continuously.

The remaining content of this dissertation is organized as follows: In Section 2,

we introduce the numerical simulation for the single-scattering properties of non-

spherical dust aerosols. Concepts of light scattering are first given. Specially, we

use spheroidal models to account for the non-sphericity of dust aerosols and de-

velop a new algorithm for the computation of spheroidal angle and radial functions

as well as their first order derivatives. A newly developed single-scattering prop-

erty database and the calculation of narrowband bulk scattering properties of dust

aerosols that will be used in the following retrieval process is also introduced. In

Section 3, the forward model for simulation of radiometric and polarimetric mea-

surements of satellite is discussed. With the adding-doubling technique, we develop

an efficient code to solve the VRTE (vector radiative transfer equation) for polarized

light propagation in the plane-parallel atmosphere-surface system. The numerical

techniques that have been implemented in the code to achieve the high efficiency

are also reviewed. Moreover, we introduce a surface BRDF library imbedded in the

code to simulate reflection properties of various land and ocean surfaces. In order

to further accelerate the code when a moderate precision is acceptable, a fast al-

gorithm based on an ichosahedral grid is discussed. In Section 4, we introduce the

aerosol retrieval algorithm for non-spherical dust aerosols over land using the col-
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located measurements from the MODIS/Aqua and the POLDER/PARASOL. The

absorption and Rayleigh scattering of atmospheric molecules are taken into account

through the LBLRTM (Line-By-Line Radiative Transfer Model). Instead of using

the traditional LUT technique, we introduce an iterative method, which is based

on the Levenber-Marquardt method, to solve the nonlinear inverse problem numer-

ically. An application of the retrieval algorithm for the dust aerosol properties over

the Sahara Desert is presented at the end. In the last fifth Section, we make a brief

summarization and propose some interesting projects that may be considered in the

future studies.
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2. SINGLE-SCATTERING PROPERTIES OF NON-SPHERICAL DUST

AEROSOLS

2.1 Introduction∗

As the basis of aerosol remote sensing, light scattering properties of dust aerosols

must be known first ([28]). In laboratory studies ([53]), SEM (Scanning Electron

Microscope) images have shown that dust aerosols are usually irregular in shape (see

Figure 2.1). The particle size of dust aerosols may range from sub-micron to tens of

microns and the particle size distribution is approximately in a bi-modal log-normal

form (Figure 2.2). By measuring the absorption of dust aerosols, the imaginary

part of refractive index can be obtained ([39]). The real part of the refractive index

can then be derived through the Kramers-Kronig relations ([45]). In the visible

spectral range, the real part of the refractive index is around 1.5 and the particle

is almost non-absorbing (see Figure 2.6). However, limited by the experimental

technique, the scattering cross-sections and phase matrices of dust aerosols could

only be measured at a few fixed wavelengths and in a limited angle range, where

the most important forward and backward scattering features are lost (see Figure

2.3). Numerical simulations provide an alternative way to obtain the knowledge

of these optical properties. The theory of electromagnetic wave scattering has been

well established ([51]). Many computational methods have been developed for specific

scattering problems, such as the Lorenz-Mie theory ([3]), the T-matrix method ([33]),

the DDA (Discrete Dipole Approximation, [61]), the FDTD (Finite Difference Time

Domain method, [58]), the PSTD (Psudo-Spectral Time Domain Method, [30]), the

∗Figures 2.1, 2.2, and 2.3, are reprinted with permission from “Scattering matrices of mineral
aerosol particles at 441.6 nm and 632.8 nm,” Journal of Geophysical Research-Atmospheres 106,
17375-17401, Copyright 2001 by John Wiley and Sons.
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Figure 2.1: SEM images of aerosol samples ([53]). From top-left to bottom-right:
(a) feldspar, (b) loess, (c) volcanic ash, (d) quartz, (c) red clay, (d) Saharan dust.

Figure 2.2: Size distribution of the Sahara dust sample versus log r, where the radius
r is in µm. V, S, and N denote volume size distribution, surface area size distribution,
and number size distribution, respectively ([53]).
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Figure 2.3: Phase matrix of the Sahara sand sample measured with the Helium-
Chromium laser at wavelength 441.6 nm ([53]).
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IGOM (Improved Geometric Optics Method, [57]), the Rayleigh-Gans approximation

([3]), and the ADT (Anomalous Diffraction Theory, [59]). The Lorenz-Mie theory

solves the scattering of a single spherical particle analytically, whose results are

usually considered as the benchmark for other methods because of its efficiency and

accuracy. Spherical models have been widely used in modeling of various particles

in the atmospheric science. However, it has been shown that using the spherical

model for irregularly shaped dust aerosols may introduce significant error in the

radiative transfer simulation ([60]). Therefore, it is preferred to find a non-spherical

dust aerosol model, which is able to be computed with existing methods, to take

into account the non-sphericity effect. As approximated methods, the IGOM, the

Rayleigh-Gans approximation, and the ADT have their own feasible scopes. For

example, the IGOM requires that the size parameter of the particle is larger than 30

([2]); the Rayleigh-Gans approximation is only valid for small soft particles (refractive

index is close to 1, [3]); the ADT may fail if the particle is not large or soft enough

([59]). Considering the fact that the refractive index of dust aerosols is relative

large and the size parameter may range from several hundredths to several hundreds

in the visible spectrum, these approximated methods may not be appropriate for

light scattering simulations of dust aerosols in a general case. On the other hand,

numerical methods, including of the DDA, the FDTD, and the PSTD, can be applied

to any sized particle in arbitrary shapes, theoretically. Nevertheless, due to the

limitation of computation resources, they are seldom used to calculate particles with

a size parameter larger than 50 even through parallel computation using a super

computer nowadays. As a semi-analytical method, the T-matrix method can roughly

cover the size parameter range of dust aerosols in the visible spectrum. Since the

T-matrix method is only efficient for particles with the revolution symmetry, the

spheroidal model, along with a parameter aspect ratio that is defined as the rotational
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symmetric axis (or the polar axis) over the equatorial diameter, has been introduced

to model non-spherical dust aerosols ([9]).

Unfortunately, in spite of the success of the T-matrix method for small near-

sphere particles, T-matrix method can hardly converge to the correct solution when

the aspect ratio becomes larger than 4 or the size parameter exceeds 150 even with

the extended precision ([34]). The reason is that most T-matrix codes are imple-

mented in spherical coordinates, which may not fit into the symmetry of the scatter-

ing problem. The SVM (Separation of Variables Method) in spheroidal coordinates

has already been applied to simulate light scattering of a single spheroidal particle

with an extreme high aspect ratio ([12]). It was found that spheroidal coordinates

are more suitable for the symmetry of the scattering problem. A semi-analytical

T-matrix method in spheroidal coordinates has also been developed ([43]). How-

ever, one thing that is limiting the development of solving scattering problems in

spheroidal coordinates is that no efficient computation codes of spheroidal functions

are available. Therefore, it is worthy to make the effort to develop a new algorithm

for spheroidal functions.

Alternatively, it is also possible to use a combination of the available methods and

take advantage of the complimentary feasible scopes to cover the whole interested pa-

rameter ranges of spheroids. Following this idea, a new database of single-scattering

properties of tri-axial ellipsoidal mineral dust aerosols has been developed recently

([32]). By implementing a kernel method ([52]), the database allows for an efficient

derivation of the bulk optical properties for a given distribution of particle micro-

physical parameters (i.e., refractive index, size parameter and aspect ratio). We

adopt the database in our following radiative transfer calculations.

The remaining part of this section is organized as follows: In Subsection 2.2,

we review the fundamental theory of electromagnetic scattering by a single particle,
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where some concepts and definitions that will be used in the following sections are

given. In the third subsection, a new algorithm to calculate the spheroidal functions

is introduced. The database of single-scattering properties of tri-axial ellipsoidal

mineral dust aerosols is presented in Subsection 2.4. In the fifth subsection, the

narrowband bulk scattering properties of dust aerosols for the satellite remote sensing

are discussed. A summary of this section is given in the last subsection.

2.2 Fundamental Theory of Single Electromagnetic Scattering

The general light scattering problem of dust aerosols cannot be fully covered in

this section, we limit our treatment to the single-scattering of electromagnetic wave.

The first assumption here is that particles are widely separated and randomly po-

sitioned, so that each particle scatters light independently as if all other particles

do not exist, and there are no systematic phase relations between electromagnetic

waves scattered by different particles (which means the Stokes vectors of the partial

electromagnetic waves can be added incoherently). Second, only the scattering in

the far-field region will be considered, where the propagation of the scattered wave

is away from the particle, and the scattered field is polarized transverse to the prop-

agation direction and decays inversely with distance from the particles. Third, the

scattering is assumed to be elastic so that the scattered light has the same frequency

as the incident light. This excludes quantum phenomena such as the Raman scatter-

ing or the fluorescence. Fourth, we will consider only time-harmonic monochromatic

light by assuming that the complex amplitude of the electric field fluctuates with a

frequency much smaller than the frequency in the time factor exp(−iωt). In other

words, we will consider only scattering by individual particles within the framework

of the Maxwell’s equations and linear optics.

The Maxwell equations form the theoretical basis of light scattering problems. In
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SI units, the set of the four Maxwell equations is given by

∇ ·D(r, t) = ρ(r, t), (2.1)

∇ ·B(r, t) = 0, (2.2)

∇× E(r, t) = −∂B(r, t)

∂t
, (2.3)

∇×H(r, t) = J(r, t) +
∂D(r, t)

∂t
, (2.4)

where D is the electric displacement, B is the magnetic induction, E is the electric

field, H is the magnetic field, and ρ and J are the macroscopic free charge and current

density, respectively.

The vector fields D,B,E,H in equations (2.1)-(2.4) are related by

D(r, t) = ε0E(r, t) + P(r, t), (2.5)

H(r, t) =
1

µ0

B(r, t)−M(r, t), (2.6)

where P is the electric polarization (average electric dipole moment per unit volume)

M is the magnetization (average magnetic dipole moment per unit volume), and ε0

and µ0 are the electric permittivity and the magnetic permeability of free space,

respectively.

To uniquely determine the electric and magnetic fields, equations (2.1)-(2.6) must

be supplemented with the so-called constitutive relations:

P(r, t) = ε0χ(r)E(r, t), (2.7)

B(r, t) = µ(r)H(r, t), (2.8)

J(r, t) = σ(r)E(r, t), (2.9)
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where χ is the electric susceptibility, µ is the magnetic permeability and σ is the

conductivity. Define electric permittivity as

ε(r) = ε0[1 + χ(r)] (2.10)

so that

D(r, t) = ε(r)E(r, t). (2.11)

For linear and isotropic media, χ, µ, σ, and ε are scalars independent of the fields.

The Maxwell equations in the differential form (e.g., equations (2.1)-(2.4)) are

strictly valid only when constitutive parameters χ, µ, and σ vary continuously. Across

the medium interface where constitutive parameters change abruptly, the boundary

conditions can be derived from the Maxwell equations in the integral form. The

resulting relations for the fields of medium 1 and medium 2 at the interface are

n̂ · (B2 −B1) = 0, (2.12)

n̂ · (D2 −D1) = ρs, (2.13)

n̂× (E2 − E1) = 0, (2.14)

n̂× (H2 −H1) = Js. (2.15)

where n̂ is a unit vector in the local normal direction to the interface, pointing from

medium 1 toward medium 2, ρs is the surface charge density, and Js is the surface

current density.

Assume that all fields and sources are monochromatic. It is possible to represent

the real monochromatic fields with the time-independent components of the complex
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fields and the time factor exp(−iωt), e.g.,

E(r, t) =
1

2
[E(r) exp(−iωt) + E∗(r) exp(iωt)]. (2.16)

Then equations (2.1)-(2.4) yield the following frequency-domain Maxwell equation

for the time-independent components of the complex fields:

∇ · [ε(r, ω)E(r)] = 0, (2.17)

∇ · [µ(r, ω)H(r)] = 0, (2.18)

∇× E(r) = iωµ(r, ω)H(r), (2.19)

∇×H(r) = −iωε(r, ω)E(r), (2.20)

where

ε(r, ω) = ε(r, ω) + i
σ(r, ω)

ω
. (2.21)

is the so-called complex permittivity. Note that the constitutive parameters here are

also functions of frequency ω if the medium is time-dispersive.

Now we consider the scattering of a monochromatic plane wave by a fixed homo-

geneous particle immersed in an infinite homogeneous and non-absorbing medium.

The frequency-domain monochromatic Maxwell curl equations (2.19) and (2.20) can

be written as

∇× E(r) = iωµ1H(r)

∇×H(r) = −iωε1E(r)

 outside the particle, (2.22)

∇× E(r) = iωµ2H(r)

∇×H(r) = −iωε2E(r)

 inside the particle. (2.23)
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By assuming that the scattering particle and the host medium are nonmagnetic,

i.e., µ2 = µ1 = µ0, where µ0 is the permeability of a vacuum, the vector wave

equations (or the vector Helmholtz equations) can be derived from equations (2.23)

and (2.23):

∇2E(r) + k2
1E(r) = 0, inside the particle, (2.24)

∇2E(r) + k2
2E(r) = 0, outside the particle, (2.25)

where k1 = ω(ε1µ0)1/2 and k2 = ω(ε2µ0)1/2 are the wave numbers in the host medium

and the scattering particle, respectively.

If the scattering particle is not present (e.g. k2 = k1), the incident plane electro-

magnetic wave

Einc(r) = Einc
0 exp(ik1n̂

inc · r), (2.26)

where n̂inc·Einc(r) = 0, is just a solution to the equations (2.24) and (2.25); When the

scattering particle is present, the scattered field is defined as the difference between

the total field and the incident field, i.e.,

Esca(r) = E(r)− Einc(r). (2.27)

Regarding the boundary conditions, equations (2.12)-(2.15) only require that the

tangential components of the total field E are continuous across the surface of the

scattering particle. Moreover, at the infinity, the outgoing wave condition requires

that

lim
r→∞

r(
∂Esca

∂r
− ik1E

sca) = 0. (2.28)

Define the dimensionless size parameter x = k1a with a the radius of the cir-
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cumsphere of the scattering particle. In the far-field region, where k1r � 1 and

k1r � x2/2, the scattered field Esca becomes spherical that decays inversely with

distance r and is transversely polarized, i.e. n̂sca · Esca(r) = 0. Since both of the

incident and scattered fields are perpendicular to the propagation directions, we may

decompose the fields as

Einc(r) = Einc
‖ (r, n̂inc)êinc‖ + Einc

⊥ (r, n̂inc)êinc⊥ , (2.29)

Esca(r) = Esca
‖ (r, n̂sca)êsca‖ + Esca

⊥ (r, n̂sca)êsca⊥ , (2.30)

where ê⊥ is a unit vector perpendicular to the scattering plane (namely, the plane

constructed by the vectors n̂inc and n̂sca), i.e. ê
inc/sca
⊥ = n̂inc× n̂sca, and ê‖ is a vector

parallel to the scattering plane such that n̂ = ê‖× ê⊥. In the far-field approximation,

the scattered wave is related to the incident wave by

Esca
‖

Esca
⊥

 =
exp(ik1r)

r
S(n̂sca, n̂inc)

Einc
‖

Einc
⊥

 , (2.31)

where S is a 2 × 2 complex amplitude scattering matrix that linearly transforms

the electric field vector components of the incident wave into the electric field vector

components of the scattered wave.

Laboratory optical instruments cannot directly measure the electric field of a

beam of light but rather measure some quantities related to the energy flux (or irra-

diance) of the beam that are quadratic combinations of the electric field components.

Therefore, the Stokes vector of a monochromatic transverse electromagnetic wave is
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introduced as

Ĩ =



Ĩ

Q̃

Ũ

Ṽ


=

1

2

√
ε

µ



E‖E
∗
‖ + E⊥E

∗
⊥

E‖E
∗
‖ − E⊥E∗⊥

−E‖E∗⊥ − E⊥E∗‖
i(E⊥E

∗
‖ − E‖E∗⊥)


. (2.32)

For an monochromatic electromagnetic wave, Ĩ2 = Q̃2 + Ũ2 + Ṽ 2. For quasi-

monochromatic electromagnetic wave that are incoherent mixtures of many monochro-

matic waves, Ĩ2 ≥ Q̃2 + Ũ2 + Ṽ 2. The ratio DoLP =
√

(Q̃2 + Ũ2 + Ṽ 2)/Ĩ2 ≤ 1 is

called the degree of polarization which is equal to unity for fully polarized light,

while the ratios
√

(Q̃2 + Ũ2)/Ĩ2 and Ṽ /Ĩ are called the degrees of linear and circular

polarization, respectively. For unpolarized or natural light, Q̃ = Ũ = Ṽ = 0.

The Stokes vector is always defined with respect to a reference plane, the scat-

tering plane in this case. If the reference plane is rotated through an angle θ in the

anticlockwise direction when looking in the direction of propagation, the transfor-

mation of the original Stokes vector Ĩ into the new Stokes vector Ĩ′ is given by a 4

× 4 rotation matrix L:

Ĩ′ = L(θ)Ĩ =



1 0 0 0

0 cos 2θ sin 2θ 0

0 − sin 2θ cos 2θ 0

0 0 0 1


Ĩ. (2.33)

Following the definition of the amplitude scattering matrix and the Stokes vector,

the transformation of the Stokes vector of the incident plane wave into the scattered

spherical wave due to light scattering by a single particle is given by

Ĩsca =
1

r2
Z̃(n̂sca, n̂inc)Ĩinc, (2.34)
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where Z̃(n̂sca, n̂inc) is the 4 × 4 phase matrix whose elements can be expressed in

terms of elements of amplitude scattering matrix S(n̂inc, n̂inc) as:

Z̃11 =
1

2
(|S11|2 + |S12|2 + |S21|2 + |S22|2), (2.35)

Z̃12 =
1

2
(|S11|2 − |S12|2 + |S21|2 − |S22|2), (2.36)

Z̃13 = −Re(S11S
∗
12 + S22S

∗
21), (2.37)

Z̃14 = −Im(S11S
∗
12 − S22S

∗
21), (2.38)

Z̃21 =
1

2
(|S11|2 + |S12|2 − |S21|2 − |S22|2), (2.39)

Z̃22 =
1

2
(|S11|2 − |S12|2 − |S21|2 + |S22|2), (2.40)

Z̃23 = −Re(S11S
∗
12 − S22S

∗
21), (2.41)

Z̃24 = −Im(S11S
∗
12 + S22S

∗
21), (2.42)

Z̃31 = −Re(S11S
∗
21 + S22S

∗
12), (2.43)

Z̃32 = −Re(S11S
∗
21 − S22S

∗
12), (2.44)

Z̃33 = Re(S11S
∗
22 + S12S

∗
21), (2.45)

Z̃34 = Im(S11S
∗
22 + S21S

∗
12), (2.46)

Z̃41 = −Im(S21S
∗
11 + S22S

∗
12), (2.47)

Z̃42 = −Im(S21S
∗
11 − S22S

∗
12), (2.48)

Z̃43 = Im(S22S
∗
11 − S12S

∗
21), (2.49)

Z̃44 = Re(S22S
∗
11 − S12S

∗
21). (2.50)

In general, only 7 of the phase matrix elements of a single particle are independent.

For randomly oriented particles with each particle a plane of symmetry, the en-

semble averaged phase matrix per particle 〈Z̃〉 is invariant with respect to the choice

of the scattering plane and depends only on the scattering angle Θ between the inci-
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dent and the scattered directions, where cos Θ = n̂sca · n̂inc. Therefore, the scattering

matrix has the well-known block-diagonal structure

P(Θ) =
4π

Csca
〈Z̃(n̂sca, n̂inc)〉 =



a1(Θ) b1(Θ) 0 0

b1(Θ) a2(Θ) 0 0

0 0 a3(Θ) b2(Θ)

0 0 −b2(Θ) a4(Θ)


, (2.51)

where the ensemble averaged scattering cross-section per particle Csca, which is de-

fined as the total monochromatic power removed from the incident beam resulting

solely from light scattering by the particle over the monochromatic incident energy

flux, is given by

Csca = 2π

∫ +1

−1

〈Z̃11(Θ)〉d(cos Θ), (2.52)

and the normalization factor 4π/Csca follows from the conventional normalization

condition for the phase function a1 (or P11):

1

2

∫ +1

−1

a1(Θ)d(cos Θ) = 1. (2.53)

The ensemble averaged extinction cross-section per particle, Cext, which is defined as

the total monochromatic power removed from the incident beam over the monochro-

matic incident energy flux, is given by

Cext =
2π

k
Im[〈S11(n̂, n̂)〉+ 〈S22(n̂, n̂)〉]. (2.54)

the ensemble averaged absorption cross-section per particle Cabs, which is defined

as the total monochromatic power removed from the incident beam resulting solely

from absorption of light by the particle over the monochromatic incident energy flux,
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is given by

Cabs = Cext − Csca. (2.55)

The ratio of the scattering and extinction cross-sections is called the single-scattering

albedo ω, i.e.

ω =
Csca
Cext

. (2.56)

The quantity

g = 〈cos Θ〉 =
1

2

∫ 1

−1

a1(Θ) cos Θd(cos Θ), (2.57)

is called the asymmetry factor of the phase function.

In order to solve the single-scattering problem and obtain single-scattering prop-

erties including the cross-sections, single-scattering albedo and phase matrix of dust

aerosols, one needs to solve the vector Helmholtz equation∇2E+k2E = 0 for the scat-

tered field. The general solution to the equation has three components: L,Ma,Na,

i.e.,

L = ∇ψ, (2.58)

Ma = ∇× (ψa), (2.59)

Na =
1

k
∇×Ma, (2.60)

where a is either an arbitrary constant unit vector or the position vector r̂ and ψ

satisfy the scalar Helmholtz equation

∇2ψ(r) + k2ψ(r) = 0. (2.61)

By considering the fact that the incident plane wave and the scattered wave in the

far field region are transversely polarized, the L term is eliminated.
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2.3 Computation of Spheroidal Functions

Despite the simple mathematic form of the scalar Helmholtz equation, the exact

analytical computational method only exists for the spherical particle in the three-

dimensional space. Mathematically, analytical solutions for spheroidal particles have

been obtained in spheroidal coordinates. However, there is no reliable numerical

code due to the slow development of the computational algorithm for spheroidal

functions. The earliest study of the calculation of spheroidal functions can be dated

back to 1947, when Bouwkamp developed a Newton-like-iterative method ([14]).

Relying on the initial guess, this method is not stable for extreme and complex

parameters, even though it is still widely used to refine the eigenvalues. Hodge

(1970, [20]) converted the eigenvalue problem to a tri-diagonal matrix form which

is much easier for computational implementation. Nevertheless, this method is still

limited to real and small parameters. Li (1998, [27]) derived an empirical estimation

and boundary for the eigenvalues, which allows to obtain the exact values using an

iterative method. Although this method works for complex parameters, it would fail

if parameters become large. Falloon (2003, [11]) generalized the Hodge’s method

to the whole complex domain and developed a package, which is imbedded in the

commercial program Wolfram Mathematica. To the knowledge of the author, this

code is the most sophisticate and accurate so far. However, based on the EPC

(Extended Precision Calculation) of Mathematica, the code is very slow and is not

stable when calculating the spheroidal radial functions as we will see later. As an

effort to explore light scattering simulation of spheroidal particles, we present a

new efficient and stable computational method for spheroidal angle functions, radial

functions of the first kind and the second kind, and their corresponding first order

derivatives in this subsection.
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2.3.1 Spheroidal Coordinate Systems

In the following definition of the spheroidal coordinates, the z axis of the Cartesian

coordinate system is considered as the rotational symmetric axis of the spheroidal

coordinates. Let d be the coresponding inter-focal distance. The prolate (e.g. the

aspect ratio is greater than 1) spheroidal coordinates (η, ξ, ϕ) are then related to the

Cartesian coordinates by the transformation

x =
d

2
[(1− η2)(ξ2 − 1)]1/2 cosϕ, y =

d

2
[(1− η2)(ξ2 − 1)]1/2 sinϕ, z =

d

2
ηξ, (2.62)

with −1 ≤ η ≤ 1, 1 ≤ ξ < ∞, and 0 ≤ ϕ ≤ 2π. The oblate (e.g. the aspect ratio

is smaller than 1) spheroidal coordinates are related to the Cartesian coordinates by

the transformation

x =
d

2
[(1− η2)(ξ2 + 1)]1/2 cosϕ, y =

d

2
[(1− η2)(ξ2 + 1)]1/2 sinϕ, z =

d

η
ξ, (2.63)

with −1 ≤ η ≤ 1, 0 ≤ ξ <∞, and 0 ≤ ϕ ≤ 2π.

2.3.2 Separation of Variables for the Scalar Helmholtz Equation

The scalar Helmholtz equation can be written in prolate spheroidal coordinates

as

[
∂

∂η
(1− η2)

∂

∂η
+

∂

∂ξ
(ξ2 − 1)

∂

∂ξ
+

ξ2 − η2

(ξ2 − 1)(1− η2)

∂2

∂ϕ2
+ c2(ξ2 − η2)

]
ψ = 0,

(2.64)

and in oblate spheroidal coordinates as

[
∂

∂η
(1− η2)

∂

∂η
+

∂

∂ξ
(ξ2 + 1)

∂

∂ξ
+

ξ2 + η2

(ξ2 + 1)(1− η2)

∂2

∂ϕ2
+ c2(ξ2 + η2)

]
ψ = 0,

(2.65)
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where c = kd/2. Notice that the equation (2.64) can be converted to the equation

(2.65) by applying the transformation ξ → ±iξ, c → ∓ic. Thus, without losing

generality, we will focus on the discussion of prolate spheroidal functions in the

following subsections, and the oblates spheroidal functions can be simply obtained

with this transformation.

Via the usual procedure of the separation of variables, elementary solutions to

the equation (2.64) are expressed in the form of the Lamé products

ψeomn = Smn(c, η)Rmn(c, ξ) cosmϕ
sinmϕ

, (2.66)

where e and o indicate the even and the odd functions of the azimuth angle ϕ, re-

spectively. The prolate spheroidal angle function Smn(c, η) and the prolate spheroidal

radial function Rmn(c, ξ) satisfy the differential equations

d

dη

[
(1− η2)

d

dη
Smn(c, η)

]
+

[
λmn − c2η2 − m2

1− η2

]
Smn(c, η) = 0, (2.67)

and

d

dξ

[
(ξ2 − 1)

d

dξ
Rmn(c, ξ)

]
−
[
λmn − c2ξ2 +

m2

ξ2 − 1

]
Rmn(c, ξ) = 0, (2.68)

where λmn and m are separation constants. Due to the periodic boundary condition

of ϕ, the eigenvalues of m must be non-negative integers. The eigenvalues of λmn

(n = m,m + 1,m + 2, . . .) can be obtained from the condition that the solutions to

the differential equation (2.67) are finite at η = ±1.
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2.3.3 The Prolate Spheroidal Angle Function

The prolate spheroidal angle function can be expressed as an infinite sum of the

associated Legendre functions

Smn(c, η) =
∞∑

r=0,1

′dmnr (c)Pm
m+r(η), (2.69)

where the prime over the summation sign indicates that the summation is over only

even values of r when n − m is even, and over only odd values of r when n − m

is odd. Substituting the equation (2.69) into the equation (2.64), we obtain the

following recursion formula for the expansion coefficients dmnr :

Nm
r =

βmr
γmr − λmn −Nm

r+2

, (2.70)

where γmr , βmr , Nm
r are defined as

γmr = (m+ r)(m+ r + 1)

+
1

2
c2

[
1− 4m2 − 1

(2m+ 2r − 1)(2m+ 2r + 3)

]
(r ≥ 0),

(2.71)

βmr =
r(r − 1)(2m+ r)(2m+ r − 1)c4

(2m+ 2r − 1)2(2m+ 2r − 3)(2m+ 2r + 1)
(r ≥ 2), (2.72)

Nm
r =

(2m+ r)(2m+ r − 1)c2

(2m+ 2r − 1)(2m+ 2r + 1)

dmnr
dmnr−2

(r ≥ 2). (2.73)

Since dmnr = 0(r < 0) and limr→∞ d
mn
r /dmnr−2 = 0, iterating of equation (2.70), we

obtain a transcendental equation between λmn and c2 in the form of an infinite
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continued fraction

γmn−m − λmn −
βmn−m

γmn−m−2 − λmn −
βmn−m−2

γmn−m−4−λmn−
βmn−m−4
···

−
βmn−m+2

γmn−m−2 − λmn −
βmn−m+4

γmn−m+4−λmn−
βmn+m+6
···

= 0.

(2.74)

Traditionally, the solution to the equation (2.74) can be obtained in two steps: First,

use a power series of c2 or some empirical functions to obtain a close enough ap-

proximation to the eigenvalue λmn; Second, use a Newton-like iterative method to

refine the result in the vicinity of the approximated value ([14]). This method works

well for small and real values of c2. When c2 becomes large for large-sized or highly

eccentric particles or has an imaginary part for absorbing particles, the iteration may

fail to converge to the correct answer.

An alternative way to solve the equation (2.74) is to express it in a tridiagonal

matrix form ([20]):



Bmn
0,1 Cmn

0,1

Amn2,3 Bmn
2,3 Cmn

2,3

Amn4,5 Bmn
4,5

. . .

. . . . . .





dmn0,1

dmn2,3

dmn4,5

...


= λmn



dmn0,1

dmn2,3

dmn4,5

...


, (2.75)

where Amnr , Bmn
r , Cmn

r are defined as

βmnr = Amnr Cmn
r−2, (2.76)

γmnr = Bmn
r , (2.77)

Nmn
r = Cmn

r−2

dmnr
dmnr−2

. (2.78)
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We followed this idea and proposed a new method based on normalization. For

example, define the normalized associate Legendre function as

P̃m
m+r(η) =

√
2m+ 2r + 1

2

√
r!

(2m+ r)!
Pm
m+r(η). (2.79)

The expansion of the spheroidal angle function becomes

Smn(c, η) =
∞∑

r=0,1

′fmnr (c)P̃m
m+r(η), (2.80)

where

fmnr =

√
2

2m+ 2r + 1

√
(2m+ r)!

r!
dmnr (2.81)

is the eigenvector of the symmetric tridiagonal matrix, i.e.



B̃mn
0,1 Ãmn0,1

Ãmn0,1 B̃mn
2,3 Ãmn2,3

Ãmn4,5 B̃mn
4,5

. . .

. . . . . .





fmn0,1

fmn2,3

fmn4,5

...


=
λmn
c2



fmn0,1

fmn2,3

fmn4,5

...


, (2.82)

where

Ãmnr =

√
(2m+ r)(2m+ r − 1)(r − 1)r

(2m+ 2r − 1)
√

(2m+ 2r + 1)(2m+ 2r − 3)
, (2.83)

B̃mn
r =

2(m+ r)(m+ r + 1)− 2m2 − 1

(2m+ 2r − 1)(2m+ 2r + 3)
+

(m+ r)(m+ r + 1)

c2
. (2.84)

The eigenvalue problem of a symmetric tridiagonal matrix can be efficiently solved

numerically with, say, the QL algorithm with implicit shifts, by which the eigenvector

fmnr can be derived at the meantime. The Euclidean norm of the eigenvector fmnr is
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set to 1 in the QL algorithm, i.e.

∞∑
r=0,1

′|fmnr (c)|2 = 1. (2.85)

Compared with previous methods, this new method has advantages in four as-

pects. First, it can stably converge to the correct eigenvalue for arbitrary c in the

whole complex plane. Second, it will not lose precision: if double precision is used

in the calculation, all the 15 significant digits of the result will be the same as those

of the exact value. Third, computers can handle the normalized Legendre functions

more easily than the unnormalized one, since it is less likely to encounter the prob-

lem of overflow when dealing with extremely large parameters. Last, the resulting

spheroidal angle function Smn(c, η) automatically satisfies the orthogonal condition

∫ 1

−1

Smn(c, η)Smn′(c, η)dη = δnn′ , (2.86)

which makes it convenient to be applied to scattering problems.

2.3.4 The Prolate Spheroidal Radial Function

In the light scattering problem, both of the spheroidal radial functions of the first

kind R
(1)
mn and the second kind R

(2)
mn are required. Here we impose the normalization

conditions so that the asymptotic forms of the spheroidal radial functions are given

by

R(1)
mn(c, ξ)

cξ→∞−−−→ 1

cξ
cos

[
cξ − 1

2
(n+ 1)π

]
, (2.87)

R(2)
mn(c, ξ)

cξ→∞−−−→ 1

cξ
sin

[
cξ − 1

2
(n+ 1)π

]
. (2.88)
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The spheroidal radial function of the first kind can be expressed as a summation of

a series of spherical Bessel functions:

R(1)
mn(c, ξ) =

1

Smn(c, 0)

∞∑
k=0

im−n+2kfmn2k P̃
m
m+2k(0)jm+2k[c(ξ

2 − 1)1/2], (2.89)

when (n−m) is even;

R(1)
mn(c, ξ) =

1

S ′mn(c, 0)

ξ

(ξ2 − 1)1/2

∞∑
k=0

im−n+2k+1fmn2k+1P̃
m
m+2k+1(0)jm+2k+1[c(ξ2 − 1)1/2],

(2.90)

when n −m is odd. Notice that the expression (5.3.21) in Flammer’s classic book

on spheroidal functions ([14]), which is different with the equation (2.90) by a factor

of ξ/(ξ2 − 1)1/2, is actually wrong.

Accordingly, the spheroidal radial function of the second kind can be expressed

as a summation of a series of spherical Neumann functions:

R(2)
mn(c, ξ) =

1

Smn(c, 0)

∞∑
k=0

im−n+2kfmn2k P̃
m
m+2k(0)ym+2k[c(ξ

2 − 1)1/2], (2.91)

when (n−m) is even;

R(2)
mn(c, ξ) =

1

S ′mn(c, 0)

ξ

(ξ2 − 1)1/2

∞∑
k=0

im−n+2k+1fmn2k+1P̃
m
m+2k+1(0)ym+2k+1[c(ξ2 − 1)1/2],

(2.92)

when n−m is odd. Mathematically, the summations in equations (2.91) and (2.92)

are always converged for all ξ in the complex plane. For the numerical concern,

however, the summation of the series may fail to converge in the vicinity of ξ2 = 1,

due to the bad behavior of the Neumann function at 0. Therefore, it is important to
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introduce an alternative summation of series:

R(2)
mn(c, ξ) =

1∑∞
r=0,1

′gmnr (c)
(
ξ2 − 1

ξ2
)m/2

∞∑
r=0,1

′im−n+rgmnr (c)jm+r(cξ), (2.93)

where

gmnr =

√
2m+ 2r + 1

2

√
(2m+ r)!

r!
fmnr . (2.94)

The equation (2.93) converges slowly but will not diverge in the vicinity of ξ = 1.

The Wronskian of R
(1)
mn and R

(2)
mn can be found directly from the equation (2.68)

and the asymptotic forms (2.87) and (2.88). In spite of the complicated forms of

R
(1)
mn and R

(2)
mn, the Wronskian is in a rather simple compact form:

W [R(1)
mn, R

(2)
mn] = R(1)

mn

dR
(2)
mn

dξ
−R(2)

mn

dR
(1)
mn

dξ
=

1

c(ξ2 − 1)
, (2.95)

which is useful when checking the accuracy of the computation of the spheroidal

radial functions.

2.3.5 Results

Based on the new algorithm, we developed a C++ code to compute the spheroidal

angle and radial functions as well as their corresponding first order derivatives. Com-

pared with the spheroidal functions implemented in the sophisticated commercial

program Wolfram Mathematica, our code is much efficient since the eigenvalue prob-

lem is greatly simplified in the form of a symmetric tridiagonal matrix and it does

not rely on the extend precision in the calculation.

As for the precision, the comparison between the Mathematica and our new

method for the Wronskian and the spheroidal functions as well as their corresponding

first order derivatives for regular parameters (n = 10,m = 5, c = 5π) is shown in
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Figure 2.4. It is clear that both of the Mathematica and the new method can

obtain the accurate Wronskian with up to 15 significant digits (this value can be

further improved if extended precision is used for the new method). Moreover, all the

spheroidal functions are agreed perfectly well between the two independent codes.

Another comparison for some extreme parameters, e.g. (n = 100,m = 50, c =

50π), is shown in Figure 2.5. Regarding the spheroidal angle function and its first

order derivative, the two methods still agree well with each other. However, when

calculating the spheroidal radial function of the first kind and its derivative, the

results of the Mathematica diverged after a very long computational period; When

calculating the spheroidal radial function of the second kind and its derivative, the

Mathematica seemed to be running forever without providing any result. On the

other hand, our new method still provided reasonable results as the Wronskian agrees

with the analytical result.

The calculation of spheroidal functions with extreme parameters is necessary

when considering scattering problems involving large-sized or highly eccentric spheroid.

Furthermore, the success of this new method in the whole complex plane makes it

applicable to the scattering problem of absorbing particles.

2.4 Single-Scattering Property Database of Mineral Dust Aerosols

Although our new method for the calculation of spheroidal functions has shown

its potential in the application to the light scattering problem by spheroidal par-

ticles, we still cannot afford the computational burden of the light scattering sim-

ulation of spheroidal particles if we have to run the simulation every time we use

the single-scattering properties. Instead, we use a newly developed pre-calculated

single-scattering property database of mineral dust aerosols.

The database is based on tri-axial ellipsoidal models to simulate the non-sphericity
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Figure 2.4: Comparison between the analytical result, the results of the spheroidal
functions imbedded in the Wolfram Mathematica and the new method for regular
parameters (n = 10,m = 5, c = 5π). The top panel shows the perfectly matched
Wronskian for the three methods. The following three plots on the left column show
the spheroidal angle function, the radial functions of the first kind and the second
kind calculated by the Mathematica and our new method. The other three plots on
the right column show the corresponding derivatives of the spheroidal functions.
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Figure 2.5: Comparison between the analytical result, the results of the spheroidal
functions imbedded in the Wolfram Mathematica and the new method for extreme
parameters (n = 100,m = 50, c = 5π). The top panel shows the perfectly matched
Wronskian for the analytical method and our new method only, since the Mathe-
matica failed to converge for such large parameters. The following three plots on the
left column show the spheroidal angle function, the radial functions of the first kind
and the second kind calculated by the Mathematica and our new method. The other
three plots on the right column show the corresponding derivatives of the spheroidal
functions. In fact, the Mathematica provided completely wrong results for the radial
function of the first kind and kept running without providing any result for the radial
function of the second kind.
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Table 2.1: Ranges of microphysical properties.
Microphysical Properties Ranges

Size Parameter x 0.025 - 1000.0
Aspect Ratio εa/c 0.3 - 1.0
Aspect Ratio εb/c 0.3 - 1.0

Real Part of Refractive Index mr 1.1 - 2.1
Imaginary Part of Refractive Index mi 0.0005 - 0.5

of dust aerosols. There are five dimensions or microphysical properties considered

in the database: one size parameter, two aspect ratio, and two parts of the com-

plex refractive indices. The ranges of those parameters are given by the table 2.1.

A combination of the Lorenz-Mie theory, the T-matrix method, the ADDA (Am-

sterdam Discrete Dipole Approximation), and the IGOM is used to simulate the

single-scattering properties of ellipsoidal particles, including of the extinction cross-

sections, the single-scattering albedos and the phase matrices, according to the feasi-

bility of each method. The database is featured by formatting the single-scattering

properties of ellipsoidal particles in the kernel form to allow for an efficient retrieval.

For example, the ensemble averaged single-scattering properties of polydispersed el-

lipsoidal particles can be retrieved by

〈Cext/sca/abs(mr,mi, εa/c, εb/c, x̄)〉 =∑
m

dN(xm)

d lnx
Kext/sca/abs(mr,mi, εa/c, εb/c, x

m),
(2.96)

〈Csca(mr,mi, εa/c, εb/c, x̄)〉〈Pij(mr,mi, εa/c, εb/c, x̄; Θ)〉 =∑
m

dN(xm)

d lnx
Ksca(mr,mi, εa/c, εb/c, x

m)Kij(mr,mi, εa/c, εb/c, x
m; Θ),

(2.97)

where N(x) is the particle size distribution, xm denotes the size parameter at the cen-

ter of each size bin of the database, and Pij represents an element of the phase matrix
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with subscripts 1 ≤ i ≤ 4 and 1 ≤ j ≤ 4. Here, Kext/sca/abs(mr,mi, εa/c, εb/c, x) and

Kij(mr,mi, εa/c, εb/c, x; Θ) are pre-integrated kernels stored in the database, which

are defined as

Kext/sca/abs(mr,mi, εa/c, εb/c, xl) =∫ lnxl+1

lnxl

hl(x)Cext/sca/abs(mr,mi, εa/c, εb/c, x)d lnx

+

∫ lnxl

lnxl−1

gl(x)Cext/sca/abs(mr,mi, εa/c, εb/c, x)d lnx,

(2.98)

Kij(mr,mi, εa/c, εb/c, xl; Θ) =∫ lnxl+1

lnxl

hl(x)Csca(mr,mi, εa/c, εb/c, x)Pij(mr,mi, εa/c, εb/c, x; Θ)d lnx

+

∫ lnxl

lnxl−1

gl(x)Csca(mr,mi, εa/c, εb/c, x)Pij(mr,mi, εa/c, εb/c, x; Θ)d lnx,

(2.99)

where xl denotes the size parameter at the boundary of each size bin of the database,

and hl(x) and gl(x) are defined as

hl(x) =
lnxl+1 − lnx

lnxl+1 − lnxl
, (2.100)

gl(x) =
lnx− lnxl−1

lnxl − lnxl−1

. (2.101)

2.5 Narrowband Bulk Scattering Properties

The single-scattering properties stored in the database cannot be directly applied

to the satellite remote sensing due to the following reasons: First, dust aerosols in

nature are not single-sized but polydispersed; Moreover, each channel of the satellite

instruments have a spectral bandwidth, and the sensitivity of the instruments as well

as the solar spectrum may vary with respect to the wavelength in the bandwidth.

Therefore, we use the ensemble averaged single-scattering properties over a particle
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size distribution N(r), considering the solar spectrum S(λ) at the TOA and the

response function f(λ) of a satellite instrument, i.e.

〈Cext/sca/abs〉 =

∫ λ2
λ1

∫ rmax
rmin

Cext/sca/sca(r, λ)N(r)f(λ)S(λ)drdλ∫ λ2
λ1

∫ rmax
rmin

N(r)f(λ)S(λ)drdλ
, (2.102)

〈P(Θ)〉 =

∫ λ2
λ1

∫ rmax
rmin

Csca(r, λ)P(Θ; r, λ)N(r)f(λ)S(λ)drdλ∫ λ2
λ1

∫ rmax
rmin

Csca(r, λ)N(r)f(λ)S(λ)drdλ
. (2.103)

These averaged single-scattering properties are the so-called narrowband bulk scat-

tering properties.

Since we are interested in the multi-angular radiance and polarized measurements

of the POLDER/PARASOL, the narrowband bulk scattering properties for the three

channels that have the polarization capabilities are calculated. The response func-

tions of the three channels, 490P, 670P, and 865P, are shown in Figure 2.6 along with

the complex refractive index of Saharan dust aerosols. The particle size distribution

is assumed to be in a mono-modal log-normal form,

dN(r)

d ln r
=

1

δ
√

2π
exp

[
−(ln r − ln r̄)2

2δ2

]
, (2.104)

where r̄ is the mean radius and δ is the standard deviation. The sensitivity of

satellite channels to dust aerosols can be inferred from the narrowband bulk scat-

tering properties. Figure 2.7 shows elements, the phase function P11 and the po-

larized phase function P12, of the narrowband bulk scattering phase matrix for the

POLDER/PARASOL spectral bands 490P, 670P, and 865P, respectively, where the

phase function is only shown at large scattering angles, since remote sensing of dust

aerosols with space-borne satellite observations is more sensitive to the backward

scattering. At backward scattering angles, where Θ > 90◦, the bulk scattering phase
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Figure 2.6: Real part and imaginary part of the complex refractive index of Saharan
dust aerosol, and the response functions of the POLDER/PARASOL spectral bands
490P, 670P, and 865P versus wavelength. The refractive index data are taken from
[49].
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function for the band 670P shows significant angular features, which is similar with

the scenario of the band 865P, while it is quite featureless for the band 490P. This

phenomena is mainly due to the comparatively strong absorption of the Saharan

dust aerosol in the near UV (UltraViolet) and deep blue spectrum. Moreover, it

is obvious that multi-angular measurements are very sensitive to the microphysical

properties including of the particle size and the aspect ratio. Furthermore, the dis-

tinguished angular features of the phase function and the polarized phase function

implies that the combined multi-angular radiance and polarized measurements may

relief the non-uniqueness problem that is facing in front of many satellite retrieval

algorithms, and may greatly increase the number of retrievable parameters.

2.6 Summary

In this section, we studied the single-scattering properties of dust aerosols using

the spheroidal model. As an effort for solving the problem of light scattering by a sin-

gle spheroidal particle, we developed a new algorithm for the calculation of spheroidal

functions. Using the newly developed single-scattering properties database of mineral

dust aerosols, we obtained the narrowband bulk scattering properties of dust aerosols

for satellite remote sensing, which would be used in our aerosol retrieval algorithm.

When the aerosol optical thickness is large, single-scattering properties cannot be

directly applied to aerosol retrieval, since then multiple scattering effects become

dominant. In the following section, we will introduce how to take into account the

multiple scattering among dust aerosols in the atmosphere with the knowledge of the

single-scattering properties.
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Figure 2.7: Comparison of elements P11 and P12 of the phase matrix of polydis-
persed spheroidal dust aerosols with aspect ratio ranged from 1.0 to 2.5 and mean
radius ranged from 0.02 to 20.0 µm for the POLDER/PARASOL spectral bands
490P, 670P, and 865P. On the right column, the three panels are showing P11s as
functions of the scattering angle, the aspect ratio and the mean radius, for 490P,
670P, and 865P bands from top to bottom, respectively. On the left column, the
three panels are showing −P12/P11s as functions of the scattering angle, the aspect
ratio and the mean radius, for 490P, 670P, and 865P bands from top to bottom,
respectively. For each subgraph of the P11, there are 5 slices at scattering angles of
60◦, 90◦, 120◦, 150◦, 180◦. For each subgraph of the −P12/P11, there are 6 slices at
scattering angles of 30◦, 60◦, 90◦, 120◦, 150◦, 180◦.
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3. FORWARD RADIATIVE TRANSFER MODEL

3.1 Introduction

For the purpose of simulation of the solar light propagating in the atmosphere

and the radiation filed observed by a satellite, a forward radiative transfer model

is required in the retrieval algorithm. We consider a forward model of a multilayer

plane-parallel atmosphere above a surface (see Figure 3.1). Considering multiple

scattering among dust aerosols and other atmospheric particles in such a forward

model, one need to solve the VRTE (vector radiative transfer equation). For a thin

aerosol layer over ocean, radiation filed in the forward model can be easily obtained

by using the single-scattering properties of dust aerosols in the single-scattering ap-

proximation. Even if it is necessary to consider the multiple scattering, the VRTE

can be solved effortlessly, due to the rather rapid convergence of the series expansion

of the phase matrix in generalized spherical functions for the regularly shaped and

small effective sized maritime aerosols. Moreover, since the ocean surface is dark

for the visible channels, usually it can be treated like a black water body. If not,

the reflection properties of an ocean surface is well studied and would not introduce

many difficulties in the calculation. On the other hand, the simulation for optically

thick aerosol layers over land requires considering much higher order-of-scattering

terms, which would cost a huge amount of computational time. What is worse, land

surface conditions are more complicated and diverse than that of the ocean surface.

There is no unified model for reflection properties of the land surface. Lacking of

an appropriate forward model for aerosol retrieval over land, many existing retrieval

algorithms, which have been successfully applied to retrieve properties of maritime

aerosols, encountered problems when applied to continental aerosol retrieval.
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Figure 3.1: Schematic diagram of the forward model.

In this section, we develop a generalized forward radiative transfer model for the

aerosol retrieval over land as well as over ocean. In order to address the aforemen-

tioned issues, we focus on two aspects: First, several improvements to the adding-

doubling technique for efficiently solving the VRTE are studied; Second, a BRDF

library is developed and imbedded into the adding-doubling code to account for

reflection properties of various land and ocean surfaces.

The remaining part of this section is organized as follows: In the second subsec-

tion, the VRTE and other related concepts are introduced. In the third subsection,

we provide a thorough introduction to our adding-doubling code from the theory to

the numerical implementation. Different surface BRDFs and how to implement these

BRDFs efficiently in the framework of the adding-doubling method are discussed in
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Subsection 3.4. In the fifth subsection, a fast algorithm based on the icosahedral

grid as an alternative to the rigorous adding-doubling method is presented. In the

last subsection, we briefly summarize the works in this section.

3.2 Vector Radiative Transfer Equation for Plane-Parallel and Turbid Media

The multiple scattering of light by randomly and sparsely distributed discrete

particles is governed by the VRTE. Generally, the VRTE in three dimensional space

takes the form of

n̂ · ∇I(r, n̂) = −N(r)〈K(r, n̂)〉I(r, n̂) +N(r)

∫
4π

dn̂′〈Z̃(r, n̂, n̂′)〉I(r, n̂′), (3.1)

where N(r) is the number density of particles at position r, n̂ is a unit vector in the

propagation direction of the light, and K is the 4 × 4 extinction matrix with the

dimension of area, whose elements can be expressed in terms of the elements of the

forward amplitude scattering matrix S(n̂inc, n̂inc) as

K(n̂inc) =
2π

k1



Im(S11 + S22) Im(S11 − S22) −Im(S12 + S21) −Re(S12 − S21)

Im(S11 − S22) Im(S11 + S22) −Im(S12 − S21) −Re(S12 + S21)

−Im(S12 + S21) Im(S12 − S21) Im(S11 + S22) −Re(S11 − S22)

−Re(S12 − S21) Re(S12 + S21) Re(S11 − S22) Im(S11 + S22)


,

(3.2)

with the wavenumber in the host medium k1. The sign 〈· · · 〉 means the ensemble

averaged optical characteristics over the varying particle states. Although the defini-

tion of the phase matrix Z̃ keeps the same as that in the previous section, it should

be noticed that the no-tilde Stokes vector I here is in the unit of radiance instead of

irradiance (or flux), since it is more natural to describe the scattered light in terms of

radiance that would not attenuate with a factor of 1/r2, e.g. Isca = Z̃(n̂sca, n̂inc)Iinc
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compared to equation (2.34).

The general three-dimensional integro-differential VRTE can hardly be solved

with an efficient analytical or numerical method. Fortunately, in order to model

polarized light propagating in the atmosphere in the analyses of satellite measure-

ments, several assumptions can be made to simplify the problem. First, considering

the distance between the sun and the earth, the sunlight can be assumed to be a

parallel beam of light with infinite lateral extent. Second, considering the limitation

of the observation geometry of a satellite, we usually take into account only those

measurements with viewing zenith angles and the solar zenith angles close to zero

(near the local zenith). Thus, the scattering medium, namely the atmosphere, can

be assumed to be plane parallel and has an infinite horizontal extent.

Under these assumptions, all properties of the scattering medium and the radi-

ation field vary only in the vertical direction and are independent of the horizontal

coordinates. When dealing with the radiation field in such an one-dimensional sys-

tem, it is convenient to use a laboratory right-handed coordinate system with the

z-axis perpendicular to the boundaries of layers of the atmosphere and directed up-

wards, such that n̂ = (sin θ cosφ, sin θ sinφ, cos θ). The VRTE is reduced to the

one-dimensional form:

cos θ
dI(z; θ, φ)

dz
=−N(z)K(z; θ, φ)I(z; θ, φ)

+N(z)

∫ 2π

0

dφ′
∫ π

0

dθ′ sin θ′〈Z̃(z; θ, φ; θ′, φ′)〉I(z; θ′, φ′),

(3.3)

where the Stokes vector I as well as the phase matrix 〈Z̃〉 are defined with respect

to the meridian plane (whose normal vector is perpendicular to the unit vectors n̂

and ẑ).

Due to the relatively small size, dust aerosols are usually randomly oriented in
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the atmosphere so that the dust aerosol layer can be assumed to be isotropic. For

further simplification, it can be assumed that each aerosol particle has a plane of

symmetry (which is consistent with the spheroidal model of the dust aerosol). Under

this circumstance, the extinction matrix becomes a diagonal matrix with all the four

diagonal elements equal to Cext. It is also preferred to introduce the normalized

phase matrix in the meridian plane

Z(z; θ, θ′, φ− φ′) =
4π

Csca
〈Z̃(z; θ, θ′, φ− φ′)〉 =

4π

ωCext
〈Z̃(z; θ, θ′, φ− φ′)〉. (3.4)

Here, the normalized phase matrix in the meridian plane Z(θ, θ′, φ−φ′) is related to

the normalized phase matrix P (Θ) in the scattering plane in the following way

Z(θ, θ′, φ− φ′) =

 L(π − σ2)P(Θ)L(−σ1) if 0 < φ− φ′ < π

L(σ2 − π)P(Θ)L(σ1) if 0 < φ′ − φ < π
, (3.5)

where L is defined in the equation (2.33), and σ1 and σ2 are the angles between the

scattering plane and the meridian plane at φ′ and φ, respectively. The angles σ1, σ2,

and the scattering angle Θ can be calculated from θ, θ′, φ, and φ′ using spherical

trigonometry:

cosσ1 =
cos θ − cos θ′ cos Θ

sin θ′ sin Θ
, (3.6)

cosσ2 =
cos θ′ − cos θ cos Θ

sin θ sin Θ
, (3.7)

cos Θ = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′). (3.8)

Therefore, the VRTE can be further simplified as

u
I(τ;u, φ)

dτ
= −I(τ;u, φ) +

ω(τ)

4π

∫ 2π

0

dφ′
∫ +1

−1

du′Z(τ;u, u′, φ− φ′)I(τ;u′, φ′), (3.9)
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where u = − cos θ ∈ [−1,+1], and

τ(z) =

∫ ∞
z

dz′N(z′)Cext(z
′), (3.10)

is the so-called dimensionless optical depth (or thickness). If the thermal emission

in the atmosphere can be ignored, as is true for the visible spectrum, equation (3.9)

forms the standard problem of the atmospheric optics ([37]) by supplementing with

the boundary conditions

I(0;u, φ) = δ(u− u0)δ(φ− φ0)F0 for u > 0, (3.11)

I(τB;u, φ) = 0 for u < 0, (3.12)

where F0 is the Stokes vector of the incident solar flux, u0 > 0 is equal to the cosine

of solar zenith angle and φ is the azimuth angle of the sun. Here, we have assumed

that the earth surface (or the lower boundary of the scattering medium) at τ = τB

is acting like a black body for simplicity.

In order to solve the integro-differenial VRTE, people have been seeking for an

efficient algorithm for decades, resulting in many computational methods. For the

Rayleigh scattering phase matrix, Chandrasekhar has found the analytical solution

to the VRTE in 1960 ([4]). For an arbitrary phase matrix, there is no analytical so-

lution in general. However, some semi-analytical methods have been developed, such

as the invariant imbedding method ([1]), the SOS (Successive Order of Scattering

method, [64]), and the adding-doubling method ([16]). There are also some numerical

methods, such as the Monte-Carlo method ([63]) and the VDISORT (vector discrete

ordinate method, [44]). Since our aim is to find a method that is suitable for the

repeatedly calculation in an iterative aerosol retrieval algorithm, the time-consuming
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numerical methods have to be abandoned even though they are irreplaceable when

considering a more complicated problem, such as the three-dimensional VRTE. Al-

though the invariant imbedding method is preferred when generating a LUT for the

reason that it can obtain solutions to the VRTE for a series of optical thicknesses τB

within one run, such an advantage becomes less important for the aerosol retrieval.

The SOS is the most widely used solver for the forward model in aerosol retrievals,

because the order-of-scattering expansion provides physical insight crucial for un-

derstanding the process of multiple scattering. In addition, the order-of-scattering

expansion converges rapidly since the usual optical depth of atmospheric aerosol layer

is relatively small (e.g., τB < 1). However, considering almost non-absorbing dust

aerosols in the visible spectrum over the source region or in the dust storm season,

the contribution of higher order terms then becomes significant, since the aerosol

slab is nearly conservative (e.g., ω ' 1) and optically thick (e.g., τB > 1). Due to its

comparatively high efficiency when dealing with large optically thickness, we adopt

the adding-doubling technique to solve the VRTE in this study.

3.3 The Adding-Doubling Technique

It is convenient to use µ = |u| ∈ [0, 1] to distinguish the upward radiation field

I(τ,−µ, φ) and the downward radiation field I(τ, µ, φ). The general solution to the

equation (3.9) can then be expressed by

I(τ;µ, φ) = exp
(
− τ

µ

)
I(0;µ, φ)

+
1

π

∫ 2π

0

dφ′
∫ +1

0

dµ′µ′D(τ;µ, µ′, φ− φ′)I(0;µ′, φ′)

+
1

π

∫ 2π

0

dφ′
∫ +1

0

dµ′µ′U∗(τ;µ, µ′, φ− φ′)I(τB;−µ′, φ′),

(3.13)
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I(τ;−µ, φ) = exp
(
− τB − τ

µ

)
I(τB;−µ, φ)

+
1

π

∫ 2π

0

dφ′
∫ +1

0

dµ′µ′U(τ;µ, µ′, φ− φ′)I(0;µ′, φ′)

+
1

π

∫ 2π

0

dφ′
∫ +1

0

dµ′µ′D∗(τ;µ, µ′, φ− φ′)I(τB;−µ′, φ′),

(3.14)

where the 4× 4 matrices U(τ;µ, µ′, φ−φ′) and D(τ;µ, µ′, φ−φ′) describe the response

of the atmosphere to the radiation field incident on the upper boundary from above

for the downward and upward scattered light, respectively; The 4 × 4 matrices

U∗(τ;µ, µ′, φ−φ′) and D∗(τ;µ, µ′, φ−φ′) describe the response of the atmosphere to

the radiation field illuminating the bottom boundary from below for the downward

and upward scattered light, respectively. The first terms on the right hand side of

equations (3.14) and (3.14) describe the direct light, whereas the remaining terms

describe the diffused light due to multiple scattering.

The boundary values of U, U∗, D, D∗ are known as the reflection and transmis-

sion matrices, which determine the Stokes vectors of the radiation emerging from the

atmosphere, i.e.

R(µ, µ′, φ− φ′) = U(0;µ, µ′, φ− φ′), (3.15)

T(µ, µ′, φ− φ′) = D(τB;µ, µ′, φ− φ′), (3.16)

R∗(µ, µ′, φ− φ′) = U∗(τB;µ, µ′, φ− φ′), (3.17)

T∗(µ, µ′, φ− φ′) = D∗(0;µ, µ′, φ− φ′). (3.18)

Therefore, the solution to the standard problem where the sunlight is incident at the
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top of the planetary atmosphere bottomed by a black surface, takes the form:

I(τ;µ, φ) = δ(µ− µ0)δ(φ− φ0) exp(− τ

µ0

)F0

+
1

π
µ0D(τ;µ, µ0, φ− φ0)F0,

(3.19)

I(τ;−µ, φ) =
1

π
µ0U(τ;µ, µ0, φ− φ0)F0, (3.20)

I(τB;µ, φ) = δ(µ− µ0)δ(φ− φ0) exp(−τB

µ0

)F0

+
1

π
µ0T(µ, µ0, φ− φ0)F0,

(3.21)

I(0;−µ, φ) =
1

π
µ0R(µ, µ0, φ− φ0)F0. (3.22)

3.3.1 Adding Equations

The adding-doubling technique is an efficient way to calculate U, U∗, D, D∗,

R, R∗, T, T∗. For a sketch of the idea of adding-doubling, we consider two plane-

parallel atmospheric layers, one with optical depth τ on top of the other one with

optical depth τB − τ. For simplicity, define “∗” product and the direct transmission

matrix E as

W(µ, µ′, φ− φ′) =
1

π

∫ 2π

0

dφ′′
∫ 1

0

dµ′′µ′′X(µ, µ′′, φ− φ′′)Y(µ′′, µ′, φ′′ − φ′)

= X(µ, µ′′, φ− φ′′) ∗Y(µ′′, µ′, φ′′ − φ′),
(3.23)

E(τ;µ, µ′, φ− φ′) =
π

µ′
δ(µ− µ′)δ(φ− φ′) exp

( τ

µ′

)
1. (3.24)

where 1 = diag(1, 1, 1, 1)

If the reflection and transmission properties R, R∗, T, T∗ of each of the layers

are known, the reflection and transmission properties of the combined layer can be
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calculated by the so-called adding method using the adding equations as follows:

Q(1)(µ, µ′, φ− φ′) = R∗1(µ, µ′′, φ− φ′′) ∗R2(µ′′, µ′, φ′′ − φ′), (3.25)

Q(p+1)(µ, µ′, φ− φ′) = Q(1)(µ, µ′′, φ− φ′′) ∗Q(p)(µ′′, µ′, φ′′ − φ′), (3.26)

Q(µ, µ′, φ− φ′) =
∞∑
p=1

Q(p)(µ, µ′, φ− φ′), (3.27)

D(τ;µ, µ′, φ− φ′) = T1(µ, µ′, φ− φ′)

+ Q(µ, µ′′, φ− φ′′) ∗ E(τ;µ′′, µ′, φ′′ − φ′)

+ Q(µ, µ′′, φ− φ′′) ∗T1(µ′′, µ′, φ′′ − φ′),

(3.28)

U(τ;µ, µ′, φ− φ′) = R2(µ, µ′′, φ− φ′′) ∗ E(τ;µ′′, µ′, φ′′ − φ′)

+ R2(µ, µ′′, φ− φ′′) ∗D(τ;µ′′, µ′, φ′′ − φ′),
(3.29)

U∗(τ;µ, µ′, φ− φ′) = R∗1(µ, µ′′, φ− φ′′) ∗ E(τB − τ;µ′′, µ′, φ′′ − φ′)

+ R∗1(µ, µ′′, φ− φ′′) ∗T∗2(µ′′, µ′, φ′′ − φ′)

+ Q(µ, µ′′′, φ− φ′′′) ∗R∗1(µ′′′, µ′′, φ′′′ − φ′′) ∗ E(τB − τ;µ′′, µ′, φ′′ − φ′)

+ Q(µ, µ′′′, φ− φ′′′) ∗R∗1(µ′′′, µ′′, φ′′′ − φ′′) ∗T∗2(µ′′, µ′, φ′′ − φ′),

(3.30)

D∗(τ;µ, µ′, φ− φ′) = T∗2(µ, µ′′, φ− φ′′)

+ R2(µ, µ′′, φ− φ′′) ∗U∗(τ;µ′′, µ′, φ′′ − φ′),
(3.31)

R(µ, µ′, φ− φ′) = R1(µ, µ′, φ− φ′)

+ E(τ;µ, µ′′, φ− φ′′) ∗U(τ;µ′′, µ′, φ′′ − φ′)

+ T∗1(µ, µ′′, φ− φ′′) ∗U(τ;µ′′, µ′, φ′′ − φ′),

(3.32)

T(µ, µ′, φ− φ′) = E(τB − τ;µ, µ′′, φ− φ′′) ∗D(τ;µ′′, µ′, φ′′ − φ′)

+ T2(µ, µ′, φ− φ′) ∗ E(τ;µ′′, µ′, φ′′ − φ′)

+ T2(µ, µ′′, φ− φ′′) ∗D(τ;µ′′, µ′, φ′′ − φ′),

(3.33)
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R∗(µ, µ′, φ− φ′) = R∗2(µ, µ′, φ− φ′)

+ E(τB − τ;µ, µ′′, φ− φ′′) ∗U∗(τ;µ′′, µ′, φ′′ − φ′)

+ T2(µ, µ′′, φ− φ′′) ∗U∗(τ;µ′′, µ′, φ′′ − φ′),

(3.34)

T∗(µ, µ′, φ− φ′) = E(τ;µ, µ′′, φ− φ′′) ∗D∗(τ;µ′′, µ′, φ′′ − φ′)

+ T∗1(µ, µ′, φ− φ′) ∗ E(τB − τ;µ′′, µ′, φ′′ − φ′)

+ T∗1(µ, µ′′, φ− φ′′) ∗D∗(τ;µ′′, µ′, φ′′ − φ′),

(3.35)

Adding two identical homogeneous layers leads to the so-called doubling method.

To calculate the scattering properties of a homogeneous atmospheric layer, we choose

the initial layer to be so thin that the reflection and transmission properties can be

described with sufficient accuracy by considering the first or second order of scattering

only, i.e. using the reflection and transmission matrices of an infinitesimally thin layer

with optical depth ∆τ→ 0:

R∆τ(µ, µ
′, φ− φ′) =

ω∆τ

4µµ′
Z(−µ, µ′, φ− φ′), (3.36)

T∆τ(µ, µ
′, φ− φ′) =

ω∆τ

4µµ′
Z(µ, µ′, φ− φ′), (3.37)

R∗∆τ(µ, µ
′, φ− φ′) =

ω∆τ

4µµ′
Z(µ,−µ′, φ− φ′), (3.38)

T∗∆τ(µ, µ
′, φ− φ′) =

ω∆τ

4µµ′
Z(−µ,−µ′, φ− φ′). (3.39)

By using the adding equations (3.25)-(3.35) repeatedly, each time we obtain the

scattering properties of a layer with the doubled optical thickness until a certain

desired optical thickness is reached. It is worthwhile to notice that when applying

the adding equations to such homogeneous layers, instead of using the equations

(3.35) and (3.35), we may find the R∗, T∗ through the following symmetry relations

52



to reduce the computation burden:

R∗(µ, µ′, φ− φ′) = R(µ, µ′, φ′ − φ), (3.40)

T∗(µ, µ′, φ− φ′) = T(µ, µ′, φ′ − φ), (3.41)

which are valid if the scattering medium is composed of randomly oriented mirror-

symmetric particles. Since the optical depth is increasing exponentially in the dou-

bling process, it is rather efficient to derive the scattering properties of optically thick

aerosol layers.

3.3.2 Fourier Transformation

By expanding each function of the azimuthal angle in the adding equations into

a Fourier series, integrations over the azimuthal angle can be eliminated. If a matrix

X(µ, µ′, φ− φ′) obeys the symmetry relation:

X(µ, µ′, φ− φ′) = ∆X(µ, µ′, φ′ − φ)∆, (3.42)

which is true for any matrices in the adding equations as well as the phase matrix Z if

the particles in the scattering medium are randomly oriented and mirror-symmetric,

then the matrix can be expanded as follows:

X(µ, µ′, φ− φ′) =
1

2

∞∑
m=0

(2− δm,0)× [B+m(φ− φ′)Xm(µ, µ′)(1 + ∆)

+ B−m(φ− φ′)Xm(µ, µ′)(1−∆)],

(3.43)

where

∆ = diag(1, 1,−1,−1), (3.44)
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B+m(φ) = diag(cosmφ, cosmφ, sinmφ, sinmφ), (3.45)

B−m(φ) = diag(− sinmφ,− sinmφ, cosmφ, cosmφ), (3.46)

and the m-th Fourier component

Xm(µ, µ′) =
1

2π

∫ 2π

0

d(φ− φ′)[B+m(φ− φ′) + B−m(φ− φ′)]X(µ, µ′, φ− φ′). (3.47)

Then the integration over the azimuthal angle in the equation (3.23) disappears after

taking the Fourier transformation, and for each component we have

Wm(µ, µ′) = 2

∫ 1

0

dµ′′µ′′Xm(µ, µ′′)Ym(µ′′, µ′). (3.48)

For the phase matrix in meridian plane, the m-th Fourier component can be

calculated using an elegant addition theorem for the generalized spherical functions

([16]). For example,

Zm(±µ, µ′) =
1

2π

∫ 2π

0

d(φ− φ′)[B+m(φ− φ′) + B−m(φ− φ′)]Z(±µ, µ′, φ− φ′)

= (−1)m
∞∑
l=m

Pl
m(±µ)SlPl

m(µ′),

(3.49)

where the matrix Pl
m(±µ) is

Pl
m(µ) =



P l
m,0(µ) 0 0 0

0 1
2
[P l
m,−2(µ) + P l

m,+2(µ)] 1
2
[P l
m,−2(µ)− P l

m,+2(µ)] 0

0 1
2
[P l
m,−2(µ)− P l

m,+2(µ)] 1
2
[P l
m,−2(µ) + P l

m,+2(µ)] 0

0 0 0 P l
m,0(µ)


.

(3.50)
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Here, the functions P l
m,0(µ) and P l

m,±2(µ) are the generalized spherical functions.

The matrix Sl could be written as

Sl =



αl1 βl1 0 0

βl1 αl2 0 0

0 0 αl3 βl2

0 0 −βl2 αl4


, (3.51)

whose elements are the expansion coefficients of the elements of the phase matrix in

scattering plane into the generalized spherical functions:

a1(Θ) =
∞∑
l=0

αl1P
l
0,0(cos Θ), (3.52)

a2(Θ) + a3(Θ) =
∞∑
l=2

(αl2 + αl3)P l
2,+2(cos Θ), (3.53)

a2(Θ)− a3(Θ) =
∞∑
l=2

(αl1 − αl3)P l
2,−2(cos Θ), (3.54)

a4(Θ) =
∞∑
l=0

αl4P
l
0,0(cos Θ), (3.55)

b1(Θ) =
∞∑
l=2

βl1P
l
0,+2(cos Θ), (3.56)

b2(Θ) =
∞∑
l=2

βl2P
l
0,+2(cos Θ). (3.57)

Since for a given m and n, the generalized spherical functions P l
mn(x) with s ≥

max(|m|, |n|) form a complete orthonormal set of functions on the interval x ∈ [−1, 1],

the following orthogonality relation is satisfied:

∫ +1

−1

dµP l
mn(µ)P l′

mn(µ) =
2

2l + 1
(−1)m+nδll′ . (3.58)
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Therefore, we have the following expression for the elements of Sl:

αl1 = (l +
1

2
)

∫ +1

−1

d(cos Θ)P l
00(cos Θ)a1(Θ), (3.59)

αl2 + αl3 = (l +
1

2
)

∫ +1

−1

d(cos Θ)P l
2,+2(cos Θ)[a2(Θ) + a3(Θ)], (3.60)

αl2 − αl3 = (l +
1

2
)

∫ +1

−1

d(cos Θ)P l
2,−2(cos Θ)[a2(Θ)− a3(Θ)], (3.61)

αl4 = (l +
1

2
)

∫ +1

−1

d(cos Θ)P l
00(cos Θ)a4(Θ), (3.62)

βl1 = (l +
1

2
)

∫ +1

−1

d(cos Θ)P l
0,+2(cos Θ)b1(Θ), (3.63)

βl2 = (l +
1

2
)

∫ +1

−1

d(cos Θ)P l
0,+2(cos Θ)b2(Θ). (3.64)

3.3.3 Adding-Doubling in Supermatrices Form

After applying the Fourier transformation, integrations over the azimuthal angle

disappear in the adding equations. What remained are those integrations over the

polar angle (see the equation (3.48)), which can be evaluated numerically using

Gaussian quadrature. If the total number of the considered Gaussian quadrature is

n, then

Wm(µi, µj) = 2
n∑
k=1

µkwkX
m(µi, µk)Y

m(µk, µj) for i, j = 1, 2, . . . , n, (3.65)

where µi and wi are the ith Gaussian division point and the corresponding weight

on the interval (0,1), respectively.

In the simulation of satellite observations, we want not only the results on the

Gaussian division points but also those on the angles for which measurements are

available. Let us supplement the Gaussian division points {µi, i = 1, 2, . . . , n} with
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these interested points {µi, i = n, n+ 1, . . . , N}. Then the equation (3.65) becomes

Wm(µi, µj) = 2
n∑
k=1

µkwkX
m(µi, µk)Y

m(µk, µj) for i, j = 1, 2, . . . , n, n+ 1, . . . , N.

(3.66)

Now let us introduce the N × N supermatrix X with each element in the form of

a 4 × 4 submatrix:

Xm
i,j = ciX

m(µi, µj)cj for i, j = 1, 2, . . . , n, n+ 1, . . . , N, (3.67)

where

ci =


√

2wiµi for i = 1, 2, . . . , n

1 for i = n, n+ 1, . . . , N
. (3.68)

Therefore, the equation (3.66) can be written in the form of a multiplication of two

supermatrices as follows:

Wm
i,j =

n∑
k=1

Xm
i,kY

m
k,j for i, j = 1, 2, . . . , n, n+ 1, . . . , N . (3.69)

For simplicity, we omit the summation sign and those subscripts in the equation

(3.69), based on which we define the supermatrix product

Wm = XmYm. (3.70)

Note that the equation (3.70) is not the actual matrix product, but a simplification

for the equation (3.69).

The adding equations after Fourier decomposition then can be expressed in terms
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of supermatrices. For each Fourier component, we have

Q(1) = R∗1R2, (3.71)

Q(p+1) = Q(1)Q(p), (3.72)

Q =
∞∑
p=1

Q(p), (3.73)

D = T1 + QE1 + QT1, (3.74)

U = R2E1 + R2D, (3.75)

U∗ = R∗1E2 + R∗1T
∗
2 + QR∗1E2 + QR∗1T

∗
2, (3.76)

D∗ = T∗2 + R∗2U
∗, (3.77)

R = R1 + E1U + T∗1U, (3.78)

T = E2D + T2E1 + T2D, (3.79)

R∗ = R∗2 + E2U
∗ + T2U

∗, (3.80)

T∗ = E1D
∗ + T∗1E2 + T∗1D

∗, (3.81)

where E1 = E(τ) and E2 = E(τB − τ) with E(τ) an N × N diagonal supermatrix

with each element in the form of a 4 × 4 submatrix

Ei,j(τ) = δij exp(− τ

µj
)1 for i, j = 1, 2, . . . , n, n+ 1, . . . , N. (3.82)

Here we omitted the Fourier index m in every supermatrices.

For a homogeneous layer composed of randomly oriented mirror-symmetric scat-

tering particles, we have the symmetry relations (3.40) and (3.41), which now become

R∗m = ∆4∆3R
m∆3∆4, (3.83)

T∗m = ∆4∆3T
m∆3∆4, (3.84)
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where the N × N supermatrices ∆3 and ∆4 have elements in the forms of 4 × 4

submatrices as

(∆3)ij = δijdiag(1, 1,−1, 1), (3.85)

(∆4)ij = δijdiag(1, 1, 1,−1), (3.86)

for i, j = 1, 2, . . . , n, n+ 1, . . . , N .

By introducing the Fourier transformation and the supermatrix formalism, all the

integrations in the adding equations are substituted by matrix multiplications. Since

matrix manipulations can be rapidly realized with some linear algebra packages on

computer, the supermatrix-form adding-doubling code is much more efficient than

traditional adding-doubling codes. In this study, we used the BLAS (Basic Linear

Algebra Subroutine) to handle all the matrix multiplications. To show the efficiency

of the new supermatrix-form adding-doubling code with the BLAS, we calculated

the upward and downward radiation of a three-layer atmosphere composed of atmo-

spheric molecules and coarse mode dust aerosols. As is shown in Figure 3.2, the new

code with the BLAS always requires less computational time compared to the code

developed by Chowdhary ([6]), to reach the same precision for the serial calculation

using the same computer. With the increasing number of Gaussian division points,

the new code becomes increasingly efficient. When the number of Gaussian division

points reaches 128, the new code is over ten times faster than Chowdhary’s code.

3.3.4 Separation of Single-Scattering

For dust aerosols, the size parameter in the visible spectrum can reach up to sev-

eral hundreds. In this case, the phase matrix would show a strong forward scattering

peak, which may result in a slow convergence of the expansion coefficients in the
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Figure 3.2: Comparison of the computational time versus the number of used Gaus-
sian division points between Chowdhary’s code and the new code to reach the same
precision (e.g. 10−6) on the same computer. The model considered here is a three-
layer atmosphere composed of atmospheric molecules and coarse mode dust aerosols.
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generalized spherical functions and thus a slow convergence of the Fourier expansion

series. It has been found that the singular forward scattering feature tends to be

washed out by the multiple scattering and the contribution of the high order Fourier

terms is mainly due to the single scattering. Therefore, if the single-scattering con-

tribution is separated from the reflection and transmission matrices, the number of

Fourier terms required in the calculation as well as the computational time can be

significantly reduced. In addition, when the first order scattering is separated, the

doubling method may start with the second order scattering matrices, which can

greatly increase the optical depth of the initial thin layer and decrease the doubling

times. For this purpose, instead of using the equation (3.43), the Fourier expansions

of the reflection and transmission matrices can be written as

R(µ, µ′, φ− φ′) = R(1)(µ, µ′, φ− φ′) +
1

2

∞∑
m=0

(2− δm,0)

× {B+m(φ− φ′)[Rm(µ, µ′)−R(1)m(µ, µ′)](1 + ∆)

+ B−m(φ− φ′)[Rm(µ, µ′)−R(1)m(µ, µ′)](1−∆)},

(3.87)

T(µ, µ′, φ− φ′) = T(1)(µ, µ′, φ− φ′) +
1

2

∞∑
m=0

(2− δm,0)

× {B+m(φ− φ′)[Tm(µ, µ′)−T(1)m(µ, µ′)](1 + ∆)

+ B−m(φ− φ′)[Tm(µ, µ′)−T(1)m(µ, µ′)](1−∆)},

(3.88)

where R(1)(µ, µ′, φ−φ′) and T(1)(µ, µ′, φ−φ′) are the first order scattering matrices

for the whole atmosphere. For an atmosphere consisting of L homogeneous layers,

R(1)(µ, µ′, φ− φ′) =
L∑
l=1

exp

[
−Γ+

l

µ
− Γ+

l

µ′

]
R

(1)
l (µ, µ′, φ− φ′), (3.89)

T(1)(µ, µ′, φ− φ′) =
L∑
l=1

exp

[
−Γ+

l

µ
− Γ−l

µ′

]
T

(1)
l (µ, µ′, φ− φ′), (3.90)
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where Γ
+/−
l denote the optical thickness between the upper/lower boundary of the

atmosphere and the upper/lower boundary of the layer l, i.e.

Γ+
l =

L∑
l′=l+1

τl′ , (3.91)

Γ−l =
l−1∑
l′=1

τl′ , (3.92)

with the assumption that the count of layers is from the bottom to the top of the

atmosphere. Here, the first order scattering matrices for the lth homogeneous layer

with optical thickness τl, R
(1)
l (µ, µ′, φ− φ′) and T

(1)
l (µ, µ′, φ− φ′), can be calculated

with

R
(1)
l (µ, µ′, φ− φ′) =

ω

4(µ+ µ′)

[
1− exp

(
−τl

µ
− τl

µ′

)]
× Z(−µ, µ′, φ− φ′),

(3.93)

T
(1)
l (µ, µ′, φ− φ′) =

ω

4(µ− µ′)

[
exp

(
−τl

µ

)
− exp

(
−τl

µ′

)]
× Z(µ, µ′, φ− φ′) if µ 6= µ′,

(3.94)

T
(1)
l (µ, µ′, φ− φ′) =

ωτl
4µ2

exp

(
−τl

µ

)
Z(µ, µ′, φ− φ′) if µ = µ′. (3.95)

3.3.5 Truncation of Phase Matrix

In addition to the separation of the first order scattering, truncation of the phase

matrix is another important technique to accelerate the code when dealing with

large dust aerosols. The delta-M method ([56]), following the delta-Eddington ap-

proximation, is a well-known truncation method for a phase function when solving

the scalar radiative transfer equation. Although many other improved truncation

methods have been developed afterwards, such as the delta-fit method ([22]), geo-
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metrical truncation method ([23]), etc., the delta-M method is still preferred under

most circumstances due to its simple mathematical form and the automatically guar-

anteed flux conservation. The delta-M method for the phase function can be easily

extended to all the elements of a phase matrix. Supposing that we want to truncate

the phase function to the order of M and a delta function can well approximate the

contribution of the higher order terms, we then have

a1(Θ) =
∞∑
l=0

αl1P
l
0,0(cos Θ) ' 2fδ(1− cos Θ) + (1− f)

M∑
l=0

αl1P
l
0,0(cos Θ), (3.96)

where f = αM+1
1 /(2M + 3) represents the fraction of energy contained in the trun-

cated forward scattering peak. The elements of the truncated phase matrix P̃ can

be determined as follows:

ã1(Θ) =
M∑
l=0

α̃l1P
l
0,0(cos Θ), (3.97)

ã2(Θ) = ã1(Θ) +
a2(Θ)− a1(Θ)

1− f
, (3.98)

ã3(Θ) = ã1(Θ) +
a3(Θ)− a1(Θ)

1− f
, (3.99)

ã4(Θ) = ã1(Θ) +
a4(Θ)− a1(Θ)

1− f
, (3.100)

b̃1(Θ) =
b1(Θ)

1− f
, (3.101)

b̃2(Θ) =
b2(Θ)

1− f
, (3.102)

where

α̃l1 =
αl1 − (2l + 1)f

1− f
for l = 0, . . . ,M. (3.103)

Accordingly, the single-scattering albedo and the optical thickness of the dust
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aerosol need to be adjusted based on the so-called similarity principle:

ω̃ =
(1− f)ω

1− ωf
, (3.104)

τ̃ = (1− ωf)τ. (3.105)

In order to make the calculation consistent, the required number of Gaussian

division points n is related to the highest order of the truncated phase matrix M

by Chandrasekhar’s criterion 4n − 1 > 2M ([4]). As a result, with the delta-M

truncation, not only the required order of Fourier terms but also the required number

of Gaussian division points can be greatly reduced, while the introduced error is

controllable, which implies that the speed and precision of the code is adjustable

according to the given computational time and the error of measurements.

3.4 The Atmosphere-Surface System

In previous subsections, we limited ourself to the standard problem with a black

surface at the bottom of the atmosphere. In fact, the surface contribution to mea-

surements can be ignored only in occasional cases, such as dust aerosol retrieval over

ocean using the near-infrared channel. Over land, especially over the dust aerosol

source region, the signal from the surface is so strong for the visible channels that

is comparable to or exceed the signal from dust aerosols. Therefore, we have to

consider the radiative transfer process in such a coupled atmosphere-surface system

to separate the surface contribution.

The reflection properties of a surface can be described by a 4 × 4 BRDF Rsrf as

I(µ, φ) =
1

π

∫ 2π

0

dφ′
∫ 1

0

dµ′µ′Rsrf (µ, φ;µ′, φ′)I0(µ′, φ′), (3.106)

where I0(µ, φ) is the Stokes vector of the radiance incident on the surface and I(µ, φ)
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is the Stokes vector of the reflected radiance. If there is no atmosphere and the solar

flux F0 in direction (µ0, φ0) is directly incident on the surface, the equation (3.106)

becomes the most frequently seen form:

I(µ, φ) =
µ0

π
Rsrf (µ, φ;µ0, φ0)F0. (3.107)

3.4.1 BRDF Models

In order to study aerosols over various surface conditions, many surface BRDF

models have been proposed ([29]). The most famous one is the Lambertian surface

(namely the ideal diffusely reflecting surface), for which the reflected radiance is

isotropic. The 4 × 4 BRDF is written as

RL(µ, µ′, φ− φ′) =



A 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0


(3.108)

where A is the reflectivity (or surface albedo) of the surface. The Lambertian surface

is usually used when the knowledge about the actual surface reflection properties is

missing.

However, for the multi-angular observations, the isotropic Lambertian surface

may introduce significant error. To correctly characterize the directional feature of

the surface reflection, the kernel-driven model was developed to replace the isotropic

surface reflectance ([55]). The most common kernel-driven model uses a linear combi-

nation of three kernels fiso, fvol, and fgeom, which are representing isotropic, volumet-

ric, and geometric-optics components of the surface scattering, respectively. Instead
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of a constant surface reflectivity, the reflectivity of the surface becomes a function of

the incident and viewing angles, i.e.

ARoss−Li(µ, µ
′, φ−φ′) = fiso+kvolfvol(µ, µ

′, φ−φ′)+kgeomfgeom(µ, µ′, φ−φ′). (3.109)

The volumetric scattering kernel fvol is derived in the single-scattering approximation

from the radiative transfer theory for a layer of randomly oriented and randomly

positioned facets with fixed reflectance and transmittance, which has the form

fvol(µ, µ
′, φ− φ′) =

(π/2−Θ) cos Θ + sin Θ

µ+ µ′
− π

4
, (3.110)

where Θ is the scattering angle,

cos Θ = −µµ′ + (1− µ2)1/2(1− µ′2)1/2 cos(φ− φ′). (3.111)

The geometric-optics kernel fgeom takes into account the geometric structure of re-

flectors as well as the shadowing by reflectors. The often used geometric-optics kernel

is the Li-sparse kernel given by

fgeom(µ, µ′, φ− φ′) = O(µ, µ′, φ− φ′) +
1− 2 cos θ̃ − 2 cos θ̃′ − cos Θ̃

cos θ̃ cos θ̃′
, (3.112)

where the θ̃ and θ̃′ are defined as

θ̃ = tan−1

(
b

r
tan |θ|

)
, (3.113)

θ̃′ = tan−1

(
b

r
tan |θ′|

)
, (3.114)
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and

O(µ, µ′, φ− φ′) =
(t− sin t)(cos θ̃ + cos θ̃′)

π cos θ̃ cos θ̃′
, (3.115)

cos t =
h

b

cos θ̃ cos θ̃′

cos θ̃ + cos θ̃′

√
D2 + tan2 θ̃ tan2 θ̃′ sin2(φ− φ′), (3.116)

D =

√
tan2 θ̃ + tan2 θ̃′ + 2 tan θ̃ tan θ̃′ cos(φ− φ′), (3.117)

cos Θ̃ = − cos θ̃ cos θ̃′ + sin θ̃ sin θ̃′ cos(φ− φ′). (3.118)

In the equation (3.116), if the obtained cos t is greater than 1, then set cos t equal to

1; if cos t is less than -1, then set cos t equal to -1. Here, h/b and b/r are two fixed

parameters. For example, the Li-sparse kernel used in the MODIS BRDF retrieval

algorithm chose h/b = 2 and b/r = 1 ([47]).

Over ocean, the reflection of the air-water interface can also be modeled with a

BRDF. If the ocean surface is flat, the reflection properties can be simply described

with the Fresnel equations. For a windy-ruffled ocean surface, the BRDF can be

calculated analytically in the Kirchhoff approximation ([51]), which is given by

Rocn(µ, µ′, φ−φ′) =
|k4
d|

4µµ′|n̂× n̂′|4k4
dz 2s2

exp

[
−
k2
dx + k2

dy

2s2k2
dz

]
M(µ, µ′, φ−φ′), (3.119)

where

n̂ = ((1− µ2)1/2 cosφ, (1− µ2)1/2 sinφ, µ), (3.120)

n̂′ = ((1− µ′2)1/2 cosφ′, (1− µ′2)1/2 sinφ′,−µ′), (3.121)

kd = k(n̂′ − n̂) = kdxx̂ + kdyŷ + kdzẑ, (3.122)

k is the free space wavenumber and s is the root mean square slope of the ocean

surface. According to the Cox and Munk slope distribution for a rough ocean surface
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([7]), 2s2 = 0.003 + 0.00512×W , where W is the wind speed at the ocean surface in

the units of m/s. The elements of the 4 × 4 matrix M(µ, µ′, φ− φ′) are given by

M11 =
1

2
[|fθθ|2 + |fθφ|2 + |fφθ|2 + |fφφ|2], (3.123)

M12 =
1

2
[|fθθ|2 − |fθφ|2 + |fφθ|2 − |fφφ|2], (3.124)

M13 = −Re[fθθf
∗
θφ + fφθf

∗
φφ], (3.125)

M14 = −Im[fθθf
∗
θφ + fφθf

∗
φφ], (3.126)

M21 =
1

2
[|fθθ|2 + |fθφ|2 − |fφθ|2 − |fφφ|2], (3.127)

M22 =
1

2
[|fθθ|2 − |fθφ|2 − |fφθ|2 + |fφφ|2], (3.128)

M23 = −Re[fθθf
∗
θφ − fφθf ∗φφ], (3.129)

M24 = −Im[fθθf
∗
θφ − fφθf ∗φφ], (3.130)

M31 = −Re[fθθf
∗
φθ + fθφf

∗
φφ], (3.131)

M32 = −Re[fθθf
∗
φθ − fθφf ∗φφ], (3.132)

M33 = Re[fθθf
∗
φφ + fθφf

∗
φθ], (3.133)

M34 = Im[fθθf
∗
φφ − fθφf ∗φθ], (3.134)

M41 = Im[fθθf
∗
φθ + fθφf

∗
φφ], (3.135)

M42 = Im[fθθf
∗
φθ − fθφf ∗φφ], (3.136)

M43 = −Im[fθθf
∗
φφ + fθφf

∗
φθ], (3.137)

M44 = Re[fθθf
∗
φφ − fθφf ∗φθ], (3.138)

where

fθθ = (φ̂′ · n̂)(φ̂ · n̂′)R⊥ + (θ̂′ · n̂)(θ̂ · n̂′)R‖, (3.139)

fθφ = −(θ̂′ · n̂)(φ̂ · n̂′)R⊥ + (φ̂′ · n̂)(θ̂ · n̂′)R‖, (3.140)
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fφθ = −(φ̂′ · n̂)(θ̂ · n̂′)R⊥ + (θ̂′ · n̂)(φ̂ · n̂′)R‖, (3.141)

fφφ = (θ̂′ · n̂)(θ̂ · n̂′)R⊥ + (φ̂′ · n̂)(φ̂ · n̂′)R‖. (3.142)

In the equations (3.139)-(3.142), the unit vectors φ̂ and θ̂ are defined as

φ̂ =
ẑ× n̂

|ẑ× n̂|
, (3.143)

θ̂ = φ̂× n̂, (3.144)

and R⊥ and R‖ are the coefficients of the Fresnel reflection for the perpendicular and

the parallel polarized light, respectively, which are given by

R⊥ =
cos θ −

√
m2 − 1 + cos2 θ

cos θ +
√
m2 − 1 + cos2 θ

, (3.145)

R‖ =
m2 cos θ −

√
m2 − 1 + cos2 θ

m2 cos θ +
√
m2 − 1 + cos2 θ

, (3.146)

where m is the complex refractive index of the ocean water and the incident angle θ

is given by

cos θ =
n̂′ · (n̂′ − n̂)

|n̂′ − n̂|
. (3.147)

If the viewing zenith angle or the incident angle is large, e.g. µ or µ′ close to 0, we have

to take into account the shadowing effect ([51]) of the surface wave by multiplying

the Rocn(µ, µ′, φ− φ′) by a bidirectional shadowing function S(µ, µ′) given by

S(µ, µ′) =
1

1 + Λ(µ) + Λ(µ′)
, (3.148)
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where

Λ(µ) =

√
2s2(1− µ2)

2
√
πµ

exp

[
− µ2

2s2(1− µ2)

]
− 1

2
erfc

[
µ√

2s2(1− µ2)

]
, (3.149)

and erfc(x) is the complementary error function.

For the purpose of simulation of reflection properties of different surface types,

we build a surface BRDF library to include all these surface BRDF models. The

library is imbedded into our adding-doubling code with the following algorithm.

3.4.2 Implementing Surface BRDFs in Adding-Doubling

When a surface BRDF is added to the standard problem, it changes the lower

boundary condition (3.12) of the vector radiative transfer equation to

I(τB;−µ, φ) =
1

π

∫ 2π

0

dφ′
∫ +1

0

dµ′µ′Rsurf (µ, µ′, φ− φ′)I(τB;µ′, φ′), (3.150)

To correctly account for the surface contribution, we have to fully consider the in-

teraction between the atmosphere and the surface. Following Subsection 3.3, the

reflection matrix of the coupled atmosphere-surface system can be easily calculated

through the following adding equations:

Q(1)(µ, µ′, φ− φ′) = R∗atm(µ, µ′′, φ− φ′′) ∗Rsrf (µ
′′, µ′, φ′′ − φ′), (3.151)

Q(p+1)(µ, µ′, φ− φ′) = Q(1)(µ, µ′′, φ− φ′′) ∗Q(p)(µ′′, µ′, φ′′ − φ′), (3.152)

Q(µ, µ′, φ− φ′) =
∞∑
p=1

Q(p)(µ, µ′, φ− φ′), (3.153)

Datm+srf (τ;µ, µ′, φ− φ′) = Tatm(µ, µ′, φ− φ′)

+ Q(µ, µ′′, φ− φ′′) ∗ E(τB;µ′′, µ′, φ′′ − φ′)

+ Q(µ, µ′′, φ− φ′′) ∗Tatm(µ′′, µ′, φ′′ − φ′),

(3.154)
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Uatm+srf (τB;µ, µ′, φ− φ′) = Rsrf (µ, µ
′′, φ− φ′′) ∗ E(τB;µ′′, µ′, φ′′ − φ′)

+ Rsrf (µ, µ
′′, φ− φ′′) ∗Datm+srf (τB;µ′′, µ′, φ′′ − φ′),

(3.155)

Ratm+srf (µ, µ
′, φ− φ′) = Ratm(µ, µ′, φ− φ′)

+ E(τB;µ, µ′′, φ− φ′′) ∗Uatm+srf (τB;µ′′, µ′, φ′′ − φ′)

+ T∗atm(µ, µ′′, φ− φ′′) ∗Uatm+srf (τB;µ′′, µ′, φ′′ − φ′),

. (3.156)

Unlike the atomsphere-only case, we are not interested in the transmission matrix of

the atmosphere-surface system Tatm+srf (µ, µ
′, φ − φ′), but the downward radiation

matrix just above the surface Datm+srf (τB;µ, µ′, φ− φ′).

For the speed concern, we also expand the surface BRDF into Fourier series and

separate the single-scattering contribution, i.e.

Ratm+srf (µ, µ
′, φ− φ′) = R

(1)
atm+srf (µ, µ

′, φ− φ′) +
1

2

∞∑
m=0

(2− δm,0)

× {B+m(φ− φ′)[Rm(µ, µ′)−R(1)m(µ, µ′)](1 + ∆)

+ B−m(φ− φ′)[Rm(µ, µ′)−R(1)m(µ, µ′)](1−∆)},

(3.157)

where

Rm
srf (µ, µ

′) =
1

2π

∫ 2π

0

d(φ−φ′)[B+m(φ− φ′)

+ B−m(φ− φ′)]Rsrf (µ, µ
′, φ− φ′),

(3.158)

R
(1)
atm+srf (µ, µ

′, φ− φ′) = R
(1)
atm(µ, µ′, φ− φ′)

+ exp
[
− τB

µ
− τB

µ′

]
Rsrf (µ, µ

′, φ− φ′).
(3.159)
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3.4.3 Validation of the Adding-Doubling Code

In order to validate our adding-doubling code, we calculated the Stokes vector of

upward radiance at the TOA using the RayXP ([62]), the Monte-Carlo code ([63]),

and our new adding-doubling code. To make sure the code is capable of simulating

radiance of multi-layer optically thick dust aerosols above a highly reflective land

surface like a desert, we choose the model to be a bi-layer atmosphere of fine mode

dust aerosols with the total aerosol optical depth equal to 1.0 above a Lambertian

surface with surface albedo 0.8. As is shown in Figure 3.3, good agreements are

found for all the absolute values of the components calculated by all the three codes

at all angles. The only difference between the Monte-Carlo results and our results

is a minus sign for the V component, which is due to the different definitions of the

circular polarization. The RayXP results cannot consistently agree with any of the

other two results for components Q,U,V in the meridian planes at azimuthal angles

equal to 0◦ and 90◦. It suggests that our method is accurate and self-consistent, but

one should be careful about the definitions of polarization when comparing results

of our code with others.

To demonstrate the capability of our adding-doubling code to deal with large dust

aerosols, we fix the atmosphere model but substitute the fine mode dust aerosols with

coarse mode dust aerosols. As is shown in Figure 3.4, results of all the three codes

agree very well with each other for components I and U. For the component Q,

besides the sign problem, it is found that the errors in the absolute values of RayXP

become significant at large viewing angles (e.g. larger than 50◦), but our results still

agree with the Monte-Carlo results. Despite of the small value of the component V,

it still can be seen that errors of the Monte-Carlo method appear at large viewing

zenith angles (e.g. larger than 70◦) in the meridian planes at azimuthal angles equal
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Figure 3.3: Comparison of the Stokes vectors (I,Q,U,V) of upward radiances at the
TOA calculated by our new adding-doubling code, the RayXP, and the Monte-Carlo
method. The model here is a bi-layer atmosphere of fine mode dust aerosols with the
total aerosol optical depth equal to 1.0 above a Lambertian surface with the surface
albedo 0.8. The solar zenith angle is 60◦. The Stokes vectors in three meridian planes
at azimuthal angles equal to 0◦, 90◦, and 180◦ are plotted.
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Figure 3.4: Comparison of the Stokes vectors (I,Q,U,V) of upward radiances at the
TOA calculated by our new adding-doubling code, the RayXP, and the Monte-Carlo
method. The model here is a bi-layer atmosphere of coarse mode dust aerosols
with the total aerosol optical depth equal to 1.0 above a Lambertian surface with
the surface albedo 0.8. The solar zenith angle is 60◦. The Stokes vectors in three
meridian planes at azimuthal angles equal to 0◦, 90◦, and 180◦ are plotted.

to 0◦ and 180◦, since the exact theoretical results as well as our results give 0.

As a validation of our adding-doubling code for the system of a atmosphere

coupled with a user-defined surface, we compare our results with the RayXP results

(see Figure 3.5). The atmosphere-surface system considered here is a thin Rayleigh

layer with optical depth equal to 0.1 above a windy-ruffled ocean surface with the

wind speed at ocean surface equal to 10.0m/s. It is found that our results perfectly

resemble the RayXP results for all the components at all angles, in spite of the fact

that different approximations for the windy-ruffled ocean surface BRDF models are
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Figure 3.5: Comparison of the Stokes vectors (I,Q,U,V) of upward radiances at the
TOA calculated by our new adding-doubling code and the RayXP. The model here
is a thin Rayleigh layer with the optical depth equal to 0.1 above a windy-ruffled
ocean surface with the wind speed at ocean surface equal to 10.0m/s. The solar
zenith angle is 60◦. The Stokes vectors in three meridian planes at azimuthal angles
equal to 0◦, 90◦, and 180◦ are plotted.

used in the two codes, e.g. the geometric-optics approximation in RayXP and the

Kirchhoff approximation in our adding-doubling code.

3.5 A Fast Algorithm Based on Icosahedral Grid

As an alternative method to circumvent huge supermatrices due to the large num-

ber of required Gaussian division points and the slow convergent Fourier series when

considering a medium composed of large scattering particles, all the integrations

in the adding equations (3.25-3.35) can be performed numerically on an icosahedral
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Figure 3.6: Icosahedral grid of level 2 consisting of 40 triangular faces on the left
and icosahedral grid of level 4 consisting of 160 triangular faces on the right.

mesh. This technique has already been successfully applied to solve the shallow-water

equations and the scalar radiative transfer equation ([19], [54]). The icosahedral grid

can be generated by recursively bisecting the 20 triangular faces of the original sim-

ple regular icosahedron and projecting bisection points onto the circumsphere. The

number of recursive refinements is referred to as grid level L. Figure 3.6 shows the

icosahedral grids of level L = 2 and level L = 4. The number of triangular faces is

given by F = 20L2.

Instead of performing Fourier transformation and calculating each term through

Gaussian quadrature, we approximate the integral in equation (3.23) with the fol-

lowing summation

X(µ, φ;µ′′, φ′′) ∗Y(µ′′, φ′′;µ′, φ′) =
2

S

n∑
i=1

X(µ, φ;µi, φi)Y(µi, φi;µ
′, φ′)Ai, (3.160)
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with

S =
n∑
i=1

Ai (3.161)

where Ai is the area of the ith triangular face, and the summation is performed

over the top half icosahedral grid, e.g. n = F/2, since the integral is over the top

hemisphere in the adding equations. µi and φi can be determined by the position

vector ri at the center of the ith triangular face as

µi =
riz
|ri|

, (3.162)

φi = arctan
riy
rix
. (3.163)

Then, by following the standard adding equations (3.25)-(3.35), the reflection and

transmission matrix can be solved. In practice, we use supermatrices and the BLAS

to realize the fast computation. The procedure is identical to that of Subsection 3.3.3,

except that we need to change the definition of the supermatrix X. For example,

let us define the N × N supermatrix X with each element in the form of a 4 × 4

submatrix as

Xi,j = ciX(µi, φi;µj, φj)cj for i, j = 1, 2, . . . , n, n+ 1, . . . , N, (3.164)

where

ci =


√

2Aiµi
S

for i = 1, 2, . . . , n

1 for i = n, n+ 1, . . . , N
. (3.165)

Similarly, the indices i = n, n+ 1, . . . , N are for the interested observation directions

that are not on the grid points. With the redefined supermatrices, the VRTE can

be solved by following the equations (3.69)-(3.86) without considering each Fourier

term.
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As is shown in Figure 3.7, we compared the results of the fast model with those

of the adding-doubling using the rigorous procedure for dust aerosols over a black

surface. It is found that the fast model results agree well with the rigorous results for

the component I and Q. However, there are discrepancies for the components U and

V at large viewing zenith angles (e.g. > 50◦). The exact value for U and V should

be 0 at any viewing angles. The difference between zero and the value of U or V of

the fast model can be regarded as the error of the fast model. It is clear that the

error is increasing with the viewing zenith angle. For large viewing zenith angles,

where the error is on the order of magnitude of 10−6, it is still much smaller than

the usual error of a radiometer onboard a satellite. Therefore, the fast model can be

appropriately used in the following circumstances: (1) only the radiance is concerned;

(2) the viewing angle is not so large; (3) the required precision is moderate.

3.6 Summary

As a study to improve the present forward model in aerosol retrieval, an adding-

doubling code is developed to solve the VRTE. Many efforts have been made to

improve the efficiency of the code so that it is applicable to an iterative retrieval

algorithm with affordable computational time: (a) The adding equations are realized

in the supermatrix form and supermatrix multiplications are handled with the BLAS;

(b) The first order scattering is separated in the multiple scattering calculation to

accelerate the convergence of Fourier series; (c) The expansion of phase matrices of

dust aerosols in the generalized spherical functions can be truncated using delta-M

method if necessary; (c) If a moderate precision is acceptable, all the integrations can

be conducted on an icosahedral grid to further speed up the code. For the purpose of

simulating reflection properties of diverse land and ocean surfaces, a surface BRDF

library is embedded into the code. In the following work on the retrieval of non-
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Figure 3.7: Comparison of the Stokes vectors (I,Q,U,V) of upward radiances at the
TOA calculated by the fast model and the rigorous adding-doubling method. The
model here is a thin dust aerosol layer above a black surface. The solar zenith angle
is 60◦ and the relative azimuthal angle is 0◦.
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spherical dust aerosols, this forward model would be used to simulate the radiance

and polarized measurements of satellites at the TOA.
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4. RETRIEVAL OF NON-SPHERICAL DUST AEROSOL PROPERTIES

USING COLLOCATED POLDER/PARASOL-MODIS/AQUA

MEASUREMENTS

4.1 Introduction

The multi-angular radiance and polarized measurements from the POLDER-

/PARASOL provide an unprecedented opportunity to retrieve information of non-

spherical dust aerosols. The abundant measurements are capable of retrieving more

interested aerosol properties uniquely with a higher precision ([36]). At the mean

time, the MODIS/Aqua has proved its capability for detection of dusty pixels and

cloud masking with its relative high spatial resolution and wide spectral range. Some

technical information about the POLDER/PARASOL and the MODIS/Aqua are

listed in the table 4.1. The complimentary features of the two instruments suggest

that the use of the collocated MODIS/Aqua and POLDER/PARASOL product may

bring us a more accurate retrieval.

What comes together with the opportunity brought by the multi-angular radiance

and polarized measurements is a challenge to the widely used LUT technique in the

retrieval. Traditionally, the number of the retrievable parameters is limited and the

precision of the retrieval results is low. The dimension of the corresponding LUT

Table 4.1: Technical features of POLDER/PARASOL and MODIS/Aqua.

POLDER/PARASOL MODIS/Aqua

Viewing Directions up to 16 directions single direction
Polarization linear polarization at 3 bands no polarization

Spatial Resolution 6× 6 km 1× 1 km
Spectral Range 0.443-0.908 µm 0.4-15 µm
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is small and affordable. Considering the capability of the POLDER/PARASOL,

the dimensions of the high-resolution LUT are so huge that makes the required

storage volume tremendous. For example, suppose that we want to retrieve only

5 parameters at the same time, then the dimension of the LUT would be 5 plus 3

( that is the number of angles related to the viewing and solar geometries). If the

resolution for each dimension is only 100 points, we end up with a astronomical figure

1005+3. Therefore, in the new retrieval algorithm, we substitute the traditional LUT

technique with an iterative Levenberg-Marquardt method. Using the aforementioned

efficient and accurate forward model and the Levenberg-Marquardt method, it is

possible to retrieve surface properties as well as dust aerosol properties, such as the

aerosol optical depth, the multi-mode particle size distribution, and the shape of

dust aerosol, simultaneously and continuously.

The remaining part of this section is organized as follows. In Subsection 4.2,

we introduce a detection algorithm for dusty pixels, which would be used in the

following study, using MODIS/Aqua measurements. In Subsection 4.3, we present

a sensitivity study of multi-angular radiance and polarized measurements of the

POLDER/PARASOL. In Subsection 4.4, a detailed description of our aerosol re-

trieval algorithm is provided. The atmospheric gaseous correction is first given. As

the core algorithm, the Levenberg-Marquardt method is then introduced. All the

procedures of the retrieval process are shown, followed by a test of the retrieval algo-

rithm. Some interesting results of the retrieved non-spherical dust aerosol properties

over the Sahara Desert are presented. In the last Subsection, we briefly summarize

the main features of the new aerosol retrieval algorithm.
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4.2 Detection of Dusty Pixels with MODIS/Aqua

The first step for the retrieval of dust aerosols is to detect dusty pixels from satel-

lite observations. Considering the limited spatial resolution and spectral range of the

POLDER/PARASOL, we collocate the MODIS/Aqua data with the POLDER/PARASOL

data, and use the former for dusty pixel detection.

Over ocean, the detection can be achieved by using the MODIS level 1B Cal-

ibrated Geo-located Radiances and level 2 Cloud Mask products. The following

parameters of MODIS/Aqua data are used to discriminate dusty pixels from others

via a QDA (quadratic discriminant analysis) based statistical method: the stan-

dard deviation of channel 5, brightness temperature difference of channel 29 and 31,

brightness temperature difference of channel 31 and 32, NDDI index, NDVI index,

and reflectance ratio between channel 3 and channel 1 ([5]). As is shown in Figure

4.1, dust aerosols that are blown away from the west coast area of North Africa

and clearly observed in the MODIS RGB image, are successfully recognized by this

algorithm.

Over land, the above dusty pixel detection algorithm is not valid, since the signal

from the complicated high reflective land surface may blur the signal from the dust

aerosols. On the other hand, it has been found that the land surface is quite dark

in the MODIS Deep Blue channels due to the relatively strong absorption of dust

aerosols in the near UV and the blue spectrum. Therefore, we use the MODIS Deep

Blue aerosol product to discriminate dusty pixels over land. Figure 4.2 shows the

aerosol optical depth derived in the MODIS Deep Blue product over the Sahara

Desert compared with the corresponding MODIS RGB image, where a strong dust

storm can be observed around 2◦ East and 12◦ north.
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Figure 4.1: Comparison between the MODIS RGB image (left panel) and the result
of dusty pixel detection (right panel) for the west coast area of North Africa on April
1, 2010. The white gap in the right panel is due to the sun glint.
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Figure 4.2: Comparison between the MODIS RGB image (left panel) and aerosol
optical depth derived in the MODIS Deep Blue product (right panel) over the Sahara
Desert on April 1, 2010.
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4.3 Sensitivity of Multi-Angular Radiance and Polarized Measurements of

POLDER/PARASOL

With the detected dusty pixels, the sensitivity of multi-viewing-directional po-

laried measurements of the POLDER/PARASOL to the microphysical properties of

dust aerosols can be studied. For this purpose, we consider the normalized radiance

R(θv, θs, φ) and the normalized polarized radiance Rp(θv, θs, φ) in the

POLDER/PARASOL level 2 Earth Radiation Budget, Water Vapor and Clouds

product. The definition of the two parameters are given by:

R(θv, θs, φ) =
πI(θv, θs, φ)

F0

, (4.1)

Rp(θv, θs, φ) = sgn
π
√
Q2 + U2

F0

cos θs + cos θv
cos θs

, (4.2)

where θv is the viewing zenith angle, θs is the solar zenith angle, φ is the relative

azimuthal angle between the solar and viewing directions, and F0 is the incident solar

flux at the TOA. In the equation (4.2) the sgn is determined by the angle between

the direction of the polarization and the normal direction of the scattering plane ξ:

If ξ ∈ [0, π/4]
⋃

[3π/4, π], sgn = +1; Otherwise, sgn = −1.

For dust aerosols over ocean, we consider the measurements of the channel 865P,

where the signal from the ocean can be ignored. As is shown in Figure 4.3, the

spheroidal model of dust aerosol can properly reproduce the angular feature of nor-

malized radiance measured by the POLDER/ PARASOL over the global ocean on

April 1, 2010, while the simulation results using spherical model deviate from the

measurements at large scattering angles (e.g. > 150◦). In Figure 4.4, a similar sit-

uation is found for the polarization. It is worthwhile to notice that the spheroidal

model can even correctly predict the position of the neutral point of the polarization
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Figure 4.3: Comparison between simulations of normalized radiance using the spheri-
cal model and the spheroidal model with the aspect ratio 2.5. The contour is obtained
from the actual measurements from the POLDER/PARASOL over global ocean on
April 1, 2010, with the value defined as the number of observations at the particular
scattering angle and with the particular value of normalized radiance divided by the
total number of observations at the particular scattering angle.

around 160◦.

The measurements of the channel 670P are used for dust aerosol retrieval over

land. In Figure 4.5, it is shown that the normalized radiances measured by the

POLDER/PARASOL over the Sahara Desert on April 1, 2010 are almost angular-

independent with a large dispersion in the vertical axis, since radiance is very sensitive

to different surface properties and optical depths of different pixels. On the other

hand, the measurements of normalized polarized radiance shows a strong angular

dependence, which is very sensitive to the shape (aspect ratio) of dust aerosol but

is less sensitive to aerosol optical depth (see Figure 4.6 and Figure 4.7). Moreover,
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Figure 4.4: Comparison between simulations of normalized polarized radiance using
the spherical model and the spheroidal model with the aspect ratio 2.5. The contour
is obtained from the actual measurements from the POLDER/PARASOL over global
ocean on April 1, 2010 with the value defined as the number of observations at the
particular scattering angle and with the particular value of normalized polarized
radiance divided by the total number of observations at the particular scattering
angle.
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Figure 4.5: Angular dependence of normalized radiances measured by the POLDER-
/PARASOL over the Sahara Desert on April 1, 2010.

the normalized polarized radiance shows little sensitivity to the land surface albedo.

When we doubled the surface albedo in the simulation, the results almost perfectly

overlap those simulated with actual surface albedos (see Figure 4.8).

4.4 The Aerosol Retrieval Algorithm

4.4.1 Scattering and Absorption of Atmospheric Molecules

For those channels of the POLDER/PARASOL in the visible spectrum, the ab-

sorption and Rayleigh scattering due to atmospheric molecules are small but may

not be ignored. It is well known that the contribution of the Rayleigh scattering to

the polarized measurements is significant due to the small size of these molecules,

while the influence of the molecule absorption is uncertain. In the retrieval algo-

rithm, we exactly take into account of these effects with the LBLRTM. The high-
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Figure 4.6: Comparison between simulations of normalized polarized radiance using
spheroidal models with the aspect ratios 1.0,1.25, and 2.5. The contour is obtained
from the actual measurements of the POLDER/PARASOL over the Sahara Desert
on April 1, 2010.
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Figure 4.7: Comparison between simulations of normalized polarized radiance using
the optical depths 0.5 and 2.0. The spheroidal models of dust aerosol with the aspect
ratio 2.5 is adopted in these calculations. The contour is obtained from the actual
measurements of the POLDER/PARASOL over the Sahara Desert on April 1, 2010.
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Figure 4.8: Comparison between simulations of normalized polarized radiance using
the actual surface albedos and the doubled surface albedos. The spheroidal models of
dust aerosol with the aspect ratio 2.5 is adopted in these calculations. The contour is
obtained from the actual measurements of the POLDER/PARASOL over the Sahara
Desert on April 1, 2010.
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Figure 4.9: High-spectral-resolution optical depth of the Rayleigh scattering and
molecule absorption around the channel 490P (top) and the channel 670P (bottom).

spectral-resolution molecule absorption and Rayleigh scattering optical thicknesses

are calculated from the standard atmospheric profiles by considering 39 major at-

mospheric gases, such as H2O, O2, O3, etc. The data of spectral lines are obtained

from the HITRAN (HIgh-resolution TRansmission molecular AbsorptioN database,

[13]).

As is shown in Figure 4.9, the optical depth of the Rayleigh scattering shows the

dependence on wavlength-4. The value is around 0.15 for the channel 490P and 0.04

for the channel 670P. On the other hand, the absolute value of the optical depth of

molecule absorption is on the order of magnitude of 0.01, which is negligible for the

channel 490P, but becomes comparable to the optical depth of Rayleigh scattering

for the channel 670P.
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The narrow band optical depth for a particular channel of the POLDER/PARASOL,

which is used in the forward radiative transfer model, can be obtained approximately

from the integration of the high-spectral-resolution transmittance weighted by the

response function f(λ) of the channel:

τ̄Rayleigh/absorption = − log

(∫
exp(−τRayleigh/absorption(λ))f(λ)dλ∫

f(λ)dλ

)
. (4.3)

4.4.2 The Levenberg-Marquardt Method

Essentially, the aerosol retrieval is a non-linear inverse problem. Suppose the

number of all the interested parameters of dust aerosols is n , and the number of the

available multi-angular radiance and polarized measurements of the POLDER/PRASOL

is m, then we can use an n-dimensional column vector x and an m-dimensional col-

umn vector y to represent these parameters and measurements, respectively. The

objective of the aerosol retrieval is to find the solution x to the equation

y = F(x), (4.4)

where F(x) denotes the forward radiative transfer model. Generally, F(x) is an m-

dimensional non-linear vector function of x and it is very difficult to find the inverse

function F−1(y) so that

x = F−1(y). (4.5)

Alternatively, we define a scalar error function S(x) as

S(x) =

∑m
i=1 wi[y(θs,i, θv,i, φi)− F (θs,i, θv,i, φi; x)]2∑m

i=1wi
, (4.6)

where wi is equal to the inverse squared error of the ith measurement. Then the
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inverse problem becomes a least square super-curve fitting problem: Given a set of

pairs {[(θs,i, θv,i, φi), yi], i = 1, . . . ,m}, we optimize the parameters {xi, i = 1, . . . , n}

of the modeled super-curve F (θs,i, θv,i, φi; x) so that the function S(x) becomes min-

imal.

In mathematics, the Levenberg-Marquardt algorithm provides a numerical solu-

tion to such minimization problem. Given an initial guess that is sufficiently close

to the final solution of the parameter vector, the final solution can be obtained it-

eratively. Supposing that the current parameter vector is x, a correction ∆x that

would result in a better estimation x + ∆x, is given by

(JTJ + λD)∆x = JT [ỹ − F̃(x)], (4.7)

where λ is the so-called damping factor that is adjustable to facilitate fast conver-

gence; the superscript “T” denotes the transpose of the matrix; the elements of the

m-dimensional vector ỹ, F̃ are given by

ỹi =

√
wi∑m
i=1wi

yi, (4.8)

F̃i =

√
wi∑m
i=1wi

Fi, (4.9)

for i = 1, . . . ,m. Here the J is the m × n Jacobian matrix with elements

Jij =
∂F̃i(x)

∂xj
, for i = 1, . . . ,m and j = 1, . . . , n. (4.10)

D is a diagonal n × n matrix with elements

Dij = δij(J
TJ)ij, for i = 1, . . . ,m and j = 1, . . . , n. (4.11)
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If m > n, the inverse problem is an ill-conditioned problem. In this circumstance, the

Levenberg-Marquart method suffers from the multiple minima (or non-uniqueness)

problem, and may not provide the correct solution. When using the multi-angular

radiance and polarized measurements, the number of viewing directions is up to

16 and for each direction there are 3 components of the Stokes vector (I, Q, U)

available. At the mean time, the number of interested aerosol parameters is usually

smaller than 10. Therefore, n � m so that the non-uniqueness problem is greatly

relieved.

In the aerosol retrieval, in order to accelerate the convergence of the iteration

and prevent the non-uniqueness problem, we usually impose constraint for each pa-

rameter. For example, if it is required to satisfy conditions xi ∈ [xMIN
i , xMAX

i ] for

i = 1, . . . , n, we define a new unconstrained parameter vector x̃ with elements

x̃i = tan
[
π
( xi − xMIN

i

xMAX
i − xMIN

i

− 1

2

)]
, for i = 1, . . . , n. (4.12)

Then the Jacobian matrix J in the equation (4.7) becomes J̃ with elements defined

as

J̃ij =
∂F̃i(x̃)

∂x̃j
, for i = 1, . . . ,m and j = 1, . . . , n. (4.13)

4.4.3 A Description of the New Aerosol Retrieval Algorithm

With all the previous efforts, we finally develop a new aerosol retrieval algo-

rithm for non-spherical dust aerosols. The flow chart is shown in Figure 4.10. For a

pixel, the optical depths of Rayleigh scattering and absorption due to atmospheric

molecules are almost invariant with time. Before the retrieval process, these proper-

ties are pre-calculated using the LBLRTM from the HITRAN considering a standard

atmospheric profile for each channel of the POLDER/PARASOL. We start the re-
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trieval algorithm with the MODIS Deep Blue aerosol product. We first collocate

the MODIS Deep Blue product with the POLDER/PARASOL level 1 product and

perform the cloud masking to exclude cloud-contaminated pixels and to detect dusty

pixels. Meanwhile, the aerosol optical thickness and the surface reflectance provided

by the MODIS Deep Blue product with other randomly generated aerosol parameters

are chosen as the initial guess to the iteration. In the iterative retrieval process, with

these parameters related to the aerosol properties, the narrowband bulk scattering

properties of the bi-modal non-spherical dust aerosols could be generated from the

incorporated single-scattering database for each satellite channel; With these param-

eters related to the surface properties, the surface BRDF could be calculated from

the imbedded surface BRDF library. All these information are then imported to

the forward radiative transfer model where the multi-angular Stokes vectors of the

reflected radiance at the TOA are simulated using the adding-doubling method to

compare with the corresponding measurements in the POLDER/PARASOL level 1

product. If the minimum of the error function is reached or a required precision is

achieved, the process stops and all the retrieved aerosol and surface properties are

obtained simultaneously. Otherwise, we use the Levenberg-Marquardt method to

calculate corrections to all the parameters and repeat this process until the criteria

is satisfied. Usually, it takes only a few steps to obtain the convergent retrieved

results. To reduce the major computational time that is spent on the calculation of

the Jacobian matrix, less Gaussian quadrature could be used because it is more the

sign than the magnitude of the derivatives that matters for the correction.

4.4.4 Test of the Aerosol Retrieval Algorithm

Before applying the retrieval algorithm to deal with the real satellite data, we

test the capability of the retrieval algorithm using “measurements” generated by the
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Figure 4.10: Flow chart of the new retrieval algorithm for non-spherical dust aerosols.
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Table 4.2: Test of new retrieval algorithm.
Measurements Initial Guess Retrieved Results

τRayleigh 0.05 0.05 -
τabsorption 0.00 0.00 -
τaerosol 0.50 0.25 0.50
Asurface 0.50 0.25 0.50

r̄ 0.10 0.30 0.10
δ 0.30 0.30 -
m 1.50+0.001i 1.50+0.001i -
a/b 1.67 1.00 1.60

forward radiative model of a supposed dust aerosols layer. The results are shown in

the table 4.2, where τRayleigh is the Rayleigh scattering optical depth, τabsorption is the

molecule absorption optical depth, τaerosol is the dust aerosol optical depth, Asurface is

the surface albedo, r̄ is the mean radius of dust aerosols, δ is the standard deviation

of the dust aerosol radii, m is the complex refractive index, a/b is the mean aspect

ratio of dust aerosols. Notice that the surface albedo chosen in the forward model

is 0.5 which is much large than the usual reflectance of the land. It implies that

the signal from the land surface is so strong that it would make the aerosol retrieval

much more difficult. Nevertheless, the retrieval algorithm still successfully recovers

all these aerosol and surface properties with sufficient accuracy, which proves the

capability of the retrieval algorithm for aerosol retrieval over the challenging source

regions of dust aerosols.

4.4.5 Results

The new retrieval algorithm has been applied to investigate dust aerosol proper-

ties over the Sahara Desert. With the MODIS Deep Blue product, we found there

are 320 dusty pixels with large optical depths (e.g. larger than 0.8) over this dust

aerosol source region on April 1, 2010 (see Figure 4.2). After collocating the MODIS
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data with the POLDER/PARASOL data, we obtain up to 15360 measurements. The

statistical properties of the retrieved coarse mode size (e.g., larger than 0.5 µm), fine

mode size (e.g., smaller than 0.5 µm), aspect ratio and single-scattering albedo are

shown in Figure 4.11. There is a strong and broad peak in the histogram of coarse

mode size around 4 microns that agrees with laboratory measurements using diffrac-

tion laser ([53]). For the fine mode size, a strong peak is found at the lower boundary

of the parameter space (e.g. 0.002 µm). This feature is not an artifact and could

usually be observed in a particle number size distribution ([53]). If the volume size

distribution were plotted, the peak would be diminished. The shape of the histogram

of the retrieved aspect ratio is strange with two unusual peaks centered at 1.5 and

1.8, respectively. In fact, the range of aspect ratio is presumed to be from 1.0 to 3.0

in the retrieval process as is suggested by laboratory studies ([24]). It is still under

investigation of the reason why most retrieval results ended with the two particu-

lar aspect ratios. A reasonable possibility is that the scattering properties are so

undistinguishable in the region between aspect ratio 1.5 and 1.8 that the iteration

would stop once it enters this region. Nevertheless, it is able to determine that the

dust aerosol aspect ratio must be within the region bounded by 1.5 and 1.8 over

the Sahara Desert. The retrieved single-scattering albedo is around 0.9, which also

agrees with previous work ([10]).

The retrieved parameters are first validated by examining the errors between the

simulated multi-angular radiances and polarizations with the measurements of the

POLDER/PARASOL. The angular distribution of the relative errors of the simu-

lated radiances is small (mostly within ±2%, see Figure 4.12). The angular variation

of errors of polarization shows two-branches feature: one branch agrees with mea-

surements within an error of ±0.01, while the other branch deviates from the zero

at smaller scattering angles with errors as large as 0.03 (see Figure 4.13). The rea-
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Figure 4.11: Histograms of the retrieved mean radius of the coarse mode dust
aerosols, mean radius of the fine mode dust aerosols, aspect ratio, and single-
scattering albedo.
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Figure 4.12: Angular variation of the relative errors of radiance, for example,
(Isimulation −Imeasurement)/Imeasurement.

son for this strange behavior is still unknown so far. An interpretation is that the

spatial inhomogeneity of the atmospheric layers breaks the plane-parallel system as-

sumption in the forward radiative transfer model. In spite of the appearance of the

discrepancy, the general error of the simulation is still smaller than or comparable

to the instrumental error ([15]). It implies that the retrieved dust aerosol properties

are accurate at least to the extent of the instrumental precision.

It is also interesting to compare the MODIS Deep Blue product, which is based

on multi-spectral single-directional radiance measurements, with our retrieved re-

sults that is based on single-wavelength multi-angular radiance and polarized mea-

surements. As is shown in Figure 4.14, there is a strong correlation between surface

reflectances retrieved from the POLDER/PARASOL and the MODIS/Aqua using
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Figure 4.13: Angular variation of the errors of DoLP, for example, DoLPsimulation −
DoLPmeasurement.

completely different aerosol retrieval algorithms and sets of observables. Weaker cor-

relation is found for the retrieved aerosol optical thickness. However, it should be

noticed that we selected those optically thick dusty pixels only, where the quality

of the MODIS Deep Blue product is comparatively poor, as is well known that the

error bar increases with the increasing aerosol optical thickness. Besides, the range

of the retrieved aerosol optical thickness is too narrow (e.g. only from 0.9 to 1.2) to

represent the overall behavior. The trend of the scattered points suggests that the

MODIS Deep Blue aerosol retrieval algorithm may overestimate surface reflectance

and underestimate the aerosol optical thickness.
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Figure 4.14: Comparison of surface reflectance and aerosol optical depth retrieved
by MODIS Deep Blue algorithm and our new retrieval algorithm.

4.5 Summary

In this section, we developed a framework of a completely new retrieval algorithm

for non-spherical dust aerosols. Compared with the traditional retrieval algorithms,

the single-scattering properties calculation, the forward radiative transfer model, the

set of input satellite data, the atmospheric gaseous correction and the retrieval tech-

nique, are all improved in the new algorithm: Instead of using limited and fixed

aerosol models, we directly incorporate the newly developed single-scattering prop-

erty database of tri-axial mineral dust aerosol in the retrieval algorithm; Beyond the

first few orders of scattering, we fully consider the multiple scattering by solving the

VRTE using the adding-doubling method in the forward model; Meanwhile, a BRDF

library is imbedded in the forward model to consider various surface conditions; To

relief the non-uniqueness problem in the aerosol retrieval, the multi-angular radiance

and polarized measurements of the POLDER/PARASOL are used; Considering the

limited spectral range and spatial resolution, the MODIS Deep Blue product is collo-
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cated to perform cloud masking and detection of dusty pixel; In addition, an iterative

retrieval algorithm based on the Levenberg-Marquardt method is employed to allow

for retrieving a collection of aerosol parameters continuously and simultaneously.
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5. SUMMARY AND FUTURE WORK

In this dissertation, a framework of a completely new retrieval algorithm for

non-spherical dust aerosols was developed. Compared with the traditional retrieval

algorithms, improvements are recognized in the following aspects: Instead of us-

ing limited and fixed aerosol models, we directly incorporate the newly developed

single-scattering properties database of tri-axial mineral dust aerosol in the retrieval

algorithm; Beyond the first few orders of scattering, we fully consider the multiple

scattering by solving the VRTE using the adding-doubling method in the forward

model; Meanwhile, a BRDF library is imbedded in the forward model to consider var-

ious surface conditions; To relief the non-uniqueness problem in the aerosol retrieval,

the multi-angular radiance and polarized measurements of the POLDER/PARASOL

are used; Considering the limited spectral range and spatial resolution, the MODIS

Deep Blue product is collocated to perform cloud masking and detection of dusty

pixel; In addition, an iterative retrieval algorithm based on the Levenberg-Marquardt

method is employed to allow for retrieving a large collection of aerosol parameters

continuously and simultaneously.

In Section 2, as an effort for solving light scattering problems of spheroidal parti-

cles, a new algorithm for the calculation of spheroidal functions was developed. The

narrowband bulk scattering properties of dust aerosols for satellite remote sensing

were obtained by using the newly developed single-scattering property database of

mineral dust aerosols, which was incorporated in our aerosol retrieval algorithm.

As a study to improve the forward model in aerosol retrieval, in Section 3, an

adding-doubling code is developed to solve the VRTE. The high efficiency of the

code is achieved through the following ways: (a) The adding equations are realized

106



in the supermatrix form and supermatrix multiplications are handled with the BLAS;

(b) The first order scattering is separated in the multiple scattering calculation to

accelerate convergence of Fourier series; (c) The expansion of the phase matrix of

dust aerosol in the generalized spherical functions can be truncated using delta-M

method if necessary; (c) If a moderate precision is acceptable, all the integrations can

be conducted on an icosahedral grid to further speed up the code. For the purpose of

simulating reflection properties of diverse land and ocean surfaces, a surface BRDF

library is embedded into the code.

In Section 4, the dusty pixel detection and cloud masking using the MODIS

Deep Blue product were introduced. The sensitivity of multi-angular polarized and

radiance measurements to the non-spherical dust aerosol was also investigated. The

atmospheric gaseous correction was conducted with the LBLRTM. With all these

efforts, we developed the new aerosol retrieval algorithm based on the Levenberg-

Marquardt method. As an application, we used the new algorithm to derive proper-

ties of non-spherical dust aerosols over the Sahara Desert, such as the aerosol optical

depth, fine mode mean radius, coarse mode mean radius, coarse mode fraction, aspect

ratio, and single-scattering albedo.

In our future work, further validations of the new dust aerosol retrieval algo-

rithm are required. The retrieval results from the AERONET (AErosol RObotic

NETwork) are usually regarded as the benchmark for the satellite retrieval. Unlike

the space-borne instruments which measuring mainly the backward scattering due

to the limitation of observation geometry, the ground-based AERONET can mea-

sure the forward scattering. It would be interesting to compare our results with the

long-term AERONET product. In the framework of the new retrieval algorithm, the

non-spherical dust aerosol database could be improved by introducing some newly

developed models of dust aerosol particles, such as fractal. It is found that the
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spheroidal model works fine for the single-band retrieval, but may be inconsistent in

the multi-band retrieval. To investigate multi-band dust aerosol retrieval algorithm,

we have to improve the single-scattering database. Instead of confining ourself to

those clear pixels uncontaminated by ice or water clouds, we may investigated the

interaction between cloud and dust aerosol if a single-scattering property database of

ice and water cloud is also incorporated. By implementing more surface BRDF mod-

els in our surface BRDF library, such as models for snow covered surface, vegetated

land surface, urban surface, shallow water, etc, more applications would be explored

to retrieve dust aerosol properties over various land and water surfaces under various

cloud conditions.
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