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ABSTRACT

High speed chemically reacting flows are important in a variety of aerospace applications, namely ramjets, scramjets, afterburners, and rocket exhausts. To study flame extinction under similar high Mach number conditions, we need access to thermochemistry measurements in supersonic environments. In the current work a two-stage miniaturized combustor has been designed that can produce open supersonic methane-air flames amenable to laser diagnostics. The first stage is a vitiation burner, and was inspired by well known principles of jet combustors. We explored the salient parameters of operation experimentally, and verified flame holding computationally using a well-stirred reactor model. The second stage of the burner generates an external supersonic flame, operating in premixed and partially premixed modes. The very high Mach numbers present in the supersonic flames should provide a useful testbed for the examination of flame suppression and extinction using laser diagnostics. We also present the development of new line imaging diagnostics for thermochemistry measurements in high speed flows. A novel combination of vibrational and rotational Raman scattering is used to measure major species densities ($O_2$, $N_2$, $CH_4$, $H_2O$, $CO_2$, CO, & $H_2$) and temperature. Temperature is determined by the rotational Raman technique by comparing measured rotational spectra to simulated spectra based on the measured chemical composition. Pressure is calculated from density and temperature measurements through the ideal gas law. The independent assessment of density and temperature allows for measurements in environments where the pressure is not known a priori. In the present study we applied the diagnostics to laboratory scale supersonic air and vitiation jets, and examine the feasibility of such measurements in reacting supersonic flames. Results of full thermochemistry
were obtained for the air and vitiation jets that reveal the expected structure of an underexpanded jet. Centerline traces of density, temperature, and pressure of the air jet agree well with computations, while measurements of chemical composition for the vitiation flow also agree well with predicted equilibrium values. Finally, we apply the new diagnostics to the exhaust of the developed burner, and show the first ever results for density, temperature, and pressure, as well as chemical composition in a supersonic flame.
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1. INTRODUCTION

Modern propulsion systems frequently employ high-speed flows through their devices. Fuel and oxidizer streams are sometimes mixed and burned under high velocity and strain rate conditions that may lead to strong coupling between the local flow field and the prevailing chemistry. Examples include rockets, turbojets and scramjet propulsion systems. Chemical rocket systems always involve low propellant speeds in the rocket chamber, where combustion is nearly always completed, and very high flow speeds in the nozzle expansion, where chemical reactions are usually ‘frozen’ as a result of the short transient times [42]. Turbojet systems involve high speed air flows in the combustors, and even higher speeds in the afterburner and nozzle expansions downstream of the combustors [42]. Chemistry is often affected by the high speeds involved in turbojet systems, as evidenced by the presence of unburnt hydrocarbons and chemical reactions in the wake of afterburner exhausts. Finally, scramjet propulsion systems involve flows that are supersonic almost everywhere in the combustor, and require special design considerations before reactions can take place and the chemical release necessary for propulsion can be effected [19]. In addition to the expected coupling of subsonic fluid flow with chemistry, all three propulsion systems exhibit regions where the flow becomes supersonic, and thus provide examples of an even more extreme interaction between flow and chemistry. Supersonic flows involve significant pressure variation, due to the presence of expansion fans and compression shock waves. These, in turn, result in high local fluid acceleration and deceleration, and ultimately very high strain rates that may significantly affect chemical reactions.

The main objectives of the present work are the design and construction of a miniature burner for the generation of ‘canonical’ supersonic flames, and the devel-
development of a new laser diagnostics system to examine the full thermochemistry within supersonic flows. The motivation for this research comes from the need for a complete study of thermochemistry and the quantification of flow-chemistry interaction in the presence of supersonic waves and pressure variation [11]. A small and select group of research studies have performed laser diagnostics experiments in supersonic combustion in the past. Experiments can generally fit in one of two categories; combustion in supersonic wind tunnels [2, 80, 20, 47, 60], as well as in lab based scramjet combustors [74, 34]. Both types of studies have employed various laser and optical diagnostics techniques, such as Coherent Anti-Stokes Raman Scattering (CARS, e.g. [80]), or Planar Laser-Induced Fluorescence (PLIF, e.g. [60]). However, both of these experimental configurations necessitate the use of optical windows, which in turn require the use of laser diagnostics with relatively high signals, such as CARS and PLIF. The presence of windows would be detrimental to a low signal scattering technique, such as the incoherent Raman scattering that we employ [13]. Despite that, incoherent Raman techniques have been used in isobaric environments using windows [57, 94].

Optically accessible supersonic flames have been developed in the past that do not hinder techniques such as incoherent Raman [23, 68, 18]. These flames, however, operate in a mode that mixes and burns fuel and oxidizer in a coflow shear layer external to the burner. In that regard, these burners operate in a non-premixed configuration, and the research performed in such environments studies the flame holding that takes place within the shear layer close to the flame exit. The present work concentrates on premixed and partially premixed burning that takes place far from walls and boundaries, and is relatively unaffected by boundary layers. The burner constructed by Klavuhn and McDaniel [55] achieves premixed supersonic burning, and is very similar to the objective of the present study. However, supersonic
conditions are achieved through use of a vacuum chamber at the exit of the burner nozzle. Operation under these conditions requires the use of optical windows for access, and provide flames with lower number densities, both of which are detrimental to low light level laser diagnostics.

In many respects, the optimum configuration for a canonical supersonic flame is that of a real full-scale jet afterburner. Laser diagnostics has been applied in such extreme environment [27], yet high risk and prohibitive expense make this type of experiment impractical. Our design seeks to miniaturize the jet afterburner concept, and thus provide a testbed that is suitable for the application of optical techniques. In the present work we develop a canonical supersonic premixed flame that is open to the ambient atmosphere, and is therefore amenable to laser diagnostics. The overall operation of our miniature system closely resembles that of a jet combustor and afterburner exhaust. The flame can be operated under high Reynolds numbers and modest supersonic Mach numbers, thus allowing for the study of compressibility and the effects of expansion/compression waves in chemically reacting flows. In what follows we explore the salient parameters of the burner operation experimentally, and verify traditional flame holding scaling [67, 62] computationally using a well-stirred reactor model. Additionally, we present results of the external supersonic flame, operating in both premixed and partially premixed modes, and examine flame phenomenology.

In the present work we also describe an incoherent vibrational and rotational Raman spectrometer capable of full thermochemistry measurements, i.e. major species composition $X_i$, temperature $T$ and pressure $P$, using a single laser and detector arrangement. Vibrational Raman spectra are used for the direct measurement of species concentrations of the main products of combustion ($N_2$, $O_2$, $CH_4$, $CO_2$, $H_2O$, $CO$, and $H_2$)[35, 9, 36, 65, 94, 18, 71, 79, 61, 40], while their combined ro-
tational Raman spectra are used to determine temperature. In the current work, temperature is calculated from the rotational Raman spectra based on the combined profile integral and location of the profile peak [57, 58]. The independent measurements of concentration and temperature allow for the calculation of pressure using an equation of state. This novel combination allows for the application of the developed technique in non-isobaric flows where the pressure is not known a priori. In what will follow, we highlight and discuss the major techniques and contributions to the field.

Raman measurements in supersonic hydrogen-air diffusion flames by R. Pitz and his group at Vanderbilt [18] provide one of the earliest applications of incoherent Raman scattering to supersonic flames. As noted above, the flame configuration that was examined corresponds to a mode that mixes and burns fuel and oxidizer in a coflow shear layer external to the burner. Major species concentrations were measured using Stokes vibrational incoherent Raman scattering within the flow field. Vibrational Raman signals were collected using a single array of photomultiplier tubes (PMT’s) positioned on each spectral channel. This resulted in a single point measurement of species concentrations, as opposed to the one-dimensional measurements we are capable of making with a spectral camera. Temperature measurements were performed using an additional PMT to monitor the \( N_2 \) anti-Stokes signal, and examining the ratio between it and its corresponding Stokes signal.

Vibrational Raman measurements have been performed in both laminar and turbulent flames extensively by R.S. Barlow and coworkers in Sandia National Labs [5, 6, 4, 9, 35, 52, 66, 7]. Simultaneous temperature measurements, however, were performed mostly using Rayleigh scattering on a separate imager. Although temperature and density measurements were performed independently, the flame measurements were all isobaric and at one atmosphere. In our research we advance the state of
the art by performing both sets of measurements on the same imager, and examine non-isobaric environments where pressure is not known.

Simultaneous temperature and pressure measurements in supersonic jet have been reported by R. Miles and collaborators at Princeton [33, 76, 32]. Planar measurements of temperature and pressure (as well as velocity) are performed by spectrally resolving both the scattering line shapes and Doppler shifts of the Rayleigh signal that has been notch filtered. The experiments, however, require that the composition be known prior to measurements. This excludes the technique from being applied to reacting flows where the composition is not known a priori, and must be measured in order to characterize temperature and pressure. The technique provides spatial measurements in two dimensions for quantities of interest, which can be desirable over one-dimensional measurements, but cannot be applied to flows of interest to the current research because of its lack of full thermochemistry.

Coherent anti-Stokes Raman spectroscopy has been widely used to measure temperature, pressure, and a limited amount of species in various flows [31, 27, 20, 98, 59, 68, 80, 2, 95]. This technique boasts a large advantage with regards to signal to noise ratio because of the coherent signal that is collected from the test section. The technique, however, is limited to measurements at a single point for very few (typically one or two) species, and typically performs measurements using \( \text{N}_2 \). Work performed by A.D. Cutler and his group at NASA Langley have developed a variation of CARS denoted as width-increased dual-pump enhanced coherent anti-Stokes Raman spectroscopy (WIDECARS)[95]. The technique utilizes a broadband Stokes dye laser, as well as a dual pump technique, that allows for measurements of temperature and mole fractions for up to six species, namely \( \text{N}_2, \text{O}_2, \text{H}_2, \text{C}_2\text{H}_4, \text{CO}, \) and \( \text{CO}_2 \). It should be noted that two species of interest are not captured by this technique, namely \( \text{H}_2\text{O} \) and \( \text{CH}_4 \). Water is a major product of both hydrogen and
hydrocarbon combustion, and therefore the technique requires additional measurements to properly quantify the flow composition. Spatial measurements using any CARS technique must be formed by scanning the flow field with the laser probe volume, which is complicated by the presence of multiple laser beams. Additionally, this adds the requirement that the flow being measured must be steady and repeatable if a scan is being performed.

The Raman line imaging spectrometer described in this work combines a large portion of the salient features mentioned above. These features include: the independent measurement of temperature and density using a single laser-imager combination, species sensitivity for composition measurements, one-dimensional spatial measurements of the mentioned quantities, and applicability of the technique to non-isobaric conditions. Initial measurements with the Raman line imaging spectrometer were performed in the wake of a supersonic cold air jet. The jet exhaust was scanned using the newly developed technique, and the measurements were compared with computational results for calibration of the rotational Raman temperature technique. The final results of the jet scan provide the first ever one-dimensional thermochemistry measurements in a supersonic environment.

A supersonic jet of hot vitiation products from the supersonic burner was also scanned using the developed diagnostics. The scan provides a calibration and test bed for the technique because of its elevated temperatures, and composition that includes combustion products. The measurements produced by the scan provide a good calibration for species concentrations and possible interferences in anticipation for measurements in flames. Finally, the Raman line imaging spectrometer was applied to the exhaust of a supersonic flame. The flame was scanned similarly to the air and vitiation jets, and provided the first ever measurements of full thermochemistry in a supersonic flame. Although the measurements in the flame are initial results,
they show the feasibility of applying a new diagnostic technique in an environment and flow that is difficult to measure.
2. SUPersonic Flames

2.1 Underexpanded Jets

Flow from a supersonic nozzle offers an experimental environment with both varying pressure and optical accessibility. Expansion and shock waves due to the supersonic flow give rise to large pressure variations within the flow. Two types of jets are possible from a supersonic nozzle, over- and underexpanded. The two are differentiated based on the pressures at the nozzle exit, with respect to the local atmospheric pressure. Supersonic jets that exhibit an exit pressure ($P_e$) greater than the atmospheric pressure ($P_a$) are referred to as underexpanded jets [97]. When the opposite case is true (exit pressure greater than atmospheric), an overexpanded jet is formed at the exit of the nozzle. An under expanded jet configuration is chosen for the purpose of laser diagnostics due to the higher number densities associated with the flow.

For an underexpanded jet, the pressure at the nozzle exit first comes into equilibrium with the surrounding atmosphere by expansion through Prandtl-meyer waves [1], as seen in Fig. 2.1. The expansion waves pass through the centerline of the jet and interact with the expansion waves emanating from the rest of the nozzle tip. After the interaction, the expansion waves continue until they interact with the jet boundary, a constant pressure slip line that separates the high speed flow from the stagnant, or low speed, surroundings. The expansion waves reflect off of the jet boundary as compression waves, and coalesce onto each other. If the exit pressure is modestly greater than the atmospheric pressure ($P_e > P_{atm}$), the compression waves will coalesce into an oblique shock. The oblique shock waves impinge on each other at the jet centerline, and reflect outwards back towards the jet boundary. From here
the shocks are reflected off as a set of expansion fans, and the process is repeated. Each successive iteration is weaker than the previous due to entropy generation by the shocks, as well as viscous effects. Eventually the flow cannot recover from the shocks and viscous losses, and the flow becomes subsonic and highly turbulent [50].

![Schematic Diagram and Schlieren Image of Underexpanded Jets](image)

Figure 2.1: Schlieren images and schematic drawings of underexpanded jets

A different variation of this observed when the exit pressure at the tip of the nozzle is much greater than that of the atmospheric pressure ($P_e >> P_{atm}$). The incident angles of the oblique shocks at the jet axis are extremely shallow (shown as the barrel
shock), and a simple reflected shock is not capable of keeping the flow parallel to the centerline. To correct for this, a normal shock occurs at the jet centerline, and is connected to the incident and reflected socks by a triple point, as seen in Fig. 2.1. In cylindrical coordinates, the normal shock forms the Mach disk when rotated about the axis of symmetry. Similar to the other case, the reflected shocks from the triple point will propagate towards jet boundary and restart the process once again. If there is enough pressure loss due to the presence of the normal shock, the repeated patterns will mimic the flow configuration described for the mildly underexpanded case.

Along the jet centerline the flow oscillates between over- and underexpansion, and hence oscillates between Mach numbers as well. The underexpanded flow at the jet exit undergoes multiple expansion waves along the jet centerline. Expansion waves emanating from the nozzle circumference interact at the jet centerline, and cause the centerline pressure to become less than atmospheric (overexpanded). Shortly thereafter, the normal or oblique shocks compress the flow to a pressure similar to the exit pressure of the nozzle. As the process is repeated, pressure losses across the shocks will bring the levels of under- and overexpansion closer to the atmospheric pressure until the jet can no longer recover.

Sample chemiluminescence images of under expanded flames, as well as accompanying schlieren images, can be seen in Fig. 2.2. Total pressure of the combustion chamber is increased from left to right, where Fig. 2.2 (a) begins at 45 psig and (f) ends at 95 psig, with 10 psig increments between each sample set. The chemiluminescence and schlieren images from Fig. 2.2(a) through (s) show the clear structure of a mildly underexpanded jet case, and the 'Mach diamond' structure is repeated until it is no longer discernible. Between Figs. 2.2(c) and (d), it can be seen that the supersonic flow shifts from the oblique shock configuration at the jet centerline, to a
Mach disk configuration due to the increased exit pressure. Figures 2.2 (d) through (f) show a clear increase in the diameter of the Mach disk with pressure, and the post-shock subsonic regions are highlighted by increased chemiluminescence where combustion may be taking place.

2.2 Supersonic burner

2.2.1 Configuration

An illustration of the burner design used in this study is shown in Fig. 2.3, as well as a picture of the burner in operation. The objective of our design was the generation of an external supersonic flame that would be accessible to laser diagnostics. To that end we followed well known principles of jet combustor design [63, 62]. The burner is built around two successive stages, as shown in Fig. 2.4. The first stage is a vitiation burner, similar in concept to the one found in jet combustors. In the first stage an overall lean burning was designed between the vitiation air and fuel, $A_V$ and $F_V$, respectively. This was done mainly to ensure excess air is present in the vitiation products, but also to avoid high temperatures that could potentially melt the device. Since this equivalence ratio ($\phi_V \sim 0.4$) is below the lean flammability limit for methane-air flames ($\sim 0.53$ [16]), the vitiation air $A_V$ cannot be premixed with the fuel all at once, and must be divided into two streams before ignition and flameholding take place. Apportioning of the air stream is effected by proper selection of the areas for the openings that admit air into the combustor. This multiple airstream design was influenced by actual jet combustors, where primary, secondary, and sometimes tertiary air injection is used to create the proper reacting flowfield in the combustor [62].

The first air stream represents approximately 40% of the total vitiation air $A_V$, and is denoted in Fig. 2.4 as $A_B$ (burning air). This fraction of air $A_B$ is
Figure 2.2: Chemiluminescence images of external supersonic flame with corresponding schlieren. Equivalence ratio $\phi_E = 1.9$ corresponds to partially premixed conditions. The chamber back pressure is increased from 45 to 95 psia from left to right those show the flow structure development.
Figure 2.3: An illustration of the burner operation. The inset picture shows a long exposure image of the burner under operational conditions.

mixed with the fuel $F_V$, and the premixture is ignited and burned within the ignition/flameholding region shown in the schematic. The equivalence ratio formed by air $A_B$ and fuel $F_V$ ($\phi_B$) must be within the flammability limits for methane air flames, and this is one of the major parameters of interest in the following section. The remaining 60% of the vitiation air is denoted in Fig. 2.4 as $A_D$ (dilution air). This fraction of air is added after the combustion to dilute the vitiation products and lower their temperature to sustainable levels. The final vitiation equivalence ratio $\phi_V$ that results from adding the dilution air to the products is important for the prediction of composition at the exit of the premixed vitiation burner. As shown in Fig. 2.4 that mixture consists of combustion products $P_V$ and excess air $A_E$ that is used for the external flame in the second stage.

Methane was chosen as the fuel in our experiments because of its reduced propen-
Figure 2.4: Combustion chamber configuration with sample supersonic flame. Vitiation fuel $F_V$ and vitiation air $A_V$ burn and produce the hot stream containing air $A_E$ and products $P_V$; additional fuel $F_E$ is injected and burns in the second stage.

Density to producing soot particles [38]. The Raman laser diagnostics relies on extremely low-level scattering techniques [26, 53], and as a result soot production through the flame had to be suppressed at all costs. Unlike liquid fuel burners that utilize swirl-atomization for fuel injection, a gas fuel combustor requires a recirculation region for flame holding [63, 88]. For that purpose, a bluff body was inserted into the vitiation burner for flame holding purposes, as shown in Fig. 2.4. Local velocities in the bluff body recirculation are lower than speeds of methane air flames, and flame holding is maintained as recirculated hot products continuously ignite reactants [28]. A spark plug, embedded in the flame holder, is used for ignition.

The second stage of our burner utilizes the hot vitiated products ($P_V$) and excess air ($A_E$) coming out of the first stage to generate the external flame. Additional fuel ($F_E$) is injected into the mixture with an equivalence ratio $\phi_E$, based on the excess air ($A_E$). This equivalence ratio is an important design parameter since it determines the character and overall phenomenology of the external flame. The prevailing temperatures after the first vitiation stage is approximately 1300 K (based on adiabatic equilibrium calculations) and this value is sufficiently high for the ignition and estab-
lishment of an external flame. As discussed subsequently, flame holding occurs prior to the nozzle, and the resulting premixed flame accelerates through a nozzle and extends into the supersonic flow. The simple converging nozzle provides a sonic line at the exit \((d_e = 3.5 \text{ mm})\), but also generates a supersonic flow as a result of isentropic expansion after the exit [1]. A sample flame can be seen in Fig. 2.4. The burner configuration allows for variation of multiple parameters of the external supersonic flame, namely equivalence ratio \(\phi_E\), exit pressure \(P_E\), and Mach number. The burner design and resulting flame is akin to the flowfield seen in afterburner exhausts [27]. The small scale of the current system allows for safe bench top experimentation, with ease and economy of use.

In the supersonic flame the light emanates from low speed, subsonic regions following shock waves. Conversely, dark regions correspond to high speed supersonic flow where the reactions cannot keep up with the fast fluid mechanics, resulting in flame extinction. This flow pattern is reproducible, stationary, and quasi-laminar, thus simplifying the application of laser diagnostics and resulting in high signal to noise ratio for our experiments by allowing averaging of many laser shots for each measurement [26, 12]. The pressure variation inherent in supersonic flames is the topic of our current research [11]. The interchange of shocks and expansion wave trains continues until the flow can no longer recover from pressure losses and viscous effects, at which point the flow is everywhere subsonic. As a result the flow becomes fully turbulent in these regions and no stationary fluid mechanic structure can be discerned.

The supersonic flames generated by the burner provide some of the highest Reynolds numbers accessible to laser diagnostics. Past research concentrated on measurements in turbulent flames with Reynolds numbers up to \(~100,000\) [5, 66]. The present system can easily generate Reynolds numbers on the order of 300,000.
under cold conditions. A simple calculation based on the sample flame, shown in Fig. 2.4, can provide an estimate of prevailing strain rates in the supersonic flow. The resulting value of strain is $10^5$ s$^{-1}$, which is much higher than the highest previously measured ($\sim 10^3$ s$^{-1}$) [52]. In those high strain regions reactions are suppressed and flames tend to be extinguished, as shown in Fig. 2.4. It is precisely these regions that are the most interesting target for investigation using the laser diagnostics [11].

2.2.2 Internal vitiation

The earliest study of flame holding behind bluff bodies was performed by Longwell et al. [67], and later expanded and applied by Lefebvre [62] to flame holding within gas turbine combustors. Flame holding and blow-off limits were characterized by the parameter $\dot{m}/V_{fl}P^n$; where $\dot{m}$ is the mass flow rate through the flame holder, $P$ is the pressure, $n$ is the overall order of the reaction, and $V_{fl}$ is the recirculation and flame holding volume. By using a Well Stirred Reactor (WSR) model, and a simple single step global reaction, the authors of reference [67] conclude this parameter ($\dot{m}/V_{fl}P^n$) is a function only of equivalence ratio. This scaling predicts the intuitively correct behavior of flame blow-off at increasing mass flow rate, and decreasing pressure. It is precisely this scaling that explains why combustors tend to blow-off more at high altitudes, and require larger volumes for stable flame holding at these conditions. In the present study we use this scaling to design the vitiation burner, and explain the regions of stability and flammability. This is accomplished experimentally and computationally as seen below.

Experiments were performed using the first stage of the burner system, shown in Fig. 2.4, open to atmospheric conditions. The open configuration allowed visible access to the flame holder, and maintained a constant atmospheric pressure throughout the experiments. The vitiation burner is normally operated at high pressures ($P$),
and the mass flow rate ($\dot{m}$) through the choked nozzle is proportional to that pressure. As a result the mass flow rate and pressure can not be varied independently, unless the second stage is removed and the experiments are performed under constant pressure. For each experiment, the burner was started at minimum operating

Figure 2.5: Experimental flame holding results of the vitiation stage. Circles denote conditions with stable flame holding, while x’s denote flame blow-off. The equivalence ratio $\phi_B$ corresponds to the premixture formed by the vitiation fuel ($F_V$) and burning air ($A_B$).

conditions, and the mass flow rate was steadily increased until blow-off was observed, as shown in Fig. 2.5. The results indicate measurement points where instances of stable flame holding were observed, and when flame blow-off occurred. Visual observation of the flame holder showed the flame anchored within the bluff body, as shown schematically in Fig. 2.4. This indicates that the vitiation fuel ($F_V$) is mixing with the burning air ($A_B$), forming a flammable premixture with an equivalence ratio $\phi_B$. 
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The results shown in Fig. 2.5 are presented in terms of this equivalence ratio $\phi_B$, and the ordinate is the flow rate $\dot{m}$ of the two relevant streams ($F_V$ and $A_B$). We may infer from these atmospheric results, that flame holding is more robust closest to stoichiometric conditions, and this will be our operating condition.

Considering the difficulty of changing pressure and/or volume experimentally, we opted for detailed chemistry computations of the WSR problem. The purpose of the computations was to explain the experimental flame holding limits, to extend our analysis to higher pressures, and verify the relevance of the theoretical parameter $\dot{m}/V_{fl}P^n$. Atmospheric computations were carried out for the WSR using reactor models in Cantera [39], and utilized the GRI 3.0 detailed chemistry mechanism for methane [93]. The governing equations of the reactor models are based on open system species and energy conservation equations at steady state and steady flow. The species conservation equations for the WSR at steady state are

$$Y_{j,e} = \frac{V\omega_jMW_j}{\dot{m}} + Y_{j,0} \tag{2.1}$$

where for every species $j$, $Y_{j,0}$ and $Y_{j,e}$ are respectively the inlet and outlet mass fractions, $\omega_j$ is the chemical production rate, $V$ is the reactor volume, and $MW_j$ is the molecular weight [54, p. 663]. As seen in the above equation, the relevant parameter for the computational problem is $\dot{m}/V$. This parameter, related to the transient time through the reactor $m/\dot{m}$, was varied in our computations to determine flammability limits using the WSR model. Specifically, the progress of reacting species was examined to evaluate the presence of reaction, which was interpreted as successful flame holding. Conversely, a negligible variation in composition, as judged by $Y_{j,0} - Y_{j,e}$, was considered as blow-off. This process was repeated for numerous values of equivalence ratio $\phi$ that span the range of experimental values $\phi_B$. 
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Figure 2.6: Experimental blow-off mass flow rates of the vitiation stage versus their respective WSR result. All experiments and computations were performed at one atmosphere. The slope of a linear fit, forced to pass through the origin, serves as a measurement of flame volume $V_{fl}$. This volume relates the mass flow rates measured experimentally ($\dot{m}$) to the results of the WSR model ($\dot{m}/V$).

To relate the computational results with those of the experiment, a physical volume, corresponding to the recirculation volume of the flame holder, must be calculated. Figure 2.6 shows the experimental blow-off mass flow rates plotted against WSR results at the same equivalence ratio $\phi_B$. In the figure, high values of mass flow rate correspond to near stoichiometric values of $\phi_B$, while the smaller values correspond to the lean conditions. These results suggest a constant flame holding volume, particularly for the equivalence ratios closest to stoichiometric. The constant flame holding volume approximation agrees with visual observation of the flame holder during operation. The empirical value $V_{fl}$, is identified as the slope of the linear fit passing through the origin in Fig. 2.6, and the calculated value of approximately $1 \text{ cm}^3$ corresponds to the physical size of the flame holder. The realistic value for $V_{fl}$ offers some confidence in the computational approach of the present work. Early
The experimental data can be recast in terms of $\dot{m}/V_{fl}$ using the determined value of $V_{fl}$, and compared to the computed blow-off limits of the WSR model in terms of $(\dot{m}/V)_{WSR}$, as seen in Fig. 2.7. Good agreement between the experimental and computational results can be seen for higher mass flow rates and equivalence ratios. Disagreement between the the experiments and computations at low equivalence ratios can be attributed to the low mass flow rates, and hence velocities, of the experiments. The most likely explanation for this discrepancy is the low velocity
and inadequate mixing of fuel and oxidizer before the flame holder. Based on this explanation, the mixing and burning is completed downstream of the flame holder, thus resulting in bigger - non constant - volumes.

![Figure 2.8: WSR blow-off results at 1, 2, and 5 atmospheres for methane and air mixtures scaled to one atmosphere using an overall reaction order $n = 1.44$. Also shown is the burner’s designed operation mass flow rate, normalized by $V_{fl}$, and adjusted for pressure effects; $P = 5 \text{ atm}$, $\dot{m} = 2.93 \text{ g/s}$, $V_{fl} = 1.13 \text{ cm}^3$, and $\phi = 1$.]

Although acceptable agreement has been established between experimental and computational results at one atmosphere, our analysis needs to extend to higher pressures used for burner operation. To that end, further simulations of the WSR were performed at 2 and 5 atmospheres, representing the operational envelope of the burner. Results from all three pressure computations are shown in Fig. 2.8. The flame holding limits were evaluated using the scaling parameter $\dot{m}/VP^n$. The overall pressure sensitivity of $\dot{m}/V$ was determined numerically from the computations,
giving rise to a power law $P^n$ with a value of $n$ approximately 1.4. This is less than the value expected for a second order reaction ($n = 2$) as a result of the detailed chemistry kinetics [99].

The approximate collapse of the computations to a scaling of the form $\dot{m}/VP^n$ lends credence to the traditional model of Longwell et al. [67]. It should be noted that more modern approaches may be more relevant in explaining the details of the reacting flow field within the flame holder. As already mentioned, the parameter of interest for the WSR model is the transient timescale $m/\dot{m}$ which has a direct correlation to the characteristic timescale for extinction that leads to blowoff [91]. Considering that the classic scaling of Longwell et al. has been used extensively in the past, and is still being used today as a guideline for combustor designs, the present study aimed at examining its applicability.

The chosen burner operational point at 5 atmospheres, as seen in Fig. 2.8, lies well within the flame holding boundaries of the vitiated burner. The present burner serves its design objectives by providing adequate flame holding at the necessary conditions, but future experiments can clearly operate at much higher mass flow rates – and/or lower pressures – or lower equivalence ratios. The design allows for flame holding at very high flow rates, and as will be seen subsequently, high pressure ratios and exit Mach numbers for the supersonic flames of interest. Future work will concentrate on these conditions, while the present study examines the feasibility of generating miniature supersonic flames.

An early approach for predicting flame holding limits was based on a one-dimensional laminar propagating flame. In a one-dimensional configuration, the mass consumption of a flame $\dot{m}$ is calculated by the equation

\[ \dot{m} = \rho_u S_L A, \]  

(2.2)
where $\rho_u$ is the density of the reactants, $S_L$ is the laminar flame speed, and $A$ is the area of the flame. Laminar flame solutions for $\rho_u$ and $S_L$ were computed over the range of the flammability limits using full chemical kinetics. To relate the computational results with those of the experiment, a physical area, corresponding to the area of the wrapped flame, must be calculated. Figure 2.9 shows the experimental blow-off mass flow rates plotted against laminar flame results ($S_L\rho_u$) at the same equivalence ratio $\phi_B$. Similar to the WSR calculations, a linear fit can be passed through most of the data at higher mass flow rates, and hence equivalence ratios. The slope corresponds to the area of the wrapped flame in the recalculations region, as it was shown in Fig. 2.4, and is approximately $64 \text{ cm}^2$.

![Graph showing experimental blow-off mass flow rates](image)

Figure 2.9: Experimental blow-off mass flow rates of the vitiation stage versus their respective laminar flame result ($S_L\rho_u$). All experiments and computations were performed at one atmosphere. The slope of a linear fit, forced to pass through the origin, serves as a measurement of flame area $A$. This area relates the mass flow rates measured experimentally ($\dot{m}$) to the results of the laminar flame.
Although the laminar flame method of blow-off prediction did have merit, the well stirred reactor method was ultimately chosen for pressure scaling because of the flexibility of the model. Inputs into the laminar flame only include pressure, initial temperature, and equivalence ratio, which do provide a means for controlling any timescale of the system to induce extinction. Extinction is only parametrically observed at the flammability limits for the laminar flame model. The WSR, as mentioned previously, gives enough user control to alter reactor timescales, and extinction can be induced, even at close to stoichiometric equivalence ratios. It is for this reason that the WSR was chosen as the final model for pressure scaling the blow-off limits of the reactor.

### 2.2.3 External flame generation

The main objective of the present work is the generation of optically accessible supersonic flames. As shown in Fig. 2.4, the output of the vitiation burner, which includes combustion products (P<sub>V</sub>) and excess air (A<sub>E</sub>), is combined with an additional stream of methane fuel (external F<sub>E</sub>). The vitiated flow is hot enough to initiate reactions that result in a supersonic flame issuing from the nozzle. The amount of external fuel added is tailored to produce a variety of equivalence ratios (\(\phi_E\)) for the external supersonic flame. In what follows we use the range of equivalence ratio (\(\phi_E\)) from 0.59 to 1.94. As a result the supersonic flames span the range of lean to rich premixed, and also, to rich partially premixed [92] when the premixture \(\phi_E\) corresponds to non flammable conditions (rich flammability limit \(\sim 1.57\) [38]). In what follows, the main experimental parameters that were varied were stoichiometry and total mass flow rate issuing through the nozzle. For example, the picture inset in Fig. 2.4 shows a particular supersonic flame of \(\phi_E\) equal to 1.3.

The laser diagnostics will be applied as near to the exit as possible, and estab-
Figure 2.10: Schematic of external supersonic flame stabilization. Possible mechanisms include: (a) attached non-premixed flame; (b) lifted partially premixed flame; (c) premixed recirculating flame near the exit.

lish an initial condition, while downstream scans will examine the supersonic flame progress. But before this, it is imperative that we understand the mode of combustion, the manner of flame holding, as well as the phenomenology of the external flames. The flame holding of the second stage may take place in any of the three modes shown in Fig. 2.10. The first one corresponds to a classic attached non-premixed flame [84, 85], where the central fuel ($F_E$) is diffusing radially outwards and burns at stoichiometric conditions with the vitiated products ($A_E + P_V$). It should be noted that in all experiments presented here, the overall equivalence ratio of the vitiated product stream was kept constant ($\phi_V \simeq 0.42$), and as a result the temperature within the burner is approximately constant, at least if one discounts the effects of the combustion of additional fuel ($F_E$). The large bulk velocity within the second stage ($\sim 15$ m/s) prohibits the anchoring of a flame onto the fuel tube, and hence the non-premixed flame mode is unlikely. The second mode, shown in Fig. 2.10(b),
corresponds to a lifted flame that is stabilized far from the fuel tube [85, 51]. Lifted flames are thought to be anchored either by back propagation of the partially premixed front to a stable position [14, 15], or by autoignition of flame kernels [102]. Neither of these can take place within the small confines of the second stage of the burner, which does not allow for sufficient flame lift off height [51], thus making the classic lifted flame an unlikely scenario as well. The most likely scenario to take place is presented in Fig. 2.10(c). The burner geometry provides for recirculation regions near the nozzle, and allows for additional fuel and vitiated products to mix and burn in a premixed mode due to the high vitiation temperatures. In many respects this mode is an extension of the lifted flame concept, where the recirculation streaklines act as additional lift off height for the flame.

2.3 Supersonic flames

As mentioned previously, we vary two major parameters of the external supersonic flame, namely overall mass flow rate $\dot{m}_E$ – i.e. chamber pressure – and equivalence ratio $\phi_E$, and examine the overall flame phenomenology. Fig. 2.11 shows one such result of increasing overall mass flow rate $\dot{m}_E$, while keeping $\phi_E$ constant ($\approx 1.94$). In all cases one can notice the formation of Mach diamonds, i.e. regions where supersonic and subsonic flows are separated by shock and expansion waves [96, p. 283]. Even at the lowest mass flow rate, the converging nozzle has a nominal exit Mach number of one, i.e. the flow is always choked. As the mass flow rate and chamber pressure increase, the overpressure at the jet exit increases and so does the level of underexpansion in the jet [44]. As a result the strength of the ensuing shock waves increases, and they become more distant. Light regions in the pictures correspond to post-shock subsonic areas where the flowfield is slow and reactions may take place, while dark regions denote supersonic flow with frozen reactions. Future
work will provide laser diagnostics measurements of the chemical composition within the flowfield. These in turn will allow us to quantify the level of burning, and identify the sources of radiation that are seen in the picture.

Figure 2.12 shows the combined results of the experimental parametric study. All equivalence ratios \( \phi_E \) show the same trend of increasing flame length with increasing mass flow rate \( \dot{m}_E \) and chamber pressure. This trend is reversed, as shown in both Figs. 2.11 and 2.12, for mass flow rates above approximately 5 g/s. Also evident in Fig. 2.12 is a relationship of flame length to equivalence ratio \( \phi_E \) for constant mass flow rate: lengths are maximum for stoichiometric flames, while both lean and rich premixtures lead to shorter flames. Both results can be explained qualitatively.
as follows. Following a Lagrangian approach, we may track a reacting parcel as it moves from the recirculation within the chamber to the supersonic flow past the exit. The parcel experiences a local velocity $u(t)$ which gives rise to distance upon time integration. If the integration is carried out over the maximum chemical timescale $\tau_c$, the resulting distance would correspond to the flame length $L_{flame}$.

$$L_{flame} \equiv \int_0^{\tau_c} u(t) \, dt \propto u_{avg} \tau_c \propto S_L \tau_c \quad (2.3)$$

It is clear from the previous description of the flow field that the flame parcel experiences a wide variety of conditions, both supersonic and subsonic, corresponding to low and high pressures respectively. If we introduce the average parcel velocity $u_{avg}$, the flame length may be expressed in the equation above. This fluid velocity must be related to an average flame speed $S_L$ because the fluid parcel is continuously reacting. It is the well known relationship of flame speed to equivalence ratio [38] that leads to the observed trend of maximum flame length for stoichiometric flames.
Note that this qualitative argument assumes a constant maximum chemical timescale $\tau_c$. This simple phenomenological explanation can be applied to the other observed trend of approximately linear increase of flame length with $\dot{m}_E$. Specifically, the average parcel velocity $u_{avg}$ should be proportional to the mass flow rate issuing from the nozzle, leading to $L_{flame} \propto \dot{m}_E$. This trend is reversed for the highest mass flow rates, possibly as a result of flame extinction due to the high velocities and resulting strains [52].
3. RAMAN LINE IMAGING DIAGNOSTICS

3.1 Raman diagnostic system

3.1.1 Laser delivery system

The second harmonic of a Nd:YAG laser at 532nm capable of delivering pulses of approximately 0.8 J at 10 Hz was used for the Raman line imaging system. Initially, the beam is expanded by a telescope that is comprised of a negative 300-mm plano-concave and 500-mm plano-convex lens, as seen in Fig. 3.1. The result is an expansion of the beam from a 9 mm diameter to 15 mm, and a reduction in the tendency to damage components of the laser delivery system. This is particularly beneficial as any damaged optics in the laser delivery system can result in damage to the laser, and/or an extensive realignment of the system when replacing damaged components.

The enlarged beam diameter results in a tighter focus at the test section. For Gaussian beam propagation this can be seen when calculating the laser waist diameter $d$ by the equation

$$d = \frac{2\lambda f}{D}, \quad (3.1)$$

where $\lambda$ is the wavelength of the light being focussed, $f$ is the lens focal length, and $D$ is the beam diameter incident on the lens [26]. As it can be seen, an increase of the beam diameter $D$ leads to a reduction of the focal spot diameter. For a 750-mm focusing lens, and a $1/e^2$ diameter equal to 15 mm, eq. 3.1 yields a 53 $\mu$m focal point diameter. As will be discussed in this chapter, the beam diameter and profile at the test section are important factors that influence the shape of the spectral signals collected by the spectrometer. A smaller beam diameter would be beneficial
Figure 3.1: Illustration of the Raman line imaging system. Each pulse is first expanded by a Galilean telescope from 9 to 15 mm, and then temporally expanded by a 16-ft pulse stretcher. The beam is then delivered to the test section by a 750-mm focusing lens. Scattered light from the test section is collected and imaged by the Raman line imaging spectrometer.

for resolving individual species vibrational Raman signals where two species reside close to each other spectrally. In practice, the waist diameter is much larger than the one predicted by Gaussian beam propagation, and equal to approximately 195 µm.

A smaller beam focal point increases the tendency of laser-induced dielectric breakdown and plasma generation in the gas medium. The resulting spark from the breakdown process, and hence release of broadband photons, can permanently damage the camera or collected Raman data. Damage to the Raman camera can occur when an individual pixel well-depth is exceeded by the collection of a large amount of photons from the dielectric breakdown. The dielectric breakdown threshold of air for a laser pulse at 532 nm has been experimentally found to be approximately $10^{12}$ W/cm² [86]. The calculated intensity of the beam focal point, for a 9 ns pulse width, is approximately $4 \times 10^{11}$ W/cm², which is less than the published value. However, the
actual beam profile is not a perfect Gaussian, and regions exist with higher energy. These beam “hot spots” can have an intensity that exceeds the dielectric breakdown limit of air when focused, and ultimately result in spark generation.

To avoid exceeding the breakdown threshold we incorporate a single leg pulse stretcher, as seen in Fig. 3.1, that temporally increases the laser pulse width\(^{[57, 6, 56]}\). This decreases the peak power of each pulse, but allows us to maintain the total energy of the beam. The pulse stretcher is built around a 50/50 beam-splitter, with a 16 ft optical delay line. The delay line introduces approximately 16 ns of spacing between subsequent generations of the original pulse, and results in a temporal broadening of the laser energy. The photodiode response for the original pulse seen in Fig. 3.2 would seem to indicate a full width at half-maximum (FWHM) of approximately 14 ns, and an unsymmetrical energy distribution temporally. However, the unstretched pulse is really 8-9 ns, and this error is due to the imbalance between the fast rise and long fall times of the photodiode itself (1 ns and 140 ns, respectively). The fast rise time is able to match the pulse initially, but the delayed fall time of the photodiode response slightly mischaracterizes the decay of the pulse. As seen in Fig. 3.2, the FWHM of the original pulse increases substantially to approximately 40 ns. This increase of the pulse FWHM is sufficient for reducing the possibility of optical breakdown when the beam is focused by the 750-mm plano-convex lens to an experimentally determined \(1/e^2\) waist of 195 \(\mu m\).

The alignment and position of the laser is monitored in real-time using a CCD camera and microscope objective, as seen in Fig. 3.1. A portion of the focused laser beam is collected from a minor reflection, and the CCD camera/microscope objective combination is positioned such that the sampled beam focuses onto the CCD. The image formed on the CCD array is representative of the main beam focal point, and is viewed continuously on a monitor. Shifts of the beam position on the order of
Figure 3.2: Photodiode responses of the laser pulse prior to and after the pulse stretcher. A 16-ft optical delay line introduces an approximately 16 ns delay between laser pulse generations, and can be clearly identified in the temporally stretched pulse.

the beam radius are noticeable, and can be corrected before the measurements by re-aligning the laser. Similarly, misalignments of the pulse stretcher optics are easily identified by the presence of multiple laser focal points on the beam monitor.

3.1.2 Laser energy normalization system

The main advantage of Raman scattering is the species specificity, i.e. the capability of the technique to distinguish spectrally the presence of different chemical species. Hence the collected signal energy $E_i$ depends on species $i$, and $E_i$ is directly proportional to the energy of the excitation laser $E_0$, which is expressed phenomenologically as

$$E_i = E_0 C_i \Omega \left( \frac{\partial \sigma}{\partial \Omega} \right)_i \varepsilon, \quad (3.2)$$
where \( l \) is the length of the probe volume being interrogated, \( C_i \) is the concentration of species \( i \) in the probe volume; \( \Omega \) is the solid angle defined by the first imaging lens; \( (\partial \sigma/\partial \Omega)_i \) is the differential Raman scattering cross section; \( \varepsilon \) is the efficiency factor associated with the collection optics of the system; and the subscript \( i \) is the species [26].

To account for the shot-to-shot fluctuations in the laser energy \( E_0 \), as well as long term laser variation, a system to monitor and record the energy of each pulse is implemented. A photodiode samples a minor reflection of the beam that has been attenuated by neutral density filters. The photodiode response is then integrated by a boxcar averager, which holds the value for retrieval and storage by the data acquisition (NI-DAQ) system. The boxcar integration is externally triggered by the laser Q-switch, and its duration is set to a fixed time interval corresponding to the stretched pulse duration seen in Fig. 3.2. During post processing, the laser energies are used for normalization of the collected vibrational and rotational Raman data. Normalization by the laser energy reduces measurement error by accounting for single shot fluctuations of the laser, and ensures consistency between measurements in the presence of long term decay.

3.1.3 Raman spectrometer

The Raman spectrometer, seen in Fig. 3.3, and is constructed using a transmissive diffraction grating, long-pass filter, and SLR lenses. Similar transmissive spectrometer configurations are seen in industry [82, 10] as well as Sandia National Labs [9, 35]. This transmissive configuration is advantageous for Raman scattering applications, with relatively low signals inherent to the technique [26], because of the ability to operate with larger apertures and the higher throughput associated
with holographic gratings. A Nikkor 85-mm f/1.8 lens pair form the spectrometer’s first optical relay. The front collection optic was designed to operate at larger apertures, hence larger solid angle, and allows for more signal collection than traditional Czerny-Turner spectrometers.

![Diagram of Raman spectrometer](image)

**Figure 3.3:** A close-up illustration of the Raman spectrometer as seen in Fig. 3.1. Scattered light from the test section is initially collected by an f/1.8 85-mm optical relay. Within the collimated portion of the optical relay the light is filtered by a long-pass filter. The remaining light is then diffracted by a 1200-linespermm (lpmm) optical grating before being imaged onto an EMCCD camera by a pair of f/1.4 35-mm lenses.

A long-pass filter is mounted in the collimated region of the first optical relay to reject Rayleigh scattered signal. The Electron Multiplying Charge Coupled Device (EMCCD) used for Raman imaging is susceptible to damage when exposed to very high signals such as Rayleigh scattering (about $10^3$ times greater than Raman [61]). In order to preserve the S-branch rotational Raman signals for independent temperature measurements, a Semrock razor-edge filter is used because it allows for
operation very near the Rayleigh wavelength. The nominal filter cutoff at 536 nm allows a small portion of the collected rotational Raman signal, but can be optimized by angle tuning for better performance closer to the laser wavelength, as seen in Fig. 3.4. Altering the angle of incidence (AOI) of the filter with respect to the axis of the optical relay, $\theta$, results in a spectral shift of the filter response, and can be calculated by the equation

$$\lambda_\theta = \lambda_0 \sqrt{1 - (\sin \theta/n_{\text{eff}})^2}.$$  \hspace{1cm} (3.3)

Here $n_{\text{eff}}$ is the effective index of refraction of the filter, $\lambda_0$ is the initial filter wavelength, and $\lambda_\theta$ is the shifted wavelength after angle tuning [64]. By angle tuning the filter closer to 534-nm we are able to preserve more rotational Raman signal for temperature determination, as evident in Fig. 3.4.

The effective index of refraction $n_{\text{eff}}$ for angle tuning is dependent upon the polarization of the incident light, and will be an important factor when modeling rotational Raman spectra. Two types of polarization are possible with respect to the incidence plane formed by the light propagation direction and the filter normal vector. The polarization is referred to as P polarization when the electric field is parallel to the incidence plane, and S polarization when the electric field is perpendicular [90]. The excitation laser used in the experiments is linearly polarized, with its electric field vector oriented in the vertical direction, and thus P polarization is experienced by the filter.

A 250-$\mu$m slit at the focal point of the second 85-mm lens of the first optical relay defines the laser probe volume being interrogated. The slit accommodates the width of the beam at the waist, and prevents excessive background illumination (i.e. flame chemiluminescence) from reaching the Raman detector. A pair of Sigma 30-
Figure 3.4: Relative rotational Raman profiles of air at STP, and response of the razor edge filter at 0 and 7° AOI. The synthesized rotational profiles shown are for an unfiltered response, filtering at 536 nm, and then with the filter tuned at 7° AOI to preserve more of the signal.

mm f/1.4 lenses form the second optical relay of the line imaging spectrometer. Dispersion of the collected signal is achieved using a holographic diffraction grating (Wasatch Photonics) within the relay, with a central (blaze) wavelength of 600 nm and a dispersion of 1200 lpmm. The incident and diffracted angles ($\theta_{inc}$ and $\theta_{diff}$, respectfully) can be calculated by the equation

$$m_B \lambda = \Lambda (\sin \theta_{incident} + \sin \theta_{diffracted})$$

(3.4)

where $m_B$ is the Bragg diffraction order, $\lambda$ is the wavelength of the incident light, and $\Lambda$ is the line spacing (inverse of frequency or dispersion). When the Bragg condition
is satisfied ($\theta_{inc} = \theta_{diff}$), first order diffraction at the central wavelength yields an incident and diffracted angle of $21^\circ$. The result is a $21^\circ$ rotation of the holographic diffraction grating with respect to the optical axis to satisfy $\theta_{inc}$, as seen in Fig. 3.3. The final relay lens and camera are inclined an additional $21^\circ$ with respect to the holographic diffraction grating to capture the central wavelength at $\theta_{diff}$, for a total of $42^\circ$.

Figure 3.5: A image of the constructed spectrometer prior to light-tight enclosure.

The EMCCD images the dispersed signal, and has an exposed focal plane array of 512 by 512 square pixels, each 16 $\mu m$ in size. The horizontal axis of the spectral image formed on the detector corresponds to physical space along the laser, and
the vertical axis yields the spectral distribution of the collected signal. Figure 3.6 shows the resulting vibrational Raman signals of $O_2$ and $N_2$ in ambient air at STP, as well as their combined rotational Raman signal. Curvature of the spectral lines is attributed to symmetry breaking of the optical axis at the transmissive grating, and has also been exhibited in similar transmissive-grating spectrometers [103, 35].

![Spectral image](image)

Figure 3.6: Spectral image formed on the EMCCD for air at STP conditions. The $N_2$ and $O_2$ vibrational lines, as well as their combined rotational response are indicated.

The theoretical dispersion of the spectrometer can be calculated using a thin lens approximation for the final focusing lens, and ray tracing from the lens to the focal plane array (FPA). First, the thin lens approximation is applied to the lens between
the transmissive grating and EMCCD, and in matrix form is given by the equation

$$ \begin{bmatrix} \rho_2 \\ \theta_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ -1/f & 1 \end{bmatrix} \begin{bmatrix} \rho_1 \\ \theta_1 \end{bmatrix}, \quad (3.5) $$

where $\rho$ is the distance of the ray from the optical axis; $\theta$ is angle the ray makes with the optical axis; $f$ is the focal length of the lens; and the subscripts 1 and 2 represent the state of the ray prior to and after interaction with the lens, respectfully. The parameter $\theta_1$ is wavelength specific because of the dispersion that occurs prior to the lens, and is calculated using the diffraction angle given by eq. 3.4. Based on the geometry of the diffraction grating and final focusing lens, $\theta_1$ is the difference between the diffraction angles of the wavelength being calculated and central wavelength ($\theta_{\text{diff}}(\lambda) - \theta_{\text{diff}}(600\text{nm})$). Finally, ray tracing through a uniform medium is applied to calculate the physical distances between wavelengths on the FPA, and is given by the equation

$$ \begin{bmatrix} \rho_3 \\ \theta_3 \end{bmatrix} = \begin{bmatrix} 1 & d \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \rho_2 \\ \theta_2 \end{bmatrix}, \quad (3.6) $$

where $d$ is the distance traveled by the ray to the FPA; and the subscript 3 indicates the state of the ray at the FPA, with $\rho_3 = 0$ corresponding to the midpoint on the array. For the thin lens approach, the distance $d$ is equivalent to its focal length $f$.

The $O_2$ and $N_2$ vibrational Raman transitions are used to calculate the dispersion of the spectrometer because their wavelengths are well known (580 and 607.3 nm, respectively), and they can be easily measured by the laser diagnostics system for verification. In fact, 'positioning' the $N_2$ and $O_2$ vibrational lines onto the FPA is a part of the every day calibration procedure for the system. Using the given parameters of the system, and eqs. 3.4, 3.5, 3.6, the theoretical distance between the
two wavelengths on the FPA is calculated to be 1.05 \text{ mm}. This yields a theoretical dispersion of 26 \text{ nm/mm} on the FPA, and is comparable to the experimentally determined value of 25.1 \text{ nm/mm}. The 3.5\% error can be attributed to the thin lens approximation that was applied to relatively thick SLR style lenses. An initial spectrometer configuration utilized a pair of Nikor 55-mm \textit{f}/1.4 lenses for the second optical relay, and provided a dispersion of 15.1 \text{ nm/mm}. Although these lenses were capable of producing spectra, the reduced dispersion eliminated the possibility of capturing all species signals on the same FPA, namely the \textit{H}_2 vibrational Raman signal.

\subsection*{3.1.4 EMCCD}

A back illuminated EMCCD (Andor iXon 897) was chosen for the experimental setup because of key features that help increase the signal-to-noise ratio (SNR). These features include (1) quantum efficiency $\sim$93\%, (2) frame transfer capability, (3) on chip pixel binning, (4) thermoelectric cooling, and (5) electron multiplication (EM) amplification. For any FPA the SNR is defined as

$$ SNR = \frac{SQ}{\sqrt{SQ + \dot{B}Q\tau + \dot{D}\tau + N_{\text{read}}^2}} \quad (3.7) $$

where $S$ is the collected signal, $Q$ is the quantum efficiency of the camera, $\dot{B}$ is the collected background signal, $\dot{D}$ is the dark current, $\tau$ is the exposure time, and $N_{\text{Read}}$ is the readout noise [71]. The signal term $S$ is not given a time rate dependence due to the short lifetime of Raman scattering ($\sim 10^{-11}$ s [25]) relative to the minimum exposure of the camera ($10^{-5}$ s). The background and dark current noise terms are continuous signals, and are integrated on the detector pixels during acquisition time $\tau$, hence their contribution is written in a time dependent form ($\dot{B}Q\tau + \dot{D}\tau$).
Applications with large amounts of signal that overcome the noise terms become shot-limited, and the SNR can be described by Poisson statistics as $SNR = S^{1/2}$. Low level techniques such as incoherent Raman, however, are not afforded this advantage, and must rely on the capabilities of the imaging chip in order to increase the SNR.

Figure 3.7: Schematic of a CCD array with frame transfer capability, and EM amplification register.

Frame transfer capability is achieved with a shielded array, adjacent and identical to the one used for imaging, that receives the collected signal immediately after acquisition, as seen in Fig. 3.7. Once the image acquisition and transfer processes are complete, the pixels no longer accumulate background signal, and the readout process begins. Read noise injected during the analog to digital (A/D) conversion is
strongly dependent upon the read rate [24], and is minimized when using the slowest rate available. Slow readout rates, however, result in a prolonged exposure time ($\tau$), and a consequent increase in background signal, for detectors without frame transfer capability.

This compromise is avoided when operating with a frame transfer capable chip that can operate on two independent shift clocks. The time necessary for transferring the charge completely to the secondary array is dependent upon the vertical shift clock of the array. A vertical shift duration of 0.5-$\mu$s per transfer, like the one used in the actual experiment, yields a transfer time of approximately 256-$\mu$s necessary for transferring all 512 rows of the exposed array. Once the charge has been transferred to the shielded array, a slower read clock can be used for the A/D conversion. Finally, the presence of the fast vertical shift clock suppresses the background and thermal noise terms by reducing $\tau$ in Eq. 3.7. This is done without the need for complicated mechanical shutters like the ones used in other studies [75, 8, 52]. The presence of a second, slow readout rate suppresses the readout noise term directly ($N_{\text{read}}$ in Eq. 3.7).

Back illuminated CCD arrays yield a higher quantum efficiency when compared to commensurate front illuminated arrays, but typically exhibit higher amounts of dark current [81]. Typical values for front-illuminated arrays range from 20-60%, while the back-illuminated detectors can reach values close to 100% (in the present study: 93%). As can be seen in Eq. 3.7 the quantum efficiency has a direct effect on SNR, and for this reason multiscalar measurement techniques utilize back-illuminated detectors almost exclusively. This noise contribution source is extremely temperature dependent, and can be reduced by cooling of the detector array [46]. Thermoelectric cooling, with additional liquid cooling support, is used to achieve detector temperatures as low as -100°C, and effectively minimizes the dark current contributions (the
Hardware pixel binning yields an effective reduction of noise per pixel by summing the collected charge of grouped pixels prior to A/D conversion. Thus, read noise is injected only once for the pixel grouping, rather than for each individual pixel. A posteriori software pixel binning cannot achieve the same level of noise reduction as hardware pixel binning, because the read noise has already been incorporated into the recorded value of photons (counts) for every pixel. Pixel binning of a specified number of pixels ($M$) sums up all the charge collected by the pixels, including any background signal $\hat{B}$ and thermal dark noise $\hat{D}$ contributions. Examining eq. 3.8, $M$ is a multiplication factor that would be applied to all terms except $N_{\text{read}}^2$. Therefore, we can suppress read noise contributions and make the term negligible by hardware binning large groups of pixels on the detector. This, of course, comes at the expense of spatial resolution.

\[
SNR = \frac{MSQ}{\sqrt{MSQ + M\hat{B}Q\tau + M\hat{D}\tau + N_{\text{read}}^2}}, \quad (3.8)
\]

Further read noise suppression is achieved by EM amplification prior to A/D conversion. An EM register, positioned between the readout register of the array and the final A/D converter, performs the signal multiplication over many individual stages that generate new electrons by the process of impact ionization [24, 81, 49, 48]. Higher voltage amplitudes applied at the EM register generate more electrons, and result in higher amplification [49, 48]. The result is an overall gain, $G$, of the signal passed through the EM register. Read noise is not amplified because the EM register is placed before the A/D converter that injects the readout noise. This configuration suppresses the readout noise, indirectly, by increasing every other term in the SNR equation (Eq. 3.9) except $N_{\text{read}}$. However, the EM gain process amplifies
all signals that are processed through the register, including background and dark noise contributions.

The combined effect of the EM gain and pixel binning can be seen in the modified SNR equation,

\[
SNR = \frac{GMSQ}{\sqrt{GMSQ + MG\dot{B}Q\tau + MG\dot{D}\tau + N_{\text{read}}^2}},
\]

(3.9)

where the factors \( M \) and \( G \) are shown multiplying the relevant terms. When substantial EM gain is applied during readout, and large amounts of pixels are binned together on the chip, the read noise term \( N_{\text{read}} \) essentially becomes negligible when compared to the other terms. If the dark current is effectively removed by thermoelectric cooling, and the background signal is minimized by the fast frame transfer, the EMCCD can provide an SNR that effectively scales as

\[
SNR = \sqrt[4]{GMSQ}.
\]

(3.10)

Therefore, the EMCCD is the first detector that can operate in a shot-limited fashion, even for extremely low light levels. When this type of detector was first coming into production, experiments could be carried out with photon counting using a planar array, without an intensifier, like the one that can be found in reference [73].

3.1.5 Hardware pixel binning

On-chip hardware pixel binning provides a means of increasing SNR by rendering injected noise at A/D conversion negligible, as previously discussed. The hardware architecture of EMCCD arrays poses limitations on the means by which hardware binning can occur. Vertical binning on an EMCCD array, as shown in Fig. 3.7, occurs at the readout register beneath the shielded transfer array. Multiple rows of
pixels can be effectively summed up, in the vertical direction, by transferring their charge onto the readout register all at once. This places the restriction that channels of binned pixels across the width of the EMCCD must be the same height.

As seen in Fig. 3.6, the spectral image formed on the FPA exhibits strong curvature due to the symmetry breaking introduced in the optical axis. This in turn increases the complexity of applying hardware binning. Custom pixel binning schemes cannot be developed that conform to the curvature of the signals due to the restriction of the detector architecture. Large pixel binning schemes that encompass the curvature of the entire spectral line will integrate erroneous contributions to background noise. Conversely, it is not advantageous to use smaller pixel binning schemes and perform software pixel binning, since this approach would be detrimental to the SNR, as previously discussed. Rather, a hybrid between large and small vertical pixel binning is used, as shown in Fig. 3.8. Large vertical pixel groups capture the main portion of the Raman signals, while smaller pixel groups are combined with software binning to account for curvature effects where necessary. It should be noted that pixel binning in the horizontal direction is always performed in 16-pixel groups across the detector, corresponding to a horizontal resolution of 256 $\mu$m. Following the usual convention [6], the pixels that are hardware-binned (on-chip) are called ‘superpixels’.

Gas mixture calibrations were carried out to map the curvature of each individual species, as well as examine the cross-talk interactions between $CO_2$ & $O_2$, as well as $CO$ & $N_2$. The calibrations were carried out at atmospheric conditions using known mixtures of gases, and included the species $CO_2$, $O_2$, $CO$, $N_2$, and $CH_4$. Vibrational Raman spectra for $H_2O$ and $H_2$ were synthesized using RAMSES, and an estimation of the field curvature was provided by the rotational Raman line.

High resolution spectral images (2x2 pixel binning) of the calibration gases were
Figure 3.8: Composite spectral image showing species $CO_2$, $O_2$, $CO$, $N_2$, and $CH_4$. The hardware pixel binning configuration used for experiments is applied to the composite image. The species vibrational channels, as well as their combined rotational signals are noted in the figure.

collected and averaged together to examine the extent the various species, as seen in Fig. 3.8(a). The curvature of the spectral lines extends upwards as much as 12 pixels from the center of the FPA to the periphery. Measurements will take place within a limited region close to the center of the FPA, as will be discussed in the next two sections. Within the measurement region, the curvature is smaller, and extends upwards only 2 pixels from the central value. Superpixels for the vibrational Raman lines were formed to capture the the spectral width of the signals within the region of interest. At the periphery, portions of the vibrational signals are not captured by their respective superpixels, and are collected using adjacent superpixels that are smaller in size (higher resolution). The adjacent pixels are binned in software with the main superpixel during post-processing. The result of the superpixel scheme can be seen in Fig. 3.8(b).

Cross-talk interactions between the vibrational/rotational spectra of $CO_2$ & $O_2$
as well as CO & N₂ increases the difficulty of the technique, even in the absence of curvature. The R_vib signals of the paired species overlap spectrally due to the closeness of their Raman vibrational frequencies, and the presence of rotational lines that broaden the observed spectra. As a result, it is difficult to identify the signal contributions of each species, as can be seen in Fig. 3.9. A matrix inversion technique has been used in similar experiments in the past [6], and is capable of discerning the spectral contributions in the crosstalk region. The technique requires extensive calibrations, is computationally intensive, and requires additional instrumentation. To avoid the complexities of this technique, high resolution pixel binning is performed between the main superpixels of the crosstalk pairs. Curvature of the crosstalk is captured by the high resolution region between the main superpixels of the species. When the two neighboring species are present, the contributions to each are calculated by finding the local minima of the signal within the crosstalk region. The pixel where the minima resides is treated as the ‘dividing line’ between the two species, and the signal within the high resolution crosstalk region is split at this pixel location. The signals within the crosstalk region are then combined with the main superpixel of their respective species. Due to superpixel binning, little spectral information is available within the crosstalk region to perform complex analysis of the spectral profile decays. However, a compromise between improved SNR and crosstalk calculation must be made, and thus the simplified method will suffice for the purpose of this work.

The rotational Raman signal is captured with vertical binning of 2 pixels to preserve as much of the rotational profile as possible. Methods in which temperature can be extracted from the rotational signal include using the signal integral, the location of the profile maximum, or examining the decay of the profile. These methods are proposed theoretically in the work by Kojima and Nguyen [57], which measured
Figure 3.9: Crosstalk regions for the two pairs of neighboring species are shown. (a) The vibrational crosstalk region for species $O_2$ and $CO_2$ is shown from experimental data with an $O_2$-to-$CO_2$ molar ratio of 1.9:1. (b) The vibrational crosstalk region for species $N_2$ and $CO$ is shown from experimental data with an $N_2$-to-$CO$ ratio of 15:1. High resolution spectra correspond to single pixel resolution in wavelength space (0.4 nm/pixel) and 256 $\mu m$ in physical space.

temperature in a constant (elevated) pressure environment using the intensities of highly resolved rotational lines. The technique can overcome the use of smaller superpixels because of the larger differential scattering cross-sections associated with rotational Raman scattering. Two of the three techniques are used in the current experiment, names the integral and maximum location methods. The integral technique would benefit greatly from larger superpixel binning over the rotational signal, but would lose all information pertaining to the detailed signal profile. Therefore, minimal superpixel binning is used for the rotational signal, and the integration of
the profile will be performed in software during post-processing.

3.2 Vibrational Raman density measurements

Vibrational Raman scattering for density measurements has been widely used in the past, mostly because of its inherent species sensitivity [9, 6, 37, 40, 17, 78, 36, 79, 4]. The details of the Raman spectroscopy are beyond the scope of the present works, and can be found in Reference [26]. The technique is based on the integrated signals of the Raman vibrational Q-branch transitions of all major species present within the laser probe volume, and can directly measure species concentrations. Vibrational Raman scattering occurs when the vibrational level (denoted by the corresponding vibrational quantum number \(v\)) of a molecule changes due to the excitation/de-excitation that takes place during the inelastic Raman scattering process. The selection rules of quantum mechanics allow the vibrational level to change by \(\Delta v = -1, 0,\) or \(1\), however the Stokes (Q-branch) transitions used for density measurements occur when \(\Delta v = 1\). Stokes scattering is utilized for the incoherent technique because of the relative strength of the red-shifted signal. The blue-shifted, anti-Stokes Raman scattering \((\Delta v = -1)\) is quite weak for low temperatures. At high enough temperature (approximately 2600 \(K\) for \(N_2\)) the anti-Stokes Raman becomes stronger than the Stokes contribution, and the present technique be revised [61].

\[
E_i = E_o C_i l \Omega \left( \frac{\partial \sigma}{\partial \Omega} \right)_i \varepsilon, \tag{3.2}
\]

Equation 3.2 shows a phenomenological formula that predicts the Raman energy collected on the detector. The formula applies equally to both vibrational as well as rotational Raman scattering, and the sensitivity to the type being examined enters the equation through the differential scattering cross section \(\left( \frac{\partial \sigma}{\partial \Omega} \right)_i\). The parameters \(\varepsilon, l,\) and \(\Omega\) are parameters of the spectrometer that are constant throughout the
experiment, and the pulse energy $E_0$ is continuously recorded as previously discussed. When the parameters of the system are known, or assumed constant, the collected Raman signal $E_{vib,i}$ becomes a function of the concentration $C_i$.

### 3.2.1 Vibrational slit function

The system parameters are measured before data collection using ambient condition calibrations. The $E_{vib}$ signal for $N_2$ in ambient air is used to calculate the system parameters because of its abundance and strong signal at Standard Temperature and Pressure (STP) conditions. Ambient calibrations measure the term $E_{vib,N_2}$ across the width of the detector, while the laser energy $E_0$ is measured simultaneously. Division of the energy collected in each superpixel $E_{vib,N_2}$ by the measured laser energy, $C_{N_2}$ at STP, and Raman differential scattering cross section $(\frac{\partial \sigma}{\partial \Omega})_{vib,N_2}$ yields the constant system parameters, as shown in

$$l\Omega_\varepsilon = \frac{E_{vib,N_2,STP}}{E_0 C_{N_2,STP}(\frac{\partial \sigma}{\partial \Omega})_{vib,N_2}} \equiv E_{vib,N_2} \text{ slit function.} \quad (3.11)$$

One-dimensionnal measurements of the system parameters, taken across the width of the detector, form the vibrational slit function, and are seen in Fig. 3.10. It is assumed that the same slit function can be applied to all vibrational Raman signals collected, and that the system parameters are constant and invariant for all the species signals collected at the same horizontal superpixel.

In effect, we assume that the vibrational slit function is only a function of space variable, or superpixel number. From Fig. 3.10 it is immediately noticeable that the vibrational slit function is not constant across the detector. Two factors that affect the slit function are the shape of the focused laser with respect to the spectrometer slit, and vignetting due to the optical system. Shown at the top of Fig. 3.10 is an illustration of the shape and size of the focused laser with respect to the slit.
Figure 3.10: The $N_2$ vibrational Raman slit function, normalized by the maximum value. The illustration above the slit function shows how the fixed width of the slit and varying size of the laser give rise to the shape of the slit function.

within the spectrometer. Light scattered by the laser undergoes a 1:1 conjugation at the first optical relay of the spectrometer, and is focussed onto a 250-µm slit. The laser waist is easily admitted through the slit since the waist diameter ($1/e^2$) of 190 µm is smaller than the slit width of 250 µm. At the same time, the varying size of the laser due to focusing and defocusing causes portions of the scattered signal to be rejected by the slit, since the laser diameter exceeds 250 µm in size in these locations. Measurements are not restricted to the portion of the slit function where the laser is completely admitted, but rather can be extended by several superpixels.
in both directions by proper characterization of the slit function. The measurements at these extended points, however, come at the expense of reduced SNR due to signal attenuation.

Signal attenuation at the periphery (edge of the slit) is also attributed to vignetting within the spectrometer optics. Vignetting is a common problem with the Sigma 30-mm f/1.4 lenses used in the present study, but occurs at the far edges of the detector when the lenses are at maximum aperture, as was the case here. The effect does place limitations on rotational Raman signals ($E_{rot}$), which will be discussed in the next section, but it also has detrimental effects on vibrational signals at the top of the detector. A broadband light emitting diode (LED) and band-pass filters were used to examine the extent of vignetting for species with vibrational signals at longer wavelengths, namely $H_2O$ and $H_2$ at 660.5 and 683 nm, respectively. Figure 3.11 shows the superimposed results obtained with 600-nm and 700-nm band-pass filters, each with a 10-nm transmission FWHM. The results were filtered by a threshold function to examine the limits of light acceptance imposed by vignetting. The signal collected at 700 nm exceeds the wavelengths necessary to capture $H_2O$ and $H_2$ vibrational, as shown in Fig. 3.11. On this basis, it is safe to conclude that vignetting is negligible in the vibrational signals collected within the central part of the detector. Since measurements utilized only a portion of the detector from 1 mm to 7 mm, we may conclude that vignetting does not affect the vibrational Raman technique substantially.

3.2.2 Density and mole fraction calculations

Density calculations are performed for every species using the same vibrational slit function. The collected signal of each species is first normalized by the laser energy collected by the laser energy normalization system ($E_0$). Shot-to-shot fluctuations
Figure 3.11: Vignetting spatial limitations were examined with 600 and 700-nm band-pass filters. The thresholded results show the spatial limits where water and hydrogen vibrational Raman signals can be captured.

and long term decay of the laser energy may result in significant error contributions to the data processing. Normalization by the laser energy for each laser shot, prior to averaging, mitigates these effects, and reduces the error of the measurements. Figure 3.12 shows sample vibrational Raman data for air at STP, and lean combustion products from a supersonic jet. The $E_{vib,N_2}$ signal from Fig. 3.12(a) is used to calculate the vibrational slit function based on the known concentration of $N_2$ at STP conditions, and differential scattering cross section. The species signals shown in Fig. 3.12(b) are already normalized by the energy of the laser, and therefore are representative of

$$\frac{E_{vib,i}}{E_o} = C_i \Omega \left( \frac{\partial \sigma}{\partial \Omega} \right)_{vib,i} \varepsilon. \quad (3.12)$$
For each species $i$, Eq. 3.12 is then normalized by its respective differential scattering cross section,

$$
\frac{E_{\text{vib},i}}{E_0\left(\frac{\partial \sigma}{\partial \Omega}\right)_{\text{vib},i}} = C_i l \Omega \varepsilon.
$$

(3.13)

Calculation of concentration (i.e. number density) is achieved by dividing the Eq. 3.14 by the vibrational slit function ($l \Omega \varepsilon$), which is calculated based on known ambient conditions (Eq. 3.11)

$$
C_i = \frac{E_{\text{vib},i}}{E_0\left(\frac{\partial \sigma}{\partial \Omega}\right)_{\text{vib},i}(l \Omega \varepsilon)}.
$$

(3.14)

For each species this calculation is performed for each superpixel along the laser axis, as it was seen in Fig. 3.10 that the vibrational slit function varies across the width of the detector.

The vibrational differential scattering cross sections used for density measurements at 532-nm, as well as vibrational frequency, are shown in Table 3.1,[45] as found in [26]. The values for 532-nm were calculated from the original tabulated values at 337-nm by applying a frequency scaling that follows $(\nu_0 - \nu_k)^4$, where $\nu_0$ is the laser frequency and $\nu_k$ is the vibrational frequency of the molecule [26]. As shown in Fig. 3.8, both $CH_4$ vibrational frequencies are binned together into the same hardware superpixel because of their close proximity, and therefore both differential scattering cross sections are summed up when calculating the concentration. The same situation also occurs for the $\nu_1$ and $2\nu_2$ vibrational frequencies of $CO_2$, and thus the two vibrational transitions are integrated on the imaging chip as well.
Figure 3.12: Vibrational Raman signals for (a) ambient air at STP conditions, and (b) hot vitiation combustion products. The data shown here have been energy normalized and averaged over 100 shots.

Table 3.1: Vibrational differential Raman scattering cross sections and frequencies for the major species of combustion.

<table>
<thead>
<tr>
<th>Species</th>
<th>Vibrational differential scattering cross section $(10^{-30}$ cm$^2$/sr)</th>
<th>Vibrational frequency (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_2$</td>
<td>0.46</td>
<td>2330.7</td>
</tr>
<tr>
<td>$H_2$</td>
<td>0.943</td>
<td>4160.2</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0.65</td>
<td>1556</td>
</tr>
<tr>
<td>$CO$</td>
<td>0.48</td>
<td>2145</td>
</tr>
<tr>
<td>$CO_2, \nu_1$</td>
<td>0.6</td>
<td>1388</td>
</tr>
<tr>
<td>$CO_2, 2\nu_2$</td>
<td>0.45</td>
<td>1285</td>
</tr>
<tr>
<td>$CH_4, \nu_1$</td>
<td>2.6</td>
<td>2915</td>
</tr>
<tr>
<td>$CH_4, \nu_3$</td>
<td>1.7</td>
<td>3017</td>
</tr>
<tr>
<td>$H_2O$</td>
<td>0.9</td>
<td>3657</td>
</tr>
</tbody>
</table>
The concentrations of the combustion species show in Fig. 3.12(b) are calculated using the differential scattering cross sections listed in Table 3.1, and are shown in Fig. 3.13(a). Mole fractions of each species \( X_i \) can be calculated simply by the equation

\[
X_i = \frac{C_i}{\sum_j C_j},
\]

(3.15)

and are shown in Fig. 3.13. The mixture molecular weight \( (MW_{avg}) \) and fluid density \( (\rho) \) at each point along the laser axis are then calculated using the equations

\[
MW_{avg} = \sum_i X_i MW_i,
\]

(3.16)

\[
\rho = MW_{avg} \sum_i C_i,
\]

(3.17)

where \( MW_i \) is molecular weight for species \( i \). Signal to noise ratios and errors for various species signals are discussed with the results of both not reacting and vitiated flow measurements. The SNR is directly proportional to the number density of the species being measured, thus SNR and error will vary greatly depending on the flow being interrogated.

3.3 Rotational Raman for temperature measurements

Temperature measurements can be performed with the previously discussed vibrational density technique, however it relies on the assumption of known constant pressure [89] and cannot be applied to non-isobaric flows. The S-branch rotational Raman signals are used for independent measurements of temperature along the laser axis. Previous temperature measurements that utilize the S-branch rotational Raman signals have been based on the intensities of individual transitions [100, 65, 22, 21, 30], the slope of the spectral decay [59], and the band width of the
Figure 3.13: (a) Calculated vitiation product concentrations from Fig. 3.12(b). Data from Fig. 3.12(a) were used to calculate the vibrational Raman slit function. (b) The corresponding species mole fractions calculated using the concentrations and Eq. 3.15.

of the rotational profile [58]. Rotational Raman scattering for temperature measurements presents two advantages, namely larger scattering cross sections[29, 83] and fast equilibration, when compared to the vibrational degrees of freedom [43].

Figure 3.14 shows how the S-branch rotational population distribution develops as temperature increases for $N_2$. The population of each rotational state $N_J$ is given by a Boltzman distribution as

$$N_J = \frac{N g_I (2J + 1) e^{-BJ(J+1)hc/kT}}{Q_{rot}}$$  \hspace{1cm} (3.18)

$$Q_{rot} = \sum_{J=0}^{\infty} g_I (2J + 1) e^{-BJ(J+1)hc/kT},$$  \hspace{1cm} (3.19)
where $J$ is the rotational state, $N$ is the total number density, $g_I$ is the nuclear spin degeneracy, $B$ is the species rotational constant, $h$ is Planck’s constant, $c$ is the speed of light, $k$ is Boltzmann’s constant, and $Q_{\text{rot}}$ is the rotational partition function. Details can be seen in Reference [26]. As it can be seen from Fig. 3.14 and Eq. 3.18, higher rotational states become more populated as temperature increases. Noticeable changes of the distribution peak and decay slope can be observed as the population distribution shifts with temperature. This population shift is the basis for our temperature measurements, as the observed rotational signals are proportional the rotational populations. The two methods discussed in this section utilize the integrated rotational Raman energies ($I_{\text{rot}}$) and spectral position of the profile maximum.

### 3.3.1 Spatial limitations of methods

The two rotational Raman techniques have different spatial limitations to which they can be applied. Figure 3.15 shows the $I_{\text{rot}}$ signal profile and average rotational profile maximum (RPM) location on the detector for air at STP. It is immediately noticeable that the $I_{\text{rot}}$ signal in Fig. 3.15(a) bears a similarity with the integrated vibrational Raman slit function ($N_2$ at STP). Shown at the top of Fig. 3.15 is the same illustration also seen in Fig. 3.10, depicting the shape and size of the focused laser with respect to the slit within the spectrometer. Signal rejection due to the fixed width of the slit attenuates the collected $I_{\text{rot}}$ signal as the laser diameter grows, and limits temperature measurements using the integrated $R_{rot}$ signal to the region where the laser is completely accepted through the slit (indicated by the dashed lines).

A clear measurement of the average rotational profile maximum location can be made across most of the detector, even in the presence of signal attenuation due to the
Figure 3.14: Normalized rotational population distributions \( \left( \frac{N_J}{N_{\text{max}}} \right) \) for even \( N_2 \) rotational states. As temperature increases, a noticeable shift in the profile peak (position of \( N_{\text{max}} \)) is observed, as well as a decrease in the decay slope. Both are anticipated by Eq. 3.18.

slit. Measurements of the profile maximum are performed with a 5-point centroiding method in order to circumvent the discreteness of the EMCCD pixels. The rotational profile maximum location at STP is indicative of the curvature of the system, and shows the extent to which the technique can be applied. The effects of vignetting can be seen at the far edges where there is a sharp drop-off of the discernible profile maximum location. Although the average location of the rotational profile maximum
Figure 3.15: (a) The response of the integrated rotational Raman signal for air at STP normalized by the maximum value. This is representative of the rotational slit function, and reveals the edges where the laser no longer completely passes through the spectrometer slit, indicated by the dashed lines. (b) The location of the rotational Raman peak along the laser axis, for the same data set as figure (a). Even beyond the edges of where the laser ‘fits’ completely through the slit, i.e. outside of the region denoted by the vertical dashed lines, a smooth and continuous rotational peak can be identified. This allows us to extend temperature calculations using the peak method into regions where the integral method becomes problematic. Also worth noting is the limit behavior of the peak position. One point at the left side of the array (superpixel 1) and two points at the right side of the array (superpixels 31 and 32) show erroneous results, even for the peak location. These points cannot be used in the temperature measurements by the rotational techniques.

can be determined across most of the detector, the technique cannot be applied in a shot-to-shot manner due to fluctuations of the laser position.
3.3.2 Species measurement limitations

The lack of rotational raman contributions from several species places limitations on the types of flames and mixtures the rotational Raman techniques can be applied to. The species which have little or no rotational contribution are $CH_4$, $H_2O$, and $CO_2$, for varying reasons. Methane is not rotationally Raman active because of its spherical symmetry, and therefore does not contribute any signal to the rotational techniques [26]. This immediately excludes the application of the rotational techniques to methane diffusion flames, at least where methane is the only species present. Independent temperature measurements along the pure methane center-line would not be possible because the absence of any rotational Raman signal, and would have to rely on either a constant pressure assumption, or a different diagnostic technique.

The rotational Raman spectrum of water is extremely weak because of its smaller differential scattering cross section, which is approximately two orders of magnitude smaller than nitrogen [77, 3], and is spread over a wide range of rotational states [22]. Carbon dioxide does possess a rotational Raman spectrum, but because of the small rotational constant of the molecule, the rotational spectrum appears very near the laser wavelength (532 nm), and as a result it is practically eliminated by the long-pass filter.[30, 22, 58]. The two species, which are the main products of combustion, limit the rotational Raman technique to measurements in flames with $N_2$ as part of the composition. Premixed $CH_4$ – $O_2$ flames would have rotational signal contributions from $O_2$ alone in the reactants, allowing for independent temperature measurements. However, as the measurements carry over to the products, the lack of rotational signal would make temperature measurements all but impossible.

The temperature measurement technique is essentially limited to flames which
have some amount of nitrogen throughout the flame. As will be discussed, the code used for synthesizing our rotational Raman spectra does not include the rotational Raman spectra of \( \text{CO}_2 \) and \( \text{H}_2\text{O} \). Although this should not be of concern for \( \text{CO}_2 \) since its signal is practically eliminated, the rotational temperature technique will incur a small error that scales with the mole fraction of water. The error in the technique should be on the order of 1% due to the rotational scattering cross section of water being two order of magnitude smaller than nitrogen, which is typically a large constituent for methane-air flames.

3.3.3 Spectral synthesis

Spectral synthesis of the major combustion species is performed using a converted version of the RAMan Spectra Efficient Simulation (RAMSES) program [41]. The converted code is customized to match the specifications of the spectrometer, and is packaged in a dynamically linked library (DLL). For the purposes of this work the converted spectral synthesis code was given the designation ‘Raman Synthesis’ (Ram-Syn). This is not meant to detract from the importance of the original contribution [41]. Simple diatomic gases (\( \text{N}_2 \), \( \text{O}_2 \), \( \text{H}_2 \), and \( \text{CO} \)) are synthesized \textit{ab initio} calculations, while the remaining species (\( \text{H}_2\text{O} \), \( \text{CH}_4 \), and \( \text{CO}_2 \)) are synthesized based on experimental data generated by past experimental studies. The version of the software used in this study did not include the evaluation of rotational spectra for water and carbon dioxide. However, as mentioned in the previous sub-section this should have little or no effect on our measurements. The response of the long-pass filter was included in the synthesis process during the code conversion, and allows for angle tuning as an input. As will be shown subsequently, the synthesized signals are convolved with a Gaussian function that closely mimics the beam profile. The DLL is imported into LabView, which provides a framework for simplified user interface,
as well as automated data post-processing.

Figure 3.16 shows S-branch Raman fractional populations \( \frac{N_J}{N} \) for \( N_2 \) at STP conditions. The individual line spikes can be converted from the discrete rotational levels \((J \text{ space})\) to their corresponding Raman frequency shift \( \Delta \tilde{\nu} \) using the relation

\[
\Delta \tilde{\nu} = -4B(J + \frac{3}{2}).
\]  

(3.20)

Doppler and pressure broadening convolve the individual transitions with Gaussian and Lorentzian lineshapes, respectively. For \( N_2 \) at one atmosphere, the overall linewidth FWHM has been calculated to vary be between 0.1 \( cm^{-1} \) at 300 \( K \) and 0.03 \( cm^{-1} \) at 2000 \( K \)[69]. However, the individual spectral transitions of our synthesis are not convolved with Gaussian or Lorentzian profiles of this size, but with a Gaussian function that represents the physical profile of the laser beam.

To interpret the rotational measurement appropriately, we must realize that any signal registered onto the detector along the vertical spectral axis is not solely the effect of diffraction through the holographic grating, but also the effect of straight forward imaging under 1:1 conjugation through the optical relays. This, of course, is the effect of the finite width slit used in the spectrometer. In the limit of an infinitely thin slit, the signal on the detector corresponds to pure diffraction through the grating. In the opposite limit of no slit used within the spectrometer, the image formed onto the detector corresponds to a convolution of diffraction and imaging through the optical relays.

The laser profile, based on the Rayleigh signal of air at STP, was measured with the spectrometer without the slit or the long-pass filter. As a consequence, the full laser waist could be imaged without restrictions by the slit, and furthermore, the elastic light (Rayleigh) image of the laser could be formed onto the detector.
Figure 3.16: Synthesized rotational population distribution for \( N_2 \) at 300 \( K \). (a) Population distributions are first calculated for each rotational state \( J \), (b) and then are converted into Raman frequency shifts using Eq. 3.20.

Figure 3.17 shows the measured beam profile, and a fitted Gaussian based on the approximate FWHM of the Rayleigh profile. The horizontal axis shown is converted from spectral axis pixels to \( nm \) based on the known dispersion of the spectrometer. The corresponding FWHM of the beam is 9 detector pixels (i.e. 144 \( \mu m \) beam waist), which correlates to an approximately 3.6 \( nm \) on the spectral axis of the spectrometer. While this image of the laser is generated by simple imaging through the optical relays, it registers as broadening along the wavelength axis of the detector. It can be interpreted as corresponding to broadening of approximately 127 \( cm^{-1} \) in width. This broadening is much larger than either pressure or collisional broadening, and merely represents the physical width of the laser waist. This broad profile is not due to pressure or collisional effects, but merely represents the physical width of the laser. The width of the beam profile, and low resolution of the spectrometer,
results in spectral profiles that do not reveal individual rotational transitions. For this reason, the spectral synthesis does not convolve the individual line signals with Doppler or pressure broadened profiles, but rather a profile that closely remembers that of the laser.

Figure 3.17: Measured Rayleigh profile using the Raman spectrometer, and fitted Gaussian. The FWHM of the Rayleigh signal is measured to be approximately 9 physical pixels on the EMCCD, or approximately 3.6 nm on the spectral axis. This width corresponds to approximately 127 cm$^{-1}$, and is the predominant source of broadening in our system.
3.3.4 Integral method for temperature measurement

Summation of the S-branch rotational populations, Eq. 3.18 as previously seen, over all rotational states ($J = 0$ to inf) yields the total population, i.e. $\sum_{J=0}^{\infty} N_J = N$. Therefore, the summation over all rotational states should be independent of the temperature, when normalized by the total rotational population $N$. However, as it was shown earlier in Fig. 3.14, the rotational population shifts towards higher rotational states (i.e. wavelengths) at higher temperatures. If a long-pass filter is introduced, the summation of the collected rotational populations becomes temperature sensitive. As temperature increases, more of the population signal becomes visible beyond the filter, and the integral of the rotational populations increases. At extremely high temperatures (greater than $10^4 \, K$), most of the population distribution is at rotational states and wavelengths that exceed the cut-off of the filter. As the temperature increases, the summation of the visible rotational profile approaches a constant value which corresponds to the total population $N$.

Addition of the long-pass filter to the spectrometer makes the integrated signal of the collected rotational Raman energy ($E_{rot}$) sensitive to temperature, giving rise to our independent method of measurement. The profile of the collected rotational energy is a function of both wavelength and temperature ($E_{rot} \propto f(\lambda, T)$), and as previously shown by Eq.3.2, the amount of collected energy is directly proportional to the concentration $C_i$ of the species present. If the filtered rotational Raman profiles ($FE_{rot}$) are normalized by the measured concentration (i.e. density), the strength and shape of the profiles become functions of only wavelength and temperature. Figure 3.18(a) shows the progression of synthesized filtered rotational profiles for air with increasing temperature, and normalized by their respective densities. Two noticeable effects can be seen with increasing temperature are an increase in the
integral, and a shift in the rotational profile maximum as temperature increases. The latter of the two will be discussed in the next subsection.

Figure 3.18: (a) Synthesized filtered rotational profile for air, normalized by density. The profiles shown are synthesized for the indicated temperature, and at one atmosphere. (b) Integrated filtered rotational profiles for air that have been normalized by density, over a wide range of temperature. The overall results are normalized by the results at 300 K (indicated on the figure). As temperature increases to high values, it is observed that the results approach a constant value.

Figure 3.18(b) shows how the result of integrating the filtered signals ($IF_{rot}$) is a function of only temperature when normalized by density. The results shown are normalized by conditions at 300 K, and are carried out to 12,500 K to show the expected constant value arrival. Density measurements using the vibrational Raman technique must occur in parallel with the rotational Temperature technique, as the integrated signal must be normalized by the density of the scattering popula-
tion. Ambient air measurements taken prior to data acquisition form the rotational slit function, and provide the reference point \((IF_{rot}/\rho)_{air,STP}\) for the temperature measurements. During post processing, the collected integrated rotational signal is normalized by the simultaneously measured density and previously recorded slit function to form the relation

\[
\frac{(IF_{rot}/\rho)}{(IF_{rot}/\rho)_{air,STP}} = f(T, X's),
\] (3.21)

Rotational Raman spectra are synthesized and integrated for the measured composition over a range of temperatures. The ratio \((IF_{rot}/\rho)/(IF_{rot}/\rho)_{air,STP}\) is synthetically formed and compared with the experimental value. A bisection method is used to converge on the temperature that gives the best agreement between the synthesized and experimental results. Approximations of error and SNR for the technique are discussed in the results chapter. Similar to the vibrational technique, the values of error and SNR will vary depending on the type of flow being interrogated.

### 3.3.5 Spectrum maximum location method

As it was shown in Figs. 3.18 and 3.14, the rotational profile maximum location varied based on the temperature of gas. The filtered rotational profile shifts to longer wavelengths as temperature increases, and changes in the profile maximum location can be tracked using a 5-point centroid method. Figure 3.19 shows the shift of the profile maximum location for air as temperature is increased from 100 to 1500 \(K\). For the temperature range shown, the shift in the maximum location covers a range of approximately 1.6 \(nm\), which corresponds to 4 physical pixels on the EMCCD along the spectral axis. High resolution pixel binning is maintained over the rotational profile for this reason specifically. The resolution is slightly reduced by 2-pixel binning, but benefits the SNR of the collected spectra. The underlying
rotational profile maximum is estimated by the 5-point centroiding algorithm, and allow us to extend the method beyond the discreteness of the pixel binning.

Figure 3.19: Location of the rotational Raman peak vs. temperature for air. As temperature increases, the rotational profile shifts to longer wavelengths, and the location of the profile maximum can be tracked.

The rotational profile maximum location is not a function solely dependent upon the gas temperature, however, and is also dependent upon the mixture of the gas. Variations in the gas composition can induce a shift in the profile maximum location, at constant temperature conditions, because of differences between the species rotational constants. Two approaches to the method can be applied when measuring temperature between points, and are outlined in Fig. 3.20. Rotational profile maximum locations for air at STP and a vitiation product jet are shown in Fig. 3.20(a). The example shown here is from the same data set previously shown in Figs. 3.12 and 3.13 for vibration Raman measurements.

A sample measurement of temperature will be made at superpixel location 19, and a zoomed in view of the pixel neighborhood is shown in Fig 3.20(b).
first approach relies on prior temperature measurement of a neighboring pixel, and assumes that the composition does not vary significantly between the two points. Based on the results from the vibrational Raman section, it is safe to assume that the composition of pixels 18 and 19 is approximately that of air. The temperature at
the neighboring pixel can be measured by either rotational technique, but is required for the approach. Pixels 18 and 19 will be referred to as a and b, respectively, so that the technique can be described in general terms.

Knowledge of the the ambient condition rotational profile maximum location provides the profile curvature for a constant temperature and composition. If the ambient condition slope between pixels a and b is superimposed on the measured rotational profile maximum location of pixel a, as shown in Fig. 3.20(b) by the black line, the end point at pixel b would represent the theoretical maximum location if the temperature remained constant. However, because there is a change in temperature between the two pixels, the maximum location has shifted, and is measured as δλ₁ based on the known dispersion of the spectrometer. Figure 3.20(c) shows the rotational profile maximum location versus temperature for the composition of the two pixels of interest. Pixel a is approximately 560 K based on previous temperature measurement, and is marked in Fig. 3.20(c). The temperature at pixel b is measured by applying the change of the rotational profile maximum location ∆λ₁ to pixel a’s peak location, and is approximately 505 K.

The second approach for temperature measurement based on the rotational profile maximum location is simpler and more robust. The method is not limited to constant composition restrictions, and is simply measured by the spectral shift of the rotational profile maximum. Figure 3.20(b) shows how ∆λ₂ is measured directly between the two rotational profile maximum location curves. During post processing, spectral synthesis of the rotational profile based on the measured experimental composition is performed over a range of temperatures. The temperature which produces the closest spectral shift of the profile maximum location to ∆λ₂ is chosen as measured value. Because the example shown in Fig. 3.20(c) closely corresponds to air, this example can be easily shown. If the value ∆λ₂ is added to the profile maximum location at
300 $K$, the corresponding value along the synthesized curve in Fig. 3.20(c) would indicate a measured value of about 505 $K$. It should be noted that the rotational profile maximum locations reported here are averaged over 100 shots. Shot-to-shot fluctuations of the laser position prevent the technique from being applied in a single shot manner, and must rely on the average spatial location of the laser.
4. EXPERIMENTAL RESULTS

4.1 Supersonic air jet

Initial experiments were conducted with an underexpanded air jet, and provided a means for calibration of the system. The structure of the jet is well known, as previously discussed, and provides oscillating over- and underexpansion regions within the flow. Oscillations of density, temperature, and pressure along the jet axis can be measured by the Raman spectrometer, as well as computed using commercial computational fluid dynamics (CFD) code. The non-reacting composition of the jet simplifies the complexity of the experiment for both the experiments and CFD, and provides a suitable platform which the two can be used together. The CFD results for calibration were performed by Dr. Paulo Grego from University of Sao Paulo, Brazil.

The rotational Raman technique is not absolute because of the inclusion of the long-pass filter, and must be calibrated against the CFD temperature results. Temperature calculation results are strongly dependent upon the filter-tuning angle (and hence cut-off wavelength) of the filter. The angle of the filter is measured with precision on the order of $\sim 1^\circ$, and can be improved with calibrations for better accuracy. Although knowledge of the AOI is important for temperature calculations, the calibrations can occur during post-processing since the AOI does not vary with time.

The measured jet emanates from a converging nozzle, with a 3.5 $mm$ throat diameter and total pressure of 20.3 $psig$. Dry air, also known as zero grade air, was used to prevent Mie scattering from corrupting the rotational Raman data. The Reynolds number based on the throat diameter, and sonic velocity of the throat is
approximately $Re = 115,000$. Despite the high Reynolds numbers, the macroscopic structure of the flow is steady and stationary, which allows for measurements to occur over an extended period of time. A scan along the jet axis ($z$) was performed over 50 locations, with 100 laser shots collected and averaged at each. The scan was initiated 3.5 mm downstream of the nozzle throat, with approximately 254 µm between each location. Measurements closer than 3.5 mm to the jet exit were not possible because of excessive reflections from the nozzle. Horizontal hardware binning on the EMCCD was performed over 16 pixels, or 256 µm along the jet radius. The composition of the jet was measured at each point of the scan, rather than assumed to be air, and was used to synthesize theoretical spectra for temperature measurements.

4.1.1 Thermochemistry results, and comparison with computations

Figure 4.1(a) shows CFD and schlieren results for the same air jet case that was measured. Similarities can be seen between the CFD calculated density gradient and schlieren image with regards to the size and shape of the structure. The two results develop at different rates however, and is clearly visible in the mismatch between the ‘Mach diamonds’ at $z \sim 15$ mm. The difference in development rates is possibly attributed to the lack of entrainment in the CFD calculations, and the choice of turbulence model used. Although there is a difference in the rates in which the CFD and experiments develop, the oscillating levels of the thermodynamic properties ($\rho$, $T$, and $P$) should be approximately the same.

The densities measured by the vibrational raman technique are shown shown in Fig. 4.1(b). A clear distinction between the core of the jet and the ambient atmosphere can be observed, as there is a steep density gradient between the two. This jet boundary is also observed in the CFD density gradient, and follows the same contour as the experimental result. The Mach diamonds shown in the schlieren
Figure 4.1: CFD and experimental results for the underexpanded air jet, with $Re = 115,000$. The jet emanates from a converging nozzle with a 3.5 mm exit, and total back pressure of 20.3 psig. The scan was performed over 50 locations along the jet axis $z$, starting at $z = 3.5$ mm. (a) Side-by-side comparison of the calculated CFD density gradient and schlieren image of the experimental jet. Measurements of density, temperature, pressure, and water mole fraction are shown in Figs. (b) through (e), respectively.
image are discernible, and identified by the high density regions within the jet core.

Centerline values of the density are shown in Fig. 4.2(a) for both the CFD and experimental results. A good agreement between the overall levels of the measured density can be seen up to approximately 9 mm downstream of the jet exit. Additionally, good agreement between the two density profiles is observed within this region. Beyond 9 mm of the jet exit, the experimental results show a dampening of the density oscillation, and also highlight the faster development of the experimental jet. This is shown by the local maxima of the experimental density values, and the increasing discrepancy between those of the CFD results. The last measured local maxima occurs at approximately 0.5 mm prior to the local maxima calculated by the CFD. As it was previously mentioned, however, this discrepancy is possibly due to the lack of entrainment in the computational results, and allow the flow to dampen at a slower rate.

Temperature measurements are first calibrated against the CFD results for the first expansion encountered. This region is used because of the small disagreements observed between the measurements and computations further downstream. The filter angle of incidence used for synthesizing the rotational Raman, as previously mentioned, is measured to a precision on the order of ∼1°. Further precision of the filter AOI is necessary in order to increase the accuracy of the temperature measurements. Figure 4.3 shows a comparison between the CFD centerline temperatures and processed rotational Raman results for AOI between 5° and 6° using the integral method. A one degree difference in AOI is capable of producing temperature results that differ by approximately 10 K. As it can be seen in Fig. 4.3, the filter AOI that agrees the best with the CFD is approximately 5.2°. This AOI is used for all rotational Raman temperature calculations presented in this chapter.

Independent temperature measurements, shown in Fig. 4.1(c), reveal the same
Figure 4.2: Centerline CFD and experimental results for (a) density, (b) temperature, and (c) pressure. Single-shot statistics were performed to calculate the standard deviations of the measured values, and are shown as the error.

A very clear and discernible slip stream, with a temperature at about 235 K, can be seen that defines the inner jet core. As mentioned, temperature measurements between \( r = 0 \) to 3 mm were calculated using the rotational Raman integral technique, whereas the measurements out at the jet periphery were performed using the rotational profile maximum. A visible result of the measurement, not seen in the density results, is the growth of the jet downstream of the nozzle exit. Although the jet core remains intact, the turbulent mixing layer of the jet can be seen increasing in size.
Figure 4.3: Angle tuning calibrations for rotational temperature measurements. CFD calculated temperature at the first expansion is compared with the post-processed results for different filter tuning angles. A suitable match is found with a filter AOI at 5.2°.

Measurements along the jet centerline for temperature, shown in Fig. 4.2(b), show a temperature profile that bears resemblance to the CFD results. The behavior of the experimentally measured temperatures, when compared to the CFD results, is similar to that seen with the flow density. The temperature profile along the centerline shows good agreement with regards to level of the measurement, and overall profile shape, up till 9 mm past the nozzle exit. Beyond this point the measured flow temperatures become out of phase with the oscillations of the calculated CFD temperatures, and the overall level of the measured temperature peaks diverges by approximately -14 k.

The ideal gas law is used to calculate the flow pressure profiles based on the species densities that were measured using the vibrational Raman technique, and the flow temperatures calculated using the rotational techniques. The calculated pressure profiles for each scan location, seen in Fig. 4.1(d), clearly show the high
and low pressure lobes that are expected in an underexpanded jet. Figure 4.2(c) also highlights the pressure variation along the jet axis. A level of underexpansion is seen at the beginning of the measurements, where the pressure is greater than the atmospheric conditions. Shortly thereafter, Prandtl-Meyer expansion fans over expand the flow, and the pressure along the jet centerline falls below 1 atm. Pressure along the jet centerline behaves similarly to the density and temperature, with the measured jet profile developing much faster than the CFD results. The derived pressure results between 3.5 and 9 mm, however, show excellent agreement with the CFD calculated values. The mixing layer growth towards the jet periphery is also observed in Fig. 4.1(d), as the slightly lower pressure of this region expands into the STP lab conditions.

Dry air was used for the measurement originally to prevent Mie scattering, but was shown to be useful for viewing the extent of the jet spreading. The jet spreading observed in the temperature and pressure results is corroborated by the water mole fraction, shown in Fig. 4.1(e). Ambient measurements indicate that the mole fraction of water content in the lab atmosphere was approximately 0.015 on the day the measurements were taken. Vibrational Raman measurements show no water content is present in the jet core, which is expected and clearly seen in Fig. 4.1(e). As the jet spreads, small amounts of water content can be seen within the mixing layer. This result suggests that water content from outside the jet (and hence ambient air) is entrained by the jet as it develops.

4.1.2 Isentropic expansion

An alternating series of expansions and compressions compose the structure of the supersonic jet. Prandtl-Meyer expansions within the oscillating series are treated as isentropic, which can be verified using the measured properties of the jet. Density,
temperature, and pressure for an isentropic process can be calculated between two points \((x\) and \(y\)) from the well known relations\([42]\)

\[
\frac{\rho_x}{\rho_y} = \left(\frac{T_x}{T_y}\right)^{\frac{1}{\gamma-1}} = \left(\frac{P_x}{P_y}\right)^{\frac{1}{\gamma}}.
\]  

(4.1)

Temperature and pressure along the centerline expansions will be calculated based on the measured density, since the vibrational Raman technique is considered to be absolute. Point \(x\) will be taken to be the first point of the expansion being examined for the measured parameters, and the isentropic calculations will be propagated along the jet axis. The results of the isentropic calculations for temperature and pressure are shown in Fig. 4.4.

Figure 4.4: Calculated isentropic expansions vs experimental data for (a) temperature and (b) pressure. The isentropic expansions were calculated based on density measurements, and a constant specific heat ratio \(\gamma = 1.4\).
Isentropic calculations of temperature, shown in Fig. 4.4(a), show agreement with the measured values to within 1 or 2%, depending on the expansion being examined. In the case of the first expansion, the steep temperature gradient seems to diverge (on the order of 2%) from the isentropic calculations as it moves further away from the jet exit. However, the expansions with milder temperature gradients downstream show better agreement with the calculated isentropic values. Pressure, shown in Fig. 4.4(b) shows better agreement all around with the calculated isentropic values. This is partly due to the fact that pressure is directly derived from the measured density, which is also used to calculate the isentropic expanded values. Overall, the isentropic values for temperature and pressure along the centerline agree to within 2% of the calculated isentropic values, and it can be concluded that the measurements of temperature and pressure capture the isentropic expansions.

4.1.3 Error and SNR

Figure 4.5 the averaged results of density, temperature, and pressure for the first scan location of the supersonic jet. Single-shot calculations of density, temperature, and pressure were performed to examine error and signal to noise ratio of the measurements within the jet. The error bars shown in Fig. 4.5, as well as Fig. 4.2, are the calculated standard deviations of the respective properties shown. For the single location shown in Fig. 4.5, the relative error across the measurement is fairly constant for all three properties, except for at the jet boundary. The resolution of the technique along the laser axis is not capable of fully resolving the strong gradient as the measurement crosses the jet boundary. Density, for example, has a relative error of approximately 3-4% across the measurement shown in Fig. 4.5(a), except at the jet boundary where error can be as high as 5.5%. Larger errors in density measurements are seen along the jet centerline when shocks are encountered. This is
due to the thickness of the laser being much larger than the size of the shocks (on the order of mean free paths[43]). The relative error of density can be as high as about 8% when compression is seen along the jet centerline. However, this is only in isolated cases where the density is at a local minima (i.e. low signal), and shocks occur immediately afterwards.

![Figure 4.5: Single scan location measurements and errors (standard deviation) at z = 3.5 mm for (a) density, (b) temperature, and (c) pressure. Single-shot statistics were performed to calculate the standard deviations of the measured values.](image)

The signal to noise ratios of the individual species used to calculate density, are
calculated based on the species signal means and standard deviations [71]. The main species present in the current measurement are \( N_2, O_2, \) and \( H_2O \), and their respective SNR’s shown in Table 4.1. These are the best possible cases of SNR that will be seen for the individual species, as experiments in higher temperatures will suffer from reduced number densities, and hence reduced species signals.

Table 4.1: Air jet vibrational and rotational signal to noise ratios. Mean values shown are averaged over the length of the jet scan. Vibrational Raman SNR’s are reported for the individual species listed in the table.

<table>
<thead>
<tr>
<th>Species</th>
<th>Mean SNR inside supersonic region</th>
<th>Mean SNR at jet periphery</th>
<th>Max. SNR observed</th>
<th>Min. SNR observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_2 )</td>
<td>20.7</td>
<td>19.6</td>
<td>38.0</td>
<td>8.6</td>
</tr>
<tr>
<td>( O_2 )</td>
<td>16.5</td>
<td>14.5</td>
<td>27.8</td>
<td>8.0</td>
</tr>
<tr>
<td>( H_2O )</td>
<td>1.9</td>
<td>4.0</td>
<td>7.1</td>
<td>1.3</td>
</tr>
<tr>
<td>( IF_{rot} )</td>
<td>16.1</td>
<td>17.5</td>
<td>34.6</td>
<td>6.5</td>
</tr>
</tbody>
</table>

The behavior of temperature and pressure relative errors follow very closely with those of density. For the single scan location shown in Fig. 4.5(b), the relative error is approximately 2%, except at the jet boundary where the value increases to about 4%. The relative errors of temperature are slightly better than those calculated for density, and this can be expected due to the larger differential scattering cross-sections, and hence larger signals, of the rotational Raman technique [26]. Along the jet centerline, the highest values of temperature relative error are calculated to be approximately 4%, and occur at the shock locations, as was also seen with density. Pressure measurements reported for the single scan location have a relative error of approximately 3-4.5%, depending on the location of the measurement. Just as with density and temperature, however, the largest errors of pressure are seen along the
jet centerline where shocks are present. At these locations, the relative error of the calculated pressure can be as high as 11.6% (observed at \( z = 5.5 \, \text{mm} \)), but the high values of error only persist for small measurement regions. As it was noted with the species SNR’s, these are the best case scenarios for error that will be encountered, due to the high number densities within the flow and simple chemistry of the jet.

Table 4.2: Air jet centerline signal to noise ratios for density, temperature, and pressure. Mean values shown are averaged over the length of the jet scan.

<table>
<thead>
<tr>
<th>Property</th>
<th>Mean SNR along centerline</th>
<th>Max. SNR observed</th>
<th>Min. SNR observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>22.8</td>
<td>36.6</td>
<td>12.4</td>
</tr>
<tr>
<td>Temperature</td>
<td>45.7</td>
<td>45.7</td>
<td>24.8</td>
</tr>
<tr>
<td>Pressure</td>
<td>19.9</td>
<td>44.8</td>
<td>8.6</td>
</tr>
</tbody>
</table>

4.2 Supersonic vitiation products

The simple air jet allowed us to calibrate the filter AOI in order to improve the accuracy of temperature measurements, and hence pressure as well. Although the composition was measured throughout the experiment, only three species were present during the experiment (\( \text{N}_2 \), \( \text{O}_2 \), and \( \text{H}_2\text{O} \)). A vitiation jet was used to produce a flow with hot combustion products that could be used to examine the spectrometer’s vibrational Raman technique with varying pressure. The vitiation stage burned methane and air with a very lean equivalence ratio of \( \phi_v = 0.42 \), and operated at 20.3 \( \text{psig} \) to match the pressure the underexpanded air jet operated at to be consistent. Equilibrium calculations using Cantera yield an adiabatic flame temperature of approximately 1300 \( \text{K} \), and molar based composition of approximately 75.6\% \( \text{N}_2 \), 11.7\% \( \text{O}_2 \), 8.4\% \( \text{H}_2\text{O} \), and 4.2\% \( \text{CO}_2 \) for the major species. Methane,
carbon monoxide, and molecular hydrogen are not present in the products, which is expected for lean combustion products. The hot supersonic flow also tested the rotational techniques capabilities for measuring flows at an elevated temperature.

The hot jet is produced from the same converging nozzle that used for the cold jet to be consistent between the data sets. The Reynolds number based on the hot conditions of the flow is approximately $Re_{hot} = 30,000$. This is noticeably lower than the value calculated for the corresponding cold jet, and is primarily due to the effect of temperature on the gas viscosity. Although the Reynolds number is considerably high, the macroscopic structure of the flow remains steady and stationary for measurements. A scan along the jet axis, commensurate to the air jet, was performed over the same 50 locations, with 100 laser shots collected and averaged at each. All other parameters of the scan were kept consistent with those of the previously discussed air jet.

4.2.1 Thermochemistry results

Figure 4.6 shows the supersonic vitiation jet scan results for density, temperature, and pressure. Right away it is noticeable in Fig. 4.6(a) that the measured density of the vitiation jet is considerably lower than the cold air jet. Because the collected Raman energy is directly proportional to the number density within the probe volume, this reduced density will affect the SNR of both the vibrational and rotational Raman techniques. This will be discussed in the immediately following sub-section. The recognizable Mach diamond pattern is clearly noticeable within the core of the jet, as the density oscillates due to the flow mechanics. The oscillation is also seen in the centerline trace of the density, shown in Fig. 4.7(a).

The core of the supersonic jet is very well defined in Fig. 4.6(a), and can be identified by a constant density contour. As the jet develops downstream of the
Figure 4.6: Experimental results for the underexpanded vitiation jet, with $Re_{hot} = 30,000$. The jet emanates from a converging nozzle with a 3.5 mm exit, and total back pressure of 20.3 psig. The scan was performed over 50 locations along the jet axis, starting at $z = 3.5$ mm, and 0.254 µm between each scan location. Horizontal pixel binning on the EMCCD yields a pixel size of 256 µm along the jet radius. Density, temperature, and pressure results measured by the line imaging spectrometer are shown in Figs. (a) through (c), respectively.

nozzle exit, the supersonic core contracts, and the mixing layer is observed to grow slightly. The density at the periphery, does not fully achieve the level expected at atmospheric conditions. This is due to heat transfer from the burner surface to the surrounding air in the experiment test section.

Temperature and pressure measurements of the jet and its periphery are shown in Figs. 4.6(b) and (c). Both sets of data show the oscillations between over- and underexpansion in the jet core, and can also be seen in Figs. 4.7(b) and (c).
regards to temperature, this repeated behavior is easily seen by oscillatory behavior between 700 and 900 $K$ throughout the well defined jet core. An isotherm at approximately 600 $K$ clearly identifies the extent of the jet core, and agrees with the core seen in the density measurement.

Examination of the calculated pressures does not reveal an outline of the supersonic core, but does give insight into the subtle spreading of the jet mixing layer also seen in the density results. The high and low pressure lobes caused by the jet under- and over expansions are clearly seen in both Figs. 4.6 and 4.9. The overall level of

Figure 4.7: Centerline experimental results of (a) density, (b) temperature, and (c) pressure for the vitiation jet. Single-shot statistics were performed to calculate the standard deviations of the measured values, and are shown as the error.
the pressure oscillation, and profile shape, bears similarity with the results from the cold jet. Although the density and temperature do not fully attain atmospheric conditions at the jet periphery, the pressure does approach one atm, if not fully arriving at it.

The mole fractions of the main vitiation species are shown in Figs. 4.8(a) through (d). Entrainment of ambient air in the mixing layer is evident when examining the mole fraction results for oxygen, water, and carbon dioxide. Within the mixing layer the mole fraction of oxygen increases to levels closer to the ambient atmosphere, and both water and carbon dioxide decay. It is difficult to see the effect of entrainment in the mixing layer by examining nitrogen, mostly due to its small variation between the vitiation products and ambient air.

Figure 4.8: Measured mole fractions for the expected species of the vitiation jet shown in Fig. 4.6. The species measured were (a) $N_2$, (b) $O_2$, (c) $H_2O$, and (d) $CO_2$. Equilibrium calculated mole fractions are indicated by asterisks on the individual legends.
4.2.2 Error and SNR

Single scan location results at $z = 6.3 \ mm$ are shown for density, temperature, and pressure in Fig. 4.9. This location was chosen for it’s relatively high centerline pressure and density values. Density shows an interesting result, where the fluctuations and error outside the jet are much greater than inside. This is counterintuitive given that measured density inside the jet is less than half of what is seen in the outside of the jet. The turbulent mixing layer, and jet interaction with the quiescent atmosphere, introduce fluctuations in the local density with a relative error of about 13%. Within the supersonic region of the jet, however, the quasi-laminar flow and stationary structure produce a flow that shows less fluctuation in density (relative error approximately equal to 9%). Data for the individual species’ SNRs throughout the measurements can be found in Table 4.3.

Table 4.3: Vitiation jet vibrational and rotational signal to noise ratios. Mean values shown are averaged over the length of the jet scan. Vibrational Raman SNR’s are reported for the individual species listed in the table.

<table>
<thead>
<tr>
<th>Species</th>
<th>Mean SNR inside supersonic region</th>
<th>Mean SNR at jet periphery</th>
<th>Max. SNR observed</th>
<th>Min. SNR observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_2$</td>
<td>10.7</td>
<td>7.1</td>
<td>14.5</td>
<td>4.9</td>
</tr>
<tr>
<td>$O_2$</td>
<td>3.1</td>
<td>5.2</td>
<td>9.3</td>
<td>2.2</td>
</tr>
<tr>
<td>$H_2O$</td>
<td>7.2</td>
<td>5.4</td>
<td>11.5</td>
<td>2.9</td>
</tr>
<tr>
<td>$CO_2$</td>
<td>2.1</td>
<td>1.1</td>
<td>3.3</td>
<td>0.2</td>
</tr>
<tr>
<td>$IF_{rot}$</td>
<td>16.7</td>
<td>19.2</td>
<td>29.3</td>
<td>9.0</td>
</tr>
</tbody>
</table>

The behavior of temperature error within the jet is a compound effect between fluctuations in the $IF_{rot}$ signal collected (proportional to fluctuations in density), and errors in the mixture mole fractions. The two are connected directly to species
concentrations measurements. Measured species concentrations at the same scan location as Fig. 4.9 are shown in Fig. 4.10. The relative errors of nitrogen and oxygen concentrations decrease within the supersonic jet for the same reasons mentioned for density. Water and carbon dioxide appear in relatively small quantities overall, and are practically nonexistent at the jet periphery. The large relative errors of these two species concentrations measurements are predominantly due to their low level signals.
Figure 4.10: Single scan location measurements and errors (standard deviation) at \( z = 6.3 \) mm for species concentrations of (a) \( \text{N}_2 \), (b) \( \text{O}_2 \), (c) \( \text{H}_2\text{O} \), and \( \text{CO}_2 \). Single-shot statistics were performed to calculate the standard deviations of the measured values.

Temperature calculations rely on accurate knowledge of the flow composition in order to synthesize rotational Raman spectra. Since the rotational Raman technique is not sensitive to water and carbon dioxide, single shot errors due mole fraction fluctuations are only sensitive to oxygen and nitrogen (for the current composition). Figure 4.11 shows the averaged mole fractions at \( z = 6.3 \) mm, as well as the error calculated from single shot statistics. The errors of all the species concentrations become relevant when calculating single species mole fractions. Although nitrogen
and oxygen concentrations exhibited smaller relative errors within the supersonic region of the jet, their respective mole fractions show the opposite behavior. This is attributed to the mole fraction formulation, as seen in Eq. 3.15. The presence of water and carbon dioxide inside the jet, and their concentration fluctuations, contribute to the single shot errors seen for nitrogen and oxygen. Within the supersonic region of the jet, the compound effects of mole fraction and rotational signal fluctuations yield a relative error of approximately 12% for temperature. Temperature measurements at the jet periphery, and within the mixing layer, show larger relative error ($\sim 16\%$) due to turbulence and unsteadiness of the flow in these regions.

Single shot pressure calculations show large fluctuation of the derived quantity in the supersonic region of the jet. Relative errors within this region vary depending on the behavior of the local fluid mechanics, as seen by the centerline calculations in Fig. 4.7(c). Similar to the cold jet, errors within the center of the jet increase when compressions are present within the local flow. The relative error of pressure can vary between 6 and 12% along the centerline, and between 3 to 7% in the jet periphery and mixing layer. Data summarizing the measurement’s SNRs for density, temperature, and pressure along the jet centerline can be found in Table 4.4.

Table 4.4: Vitiating centerline signal to noise ratios for density, temperature, and pressure. Mean values shown are averaged over the length of the jet scan.

<table>
<thead>
<tr>
<th>Property</th>
<th>Mean SNR along centerline</th>
<th>Max. SNR observed</th>
<th>Min. SNR observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>10.0</td>
<td>13.2</td>
<td>8.0</td>
</tr>
<tr>
<td>Temperature</td>
<td>8.1</td>
<td>10.1</td>
<td>6.0</td>
</tr>
<tr>
<td>Pressure</td>
<td>12.7</td>
<td>16.7</td>
<td>8.8</td>
</tr>
</tbody>
</table>
Figure 4.11: Single scan location measurements and errors (standard deviation) at $z = 6.3 \, mm$ for species mole fractions of (a) $N_2$, (b) $O_2$, (c) $H_2O$, and $CO_2$. Single-shot statistics were performed to calculate the standard deviations of the measured values.

4.3 Discussion

Both sets of results for the underexpanded air and vitiation jet show the same underlying jet structure, as it is expected. The oblique shock pattern, or ‘Mach diamonds’, is visible in the density, temperature, and pressure results for both flow cases. Although the two experiments are formed by flows with contrasting density and temperature, the calculated pressures bear resemblance with each other. Centerline values for the thermodynamic properties confirm the similar oscillation between
the two cases, and results from the cold jet show good agreement early in the jet development with the CFD results. For the cold results, the SNRs of the three thermodynamic properties, allow us to obtain precision that is suitable for measurements where a shock is not present. The low number densities of the hot vitiation results negatively effect the SNRs of all species and thermodynamic properties, and hence precision of our measurements.

The subtle decease of the centerline pressure measurements, oscillating about 1 atm, indicate that the jets are close the supersonic core termination. This is also apparent in both flows as the high density, temperature, and pressure lobes all shrink in radius as the flow develops. Once the flow can no longer recover from the oblique shocks, it will become fully turbulent and no longer exhibit a stationary structure beyond that point. Entrainment of the ambient air into the center of the jet will increase beyond this point, and the jet will expand at a much faster radial rate.

Entrainment of ambient air into the supersonic regions is impeded, and is clearly visible when the mole fractions are examined. A mixing layer develops in the subsonic region of the flow, and can be seen spreading as the jet develops. For the cold air jet, spreading is observed in the temperature and water mole fraction results, and appears to reach the width of the measurement. The lack of water vapor in the jet provides an indicator of entrainment in the mixing layer, as shown in Fig. 4.1(e). The growing mixing layer clearly incorporates water, and hence ambient air, early on in the entrainment and spreading process. The supersonic region of the jet, however, is clearly defined by the lack of water vapor throughout the length of the jet scan. This is also seen for the vitiation jet in Fig. 4.6, where the supersonic core of the jet maintains approximately constant mole fractions.
5. SUPERSONIC FLAME EVALUATION

5.1 Supersonic flame

Preliminary measurements have been performed in the exhaust of a single supersonic flame. Experiments were conducted with the same converging nozzle used for the previously mentioned supersonic flows, and at the same combustor pressure (20.3 psig). The vitiation stage was operated with the same lean equivalence ratio of $\phi_v = 0.42$, and the external equivalence ratio was selected operate at $\phi_e = 0.82$. A lean external equivalence ratio was chosen for the initial examination to avoid visible radiation from heavy sooting and laser-induced fluorescences from polycyclic aromatic hydrocarbons (PAH) [70, 72]. The effects of both could be subtracted if we choose to run a rich flame, but this would still adversely affect the already diminished SNR of the experiment.

The flame used for the experiment can be seen in Fig. 5.1, as well as corresponding schlieren results. The structure of the underexpanded jet can be clearly seen in both images, and bears resemblance to the structure seen in the two previous sets of results. Hot and cold Reynolds numbers for the previous two experiments, based on the length scale of the exit diameter, yielded values of 30,000 and 115,000, respectively. The hot Reynolds number for the current jet will depend on the amount of fuel consumed prior to exiting the nozzle (i.e. exit temperature), but will most likely be on the order of the value calculated for the vitiation jet.

Two additional species, methane and carbon monoxide, will be expected in the measured flame composition. Methane is obviously expected due to the injection of external fuel prior to the nozzle exit. Although some methane will be consumed prior to where the measurements begin, a measurable amount is expected to be observed.
Figure 5.1: (a) Chemiluminescence and (b) schlieren images of the supersonic flame examined by the line imaging spectrometer. Operational parameters of the jet include vitiation equivalence ratio $\phi_v = 0.42$, external equivalence ratio $\phi_e = 0.82$, and 20.3 psig chamber pressure.

Carbon monoxide is an intermediate combustion species, and can appear in regions where reactions are allowed to occur (post shock subsonic regions) or where the chemical reactions become frozen.

5.2 Background subtraction

Unlike the previously discussed results, measurements within the supersonic flames increase in complexity due to background signal from the flame. As it can be seen in Fig. 5.1(a), chemiluminescence from the flame is significant, and will appear as signal on the Raman spectrometer. If it is assumed that the flame chemiluminescence does not vary over time, its signal can be subtracted from the collected Raman data in post processing. However, the chemiluminescence does vary with spatial location, as it can be seen in Fig. 5.1(a), and therefore must be measured at every scan location.
Figure 5.2 shows the process of flame subtraction for a single point within the flame measurements ($z = 4 \text{ mm}$, and $r = 0 \text{ mm}$). For every scan location within the flame, the signal from the flame chemiluminescence (no excitation laser) is collected and average over 100 shots. Raman data is then collect with the excitation laser, which also includes background signal from the flame itself. It is important to perform the background subtraction first, before the data images are normalized and averaged. The signal from the flame background is not dependent upon the laser energy, and therefore normalizing by the laser energy first would result in largely negative values when subtraction occurs. The results of flame background subtraction and averaging are shown in Fig. 5.2(c). It should be noted that the results shown in this figure are not normalized by the laser energy.

5.3 Preliminary thermochemistry results

Preliminary results of density, temperature, and pressure measurements within the flame can be seen in Fig. 5.3. Measurements begin approximately 4 mm downstream of the nozzle exit, and are collected over 47 scan locations. The spatial resolution in both directions is matched with the previously discussed experiments. The collected data was first background subtracted to account for flame luminosity, and then shot averaged over 100 laser shots.

The flow structure of the jet can be seen in the density results shown in Fig. 5.3(a). Although the results show significant noise in the supersonic region of the jet, a clear oscillation between 0.2 and 0.4 $kg/m^3$ can be seen. The oscillating structure is reminiscent of the previously examined supersonic jets, and is expected for an underexpanded flow. A clear and discernible outline of the supersonic jet core can be identified, and as the jet develops a gradual spreading of the jet is observed.

The supersonic region of the jet is also easily identified in the temperature mea-
Figure 5.2: Flame chemiluminescence background subtraction process. (a) The flame chemiluminescence is first recorded by the Raman spectrometer. (b) The flame total signal (Raman signal and chemiluminescence) is collected with laser excitation. (c) The recorded chemiluminescence is directly subtracted from the flame’s total signal. The data shown here is for flame location $z = 4 \ \text{mm}$ & $r = 0 \ \text{mm}$, and is averaged over 100 shots.

measurements, shown in Fig. 5.3(b). All the temperatures measured within this region of the jet easily attain values greater than the temperatures previously shown for the vitiation jet. Variations in temperature between 1000 and approximately 1300 $K$ are observed within the supersonic jet, and an oscillating pattern along the center may be discerned amongst all the noise in the data. Temperatures at the jet periphery approach 300 $K$, but never fully attain that value within the scope of the experiment. Heat transfer from the burner device and the flow itself heat up the surrounding air
Figure 5.3: Experimental results for the supersonic flame. The flame is generated from a converging nozzle with a 3.5 mm exit, and total back pressure of 20.3 psig. The scan was performed over 47 locations along the jet axis, starting at $z = 4$ mm, and 0.254 µm between each scan location. Horizontal pixel binning on the EMCCD yields a pixel size of 256 µm along the jet radius. Density, temperature, and pressure results measured by the line imaging spectrometer are shown in Figs. (a) through (c), respectively. 

Pressure within the flame, shown in Fig. 5.3(c), reveals the same jet structure seen in the two previously discussed experiments. An oscillation within the center of the jet is apparent, and can fluctuate between levels of approximately 0.8 and 1.2 atm. Multiple underexpanded regions are easily identified within the supersonic region of the jet, and agree well with high density regions shown in Fig. 5.3(a). Spreading of the jet mixing layer is observed in the calculated pressures, as well as density and
the schlieren image in Fig. 5.1(b). The spreading occurs at a rate much faster than previously observed, and may be due to the heat release within the flame.

Species mole fractions measured within the jet are shown in Fig. 5.4. Spatial variations in the methane mole fraction show an interesting result. If it is assumed that the methane is perfectly mixed, the unreacted mole fraction in the vitiation gas should be below approximately $X_{CH_4} = 0.05$. However, methane is consumed within the flame, and should take on values less than this. Local regions that reveal high concentrations of methane are most likely due to inhomogeneous mixing within the jet. In the current configuration, methane injection occurs 30 mm prior to the flow exiting the nozzle. This injection distance can be altered, and future experiments will examine the effects of this distance on the resulting flow.

A second interesting result, observed in the jet mole fractions, is the increase of carbon monoxide in down stream regions of the jet. Measurements closest to the jet exit indicate an average carbon monoxide mole fraction of approximately 1.5%, and can reach levels as high as 3.5% downstream. Although the equivalence ratio of the flame is lean ($\phi_e = 0.82$), we observe a buildup of an intermediate species in the flow development. This could be an indication of flame suppression due to the fluid mechanics.

5.4 Feasibility

The primary challenge associated with measurements in a reacting flame is the chemiluminescence background of the flame. Although we attempt to subtract an average of the background seen at every scan location, small fluctuations of the flame will always influence the collected signals. Vibrational and rotational Raman SNR’s for the flame scan are shown in Table 5.1. The vibrational Raman responses of nitrogen and water, as well as the integrated filtered rotational response, are the
Figure 5.4: Measured mole fractions for the expected species of the supersonic flame shown in Fig. 5.3. The species measured were (a) \( N_2 \), (b) \( O_2 \), (c) \( H_2O \), (d) \( CO_2 \), (e) \( CH_4 \), and (f) \( CO \).
only signals that show mean SNR values greater than unity. Even though water has a concentration much less than nitrogen, its differential scattering cross section is approximately two times larger, which allows it to have an appreciable SNR.

Table 5.1: Supersonic flame vibrational and rotational signal to noise ratios. Mean values shown are averaged over the length of the jet scan. Vibrational Raman SNR’s are reported for the individual species listed in the table.

<table>
<thead>
<tr>
<th>Species</th>
<th>Mean SNR inside supersonic region</th>
<th>Mean SNR at jet periphery</th>
<th>Max. SNR observed</th>
<th>Min. SNR observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_2$</td>
<td>4.1</td>
<td>4.7</td>
<td>7.0</td>
<td>3.2</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0.9</td>
<td>2.8</td>
<td>5.5</td>
<td>0.4</td>
</tr>
<tr>
<td>$H_2O$</td>
<td>3.1</td>
<td>2.8</td>
<td>4.9</td>
<td>1.0</td>
</tr>
<tr>
<td>$CO_2$</td>
<td>0.8</td>
<td>0.6</td>
<td>1.4</td>
<td>0.3</td>
</tr>
<tr>
<td>$CH_4$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>$CO$</td>
<td>0.4</td>
<td>0.5</td>
<td>1.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$IF_{rot}$</td>
<td>6.3</td>
<td>9.4</td>
<td>20.2</td>
<td>4.4</td>
</tr>
</tbody>
</table>

It is apparent from Fig. 5.3 that density, temperature, and pressure results are hindered by the depreciated species SNR’s, reduced signal due to low number density, and flame luminosity background subtraction. The overall supersonic flow structure is discernible when observing the density and pressure results, but is slightly distorted by my noise in the measurements. The post-processed results were software binned in an attempt to try to increase SNR, but unfortunately the reduced resolution concealed the flow structure that was observed. Ultimately the resolution used for all the results present in this work will remain to be able to image flow structure, and techniques for better imaging the flame will have to be implemented. Possibilities for increasing the signal to noise ratio, or reducing flame background signal, include a high speed counter rotating shutter [75], or additional lasers for more excitation.
energy (refer to Eq. 3.2)

The combination of the new laser diagnostics technique and supersonic flame is still in its early stages. The diagnostics have been applied to the cold and vitiation jets numerous times in the process of developing the technique, and been refined over many trials. Preliminary measurements in the supersonic flames show that the measurements are feasible, and will require careful planning and execution in the future. Implementation of an external rotating shutter may reduce the need for luminosity background subtraction, and could result in better signal to noise ratios.
6. CONCLUSIONS AND FUTURE WORK

A miniaturized combustor has been designed that can be used for the generation of supersonic methane-air flames that are open to the atmosphere, and are therefore accessible to laser diagnostics. The burner is based on a two stage design inspired by jet engine combustors. The first stage is a vitiation burner that provides ignition and flame holding. We explored the salient parameters of operation experimentally, and verified flame holding computationally using a well-stirred reactor model. Both experiments and computations were used to verify a traditional scaling used in jet engine combustor design. Future work will be performed to better characterize the type of flame stabilization that occurs in the second stage of the burner, and to establish initial conditions at the exit of the burner.

A variety of external supersonic flows were examined, with composition corresponding to either vitiation products or external flames. We varied the equivalence ratio of the external supersonic flames, as well as the overall mass flow rate (i.e. average flow Mach number), and examined the flame phenomenology. Future work will examine the thermochemistry for these various flames to examine the effects of initial composition, as well as Mach number.

A rotational and vibrational Raman line imaging spectrometer, capable of full thermochemistry measurements using a single laser and EMCCD, has been developed for measurements in non-isobaric flows. The spectrometer utilizes vibrational Raman signals for species concentration measurements, and measures temperature from the combined rotational signals residing near the excitation wavelength. The independent measurements allow for the calculation of pressure using an equation of state. This system will be used in all future work for measurements of full thermo-
chemistry in various non-isobaric flows.

The Raman line imaging spectrometer measured the exhaust of a simple under-expanded jet, and the thermochemistry measurements were used as a calibration against commensurate CFD results. The density, temperature, pressure, and mole fractions measurements for the supersonic jet agreed well with the computational results, and to the best of our knowledge are the first of their kind.

A vitiated supersonic jet was also measured using the Raman line imaging spectrometer, and results of the full thermochemistry were obtained. The results for species composition show good agreement with what is predicted by equilibrium calculations. The scan of one-dimensional measurements for the supersonic hot flow are the first of their kind. Future experiments in flames will rely heavily on vitiation scans for proper species calibrations.

Initial thermochemistry results were obtained for a lean premixed supersonic flame. These are the first ever measurements of detailed chemistry in a supersonic reacting flow field, and demonstrated the feasibility of applying the Raman line imaging diagnostics to such environments. Future work will apply the laser diagnostics developed in this work to a variety of different supersonic flames. Specifically current work is examining the effect of underexpansion, and consequently exit Mach number, on the flames generated by the supersonic burner. The effect of stoichiometry on flame composition can be quantified using the laser diagnostics system.
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