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ABSTRACT

Effect of Desiccation Cracks on Earth Embankments.
(May 2011)
Siddharth Khandelwal, B.Tech., Institute of Teclugyl, Banaras Hindu University,
Varanasi, India

Co-Chairs of Advisory Committee: Dr. Marcelo Samche
Dr. Zenon Medina-Cetina

Levees are earth structures used for flood pratechue to their easy
availability and low permeability, clays are theshoommon material used for the
construction of levees. Clays are susceptible sicdation cracks when subjected to
long dry spells during summers. There has been@eased interest in studying the
occurrence of cracks in soil mass. In particulaanynexperimental investigations for
soils have been undertaken to learn about the qrait&rn in earth embankment.
However, there is a dearth of work that focusethemumerical modeling of
desiccation cracks effects on levees. This studyblean undertaken to analyze the effect
of desiccation cracking on the hydraulic behavioamearth embankment under
flooding conditions. A numerical model was develbpesing the finite element package
CODE_BRIGHT. The model was validated from the dditined from a small scale
embankment experiment under controlled environnieotaditions. As the phenomenon
of desiccation cracking is highly random, a simpaledom model was developed to

capture the variability in crack geometry. The mamdcrack geometry was then passed



on to the finite element mesh, so that a probaigilenalysis can be carried out using a
Monte Carlo approach, for assessing the embankmen€grity. The results obtained
from the analysis such as time to steady stateatain and steady state flow rate at the
outward slope were very interesting to study aravipled an insight on the effect of

desiccation cracks on unsaturated earth embankments
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1. INTRODUCTION

1.1 Background

The phenomenon of cracking is present in most gbateal structures and has been of
particular interest to civil and mining engineéZsacks pose a threat to the integrity of
geotechnical structures such as slopes, embanknaamts, tunnels, pavements,
foundations, etc. Allied branches such as geo-enment engineering, petroleum
engineering and agricultural engineering have siswn deep interest on the influence
of cracks on affluent discharge from a waste depbgdraulic fracturing due to high
fluid pressure and nutrient flow through root zgrrespectively. The present work is

more relevant to geotechnical engineering.

A number of researchers for decades have beergtéerin the problem of instability
caused to slopes and dams because of crackingif@a@wid Marsland, 1953; Nawatri et
al., 1997; Cho and lee, 2001; Aubeny and Lyttof@42(¥ang et al., 2004; Jimenez-
Rodriguez et al., 2006; Yang and Zou, 2006; Lowg72Q.i et al., 2008, Shukla et al.,
2009). Every year in the United States, slope fadicause damages of approximately
$2 billion. Cracks adversely influence the stabitif slopes by: 1) providing a
preferential path to water flow, thereby inducingrhpore water pressures and 2) cracks
can form part of the slip surface providing lithteno shear strength. Figure 1.1 shows a
picture of failed flood protection levee. Therefaaseclear understanding of the effect of

cracks is vital for safe and economical designgwées, dams and slopes. The present

This thesis follows the style @eological and Geotechnical Engineering.



work focuses on the effect of desiccation cracksherhydraulic behavior of earth

embankments.

Figure 1.1.Picture depicting total failure of a levee

1.2 Motivation

There has been an increased interest in the peafarenof levees in the past decade due
to certain catastrophic failure events, for examisle havoc caused by hurricane Katrina
on the flood embankments of New Orleans causing ldagnage to life and property.
Apart from that, the prediction of rising sea levat a result of global warming has

triggered a sense of great concern particulartheregions that will be worst hit by



such an eventuality, for example the eastern péttse Indian subcontinent and Pacific

Islands.

Many countries will have to upgrade their flood texion system in order to counter the
threats imposed by the global climatic changesrdfbee, it is imperative to improve

our knowledge on all possible modes of failure dbad embankment.

Traditional design of earth embankments is baseth@hypothesis of intact fill, i.e., the
presence and occurrence of cracks is disregardadiri8ler actual conditions, it is
unavoidable to prevent cracks formation. Desicecati@cks are formed due to shrinkage
of the soil mass as a result of evaporation of madieing summer seasons. The
phenomenon of desiccation cracking is presumedd@ase in future due to global
warming, when the range of the extreme temperatuilesicrease. The presence of
cracks makes the soil slopes susceptible to watgagye, erosion, loss of shear strength
and consequent failures. Every year millions ofatelare spent in the repair and
maintenance of these slopes. For example, an epeost of $ 960,000 was estimated
by geotechnical engineers for slope maintenanceshaltbw slides in Indiana (Hopkins

et al., 1988).

Therefore, understanding the mechanisms of desccatacking and the flow of water
through these cracks and how these influence #ilisy of the soil slope is crucial in

avoiding such failures. Researchers have identifieceffect of water flow through the



cracks in the soil slopes (e.g., Lytton et al.,2;98uhn and Zornberg, 2006). However,
in practice, the effect of cracks is not considesbdile designing embankments. There
has been little focus on this problem because@starce information about some
aspects related to desiccation cracks, as for ebeamp

1. Absence of a reliable theory to explain the phenwmneof desiccation cracking,

formation and propagation.

2. Difficulty in measuring the geometry of desiccatmacks.

3. Lack of numerical tools to simulate the effect cdaks in soil.

4. Limited understanding on the uncertainty-basedrdetetion of the

embankment’s integrity

The present work focuses on achieving a bettermstateling of the effect of desiccation
cracks in an earth embankment. In particular, &rtdfias been made to numerically
model the impact of water flow through desiccatioacks by adapting a finite element

code.

1.3 Objective and scope

Researchers in the past have attempted to modebflevater through cracks (e.g., Liu
et al., 2004, Li Jinhui, 2007; Zielinski et al.,GR). Desiccation cracking is a highly
random process and in all the previous attemptsitoerically model the effect of
desiccation cracks on earth embankments, an eguaiviaydraulic permeability was

imposed on the fissured zone, instead of discrgfizracks into the soil mass. The main



objective of the present research was to numeyicatidel the seepage of water through
an unsaturated soil embankment subjected to randdistributed desiccation cracks.
The model was validated against the experimental alatained from the sensors of a
scaled embankment under controlled conditions.sta¢ed embankment was subjected
to repeated cycles of wetting and drying and thexgetbping desiccation cracks. In order
to capture the aleatory nature of the desiccatiaoks a simple random model was
developed. The crack geometry was then imposetefirtite element mesh to see the
effect of various crack geometries on time to sdtan and flow rate at the outward face
of the slope. The numerical analysis was done glp of finite element package
CODE_BRIGHT (DIT-UPC, 2011) which has a featurausing joint elements that can

be used to simulate effect of individual crackglos flow through a porous media.

Analyzing the effect of desiccation cracks on earttbankments under flooding
conditions is a three-dimensional problem. Butdhgh embankments are very long as
compared to the other two dimensions and also gwven embankment, the crack
geometry is more or less regular. Thus the proldambe treated as a plain strain
problem, reducing it to a two-dimensional problémreal life, cracks open and close
due to variation in moisture content and also ddpanthe stress conditions the soil is
subjected to. In the present work, however, thergoy of the crack network was
constant for a single realization of crack geomatrgt only the hydraulic effects of

cracks on an embankment were analyzed.



1.4 Methodology
Broadly, four tasks were accomplished to meet thieatives as outlined in section 1.3.

The tasks accomplished were as follows:

Taskl: Field observations

A detailed literature review was completed to ustierd the pattern and geometry of
desiccation cracks. Various researchers such asng@mnd Marsland (1953), Zein el
Abedine and Robinson (1971), Dasog et al. (1988gr[@t al. (2009) have collected
data for the depth, aperture and spacing betweeartitks for different kinds of soils

under different environmental conditions.

Task 2 Modeling desiccation cracks in soll

In order to simulate the effect of cracks on thepsge of an unsaturated embankment,
joint elements were used. The joint elements nedxttassigned material properties to
describe the flow through cracks. Several scaledarnical models were tested to verify
the response of the proposed elements. The effettteoflow rate was observed for the

different thicknesses of the joint element.

Task 3 Scaled embankment
Validation is an important part of any numericahlysis. An experiment was conducted
at the University of Strathclyde, Glasgow to sttldy effect desiccation cracks on a

scaled embankment constructed inside controlledt@mwment chamber. The



embankment was subjected to repeated drying artthget/cles thereby inducing
desiccation cracks. Sensors were placed insiderttimnkment to measure moisture
content and suction at different depths. Figuresh@vs the scaled embankment after a
drying cycle. Superficial desiccation cracks indilibecause of drying can be easily seen

along with the resistivity arrays that were usefirid the depth of the cracks.

Figure 1.2.An image of the slope of the scaled embankmeat aftirying cycle

Based on the data collected in the experiment meed above, a numerical model was
developed with cracks introduced via the joint edais. The numerical model closely

matched the results obtained from the experiment.

Tas4: Monte —Carlo simulation for a full scale emkment with random cracks

The data collected in task1l was used to formulsetobability density functions
(PDFs) for depth, aperture and spacing betweenrtdeks. Guided by the PDFs, a
random geometry of the cracks was generated. Bumgtry was then imposed on the

finite element mesh. The crack geometry parameisrsely depth, aperture and spacing



between the cracks were varied individually, inrpaind all at the same time. The effect
of crack geometry was analyzed on time to saturgfie) and flow rate (Q). This
allowed understanding the effect of desiccatiocksan an unsaturated soil
embankment under flooding conditions. The cumuéatiensity functions for Ts and

flow rate Q at the outward slope were plotted Far different cases mentioned above.

1.5 Summary

The objective of the study was to explore the efééclesiccation cracks on seepage of
an unsaturated soil embankment. Desiccation crackormed due to evaporation of
water from the soil causing shrinkage of the sidile shrinkage causes a change in the
stress field inside the soil leading to desiccatimacks. In order to study the effect of
desiccation cracks on seepage of an embankmeunmarital model was developed
using finite element methods. In order to validae2model, experimental data from a
small scale embankment was used. The model redofisly matched the experimental
results thus validating the numerical model. Thengetry and location of cracks has a
high degree of variability. To capture the randdstribution of cracks a simple random
model was developed. The randomly generated craaigtry was superimposed on
the finite element mesh. Finally, the effect ofatraepth, aperture and spacing on Ts
and Q were found. Thus, a numerical model was deeel which can be used as a tool

by engineers to incorporate the effect of desiocatracks while designing levees.



1.6 Layout of the thesis

Section 2 of the thesis comprises of notes onreiffekinds of discontinuities in soils
with a special emphasis on desiccation cracks.téildd literature review on the
geometrical and morphological properties of thaabadion is presented in this section.
In Section 3, a theoretical background to modet/flo porous media is discussed. All
the governing equations and concepts related i fllow in porous media are discussed
in this section along with a joint element modestmulate the effect of flow through
cracks in soil. Section 4 contains details aboetsttaled embankment experiment along
with the numerical model developed to capture ttpeemental data from the various
sensors. In section 5, the random model is predemtd the numerical model to study
the effects of random crack geometry on Ts and £blean described. The results from
the Monte Carlo simulations have also been disclssthis section. Finally, in section
6 summary and conclusions from the research domekhsas proposed plan for future

work have been presented.



10

2. OCCURRENCE OF CRACKS IN SOILS

2.1 Overview of the section

Different mechanics by which cracks appear in duiige been discussed in this section
with a special emphasis on desiccation cracks.tailed literature review has been done
on the work published by the researchers in theipasder to understand the

morphology and geometry of the desiccation cracks.

2.2 Mechanisms of crack formation

Though the prime interest of this section is tedss about desiccation cracks, some
major processes by which desiccation as well asrayipe of cracks are formed in an
earth structure are discussed below:

1. Desiccation cracks or shrinkage cracks: Desiccatianks are formed due to
evaporation of water from the soil causing shrirkkaithe soil. The shrinkage
causes a change in the stress field inside théesaling to desiccation cracks.

2. Hydraulic fracturing: These kinds of cracks arsoasated in porous media with
high fluid pressure. When the fluid pressure exsdhd lateral or vertical
pressure in the embankment or dam, hydraulic crack$ormed.

3. Cracking induced by lateral stress relief fromeliéntial settlement: This
problem is common in slopes or dams constructecbanpressible foundations
where irregular profiles, buried channels and aoéakfferent soil properties are

present.
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4. Cracking induced by earthquakes: The responsesiofp@ or a dam to a strong
earthquake produces tensile stresses and perndisplaicements that cause
soils to crack.

5. Freeze-thaw cracking: The cracks formed duringgazing process can close
when thawing occurs, but it is noticed that afteffirst five freeze-thaw cycles
the hydraulic conductivity increases to 10 to lifes of its original value.

6. Synaeresis: Cracks occur in loose saturated natlanabeds due to the colloidal
nature of clay particles. Synaeresis cracks aneced by the rapid settlement
under gravity due to clay flocculation or groupifgparticles. The settlement
causes strange sinuous, spindle or polygonal shapeking patterns in
subsurface.

7. Cracking due to subsidence: Excessive pumping ténwaay sometimes lead to
large scale consolidation of the soil, causing Eldrxe in a very large area. The
subsidence in turns leads to very long and deegksraound the area of

subsidence. Such cracks are very common in ateadliexico City and Bogota.

2.3 Desiccation cracks in soll

Desiccation of soils usually involves a reductinrithe moisture content of the soil
induced by evaporation of water from the soil stefto the atmosphere. The
phenomenon of desiccation cracking is very complakinvolves strong hydro-
mechanical coupling (Rodriguez, Sanchez, et ab720or instance during the drying

process the pores are progressively filled withiattucing negative pore water
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pressures (or suction). This results in surfacsitenthat affects the mechanical
behavior of the soil. Thus, evolution of desiccatawacks which is largely a hydraulic
phenomenon has ramifications on the mechanicamM@haf the soil as well. Apart
from that, initial moisture content, compactiomieerature, drying and wetting cycles
also affect desiccation cracking (Morris et al.929Kim and Hwang, 2002; Zielinski,

Sanchez et al., 2010)

2.3.1 Formation of desiccation cracks

In general, the criteria for crack initiation cam diivided into two approaches: the stress
criterion (Abu-Hejleh and Znidarcic, 1995; KonratbaAyad, 1997) and the strain
criterion (Meakin, 1987; Hornig et al., 1996; Kitgraki, 1999; Vogel et al., 2005). In
the stress criterion, the crack is believed taatetas soon as the tensile stress in the soil
exceeds its tensile strength. Whereas, in thenstréerion the clay layer is represented
through a network of Hookean springs which breakma critical strain is exceeded.
Such models reproduce the phenomenologically obdegxperiments by simulating the

redistribution of stresses in the neighborhoodefliroken spring.

There is no a consensus on the mechanism of tlet ohdesiccation cracks. One of the
more relevant works is the one done by Konrad ayaldX1997). They proposed a

model for prediction of depth and spacing of destion cracks. The model is based on
the theory of linear elastic fracture mechanicsKM} and fictitious stress superposition

concept. The main features of model are:
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1. The crack initiation occurs when the minor print¢igpi@ess (horizontal stress)
equals the tensile strength of the soil.

2. The prediction of primary spacing between the csaskased on two soll
parameters: fracture toughness and tensile strerfighie soil.

3. Crack propagation is analyzed using trapezoidatidigion of total stresses as

governed by the material constitutive equations.

Figure 2.1 shows the various stages in the devedopof a crack as proposed by

Konrad and Ayad (1997).
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Figure2.1.Schematic illustration of stages in cracking (alkenrad and Ayad, 1997)



14

sl LBLLL
P

l-——n—-+--—nm-¢

(d)

Figure 2.1.continued

A major drawback of this approach is that the LE#ory is primarily applicable for
fragile materials. However, at the onset of degdiooacracks the soil is almost saturated

and thus cannot be treated as a fragile material.

2.3.2 Morphology of crack network

The desiccation cracks can either be V shapedsirdged. Where clay tenacity (Kindle,
1917) is low and the desiccated layer is able aotrandependently of the underlying
layer, the crack shape is generally parallel-siéfédere clay tenacity is high, the degree
of desiccation (number of cracks per unit lengémrdases downward and the resultant
crack is usually V-shaped (Plumer and Gostin, 198ldare instances where prolonged
desiccation occurs, cracks are known to penetsateeap as 15 m (Fairbridge and

Bourgeois, 1978).

If the curvature at the tip of the crack is V shiypgéen the crack is prone to continue
propagating as the area around the tip is very w@akhe other hand, a crack with a U
shaped tip will not propagate quickly. This medret 2 V shaped cracks are likely to

deepen over time, while a U shaped crack will #i@ysame unless desiccation occurs
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again at the broad tip of the crack (Plummer andti@d 981). The shape of the crack

may be a good indication of how deep into the s@bs it may penetrate.

Owing to the difficulty in observing the depth bktcrack, more often surface crack
patterns are observed. The observed patterns aeeallg in polygonal shapes (Konrad
and Ayad, 1997; Dyer et al., 2009). The numbeinadsof the polygons generally lies
between three and six. The size of polygons angjthaeing of joints are determined
primarily by the rate of evaporation. The polygomasy be combined triangles,
guadrangles, pentagons or hexagons because cétr®dpeneous soil and boundary
conditions. Some researchers have attempted tolrtiederack geometry
mathematically. Horgan and Young (2000) developezhdom model to capture the
geometry of two-dimensional crack growth. Chertikon Ravina (1998) developed a
physically based probabilistic model of the craekwork. The model described the
distribution in terms of: (i) Number of cracks iruait volume of soil, (ii) crack
dimensions (depth, length and width), (iii) crackaat the soil surface, (iv) crack

volume as a function of soil depth.

Apart from propagating in vertical direction, han#al cracks joining the vertical cracks
have been also been observed (Konrad and Ayad, 188%hmikantha, 2009 and Dyer
et al., 2009). These subhorizontal cracks highlyémce the hydraulic conductivity of
the soil by increasing the interconnectivity betwéee cracks. Konrad and Ayad (1997)

exposed an excavation to continuous evaporatioB3atays and observed subhorizontal
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cracks at some depth below the surface. A schemiaiizam explaining the mechanism
of formation of subhorizantal cracks as describgé&bnrad and Ayad is shown in

Figure 2.2.
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Figure 2.2.Schematic description of propagation of cracksaih (after Konrad and
Ayad, 1997)
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Chertkov and Ravina (1999) developed a mathematicalel to predict the mean width
and volume of cracks as a function of soil deptieyrassumed that the horizontal
cracks appear as result of inhomogeneous soildese caused by rapid drying and

shrinkage of thin layers at the wall of verticahcks.

2.4 Observations of desiccation crack geometry remed in literature
It is very difficult to ascertain the geometry ofr@ack without disturbing the soil (and
therefore changing the crack geometry). Varioushiods have been devised both direct
and indirect to quantify the geometry of cracksm8mf them are mentioned below:
a) Needle-for crack depth (Zein el Abedine and Robmnd®71):
Deep cracks were measured with a 150 cm long paithea diameter of 3 mm, and
shallow cracks were measured by a 50 cm long pratbea 1.5 mm diameter.
b) Wedge-for crack width (Zein el Abedine and Robinst®ir1)
A wedge with head angle 22.5 degrees was usedddlie width of the crack.
c) Digital Photogrammetry (Jessell et al., 1995)
Pictures of the crack network were taken and thgitized to analyze the surface
crack pattern.
d) Shadow profilometry-for aperture (Maerz et al., P9
Shadow cast were used to determine the roughnessogk joint. The image of the
shadow was video recorded and digitized so thatraocurate estimates could be

made about rock joint aperture and roughness.



18

e) Time domain reflectometer (Dyer et al., 2009)

Time domain reflectometer (TDR) sensors were ieskirt the soil to measure its
dielectric properties. As the cracks are usualgdfwith air, they can be detected by
this method because of the poor conductivity af air

f) Tomography- (L. @ygarden et al., 1997)

Soil cores were scanned using x-ray computed toaptgyr (CT) to determine if
macropores such as cracks, earthworm holes andmaanels could be
distinguished and characterized. It was found it@tropores 1 mm and larger could

be easily and quickly distinguished by the method.

2.4.1 Laboratory observations
Many laboratory experiments have been conductedtimate the geometry of
desiccation cracks or to find their effects on laydic behavior namely permeability.

Some of the prominent ones are discussed below:

Hinsby et al. (1996) took a cylindrical sample aflisturbed till 0.5 m diameter and 0.5
m high from a depth of 2-2.5 m. The soil was massiay (12 % clay, 31 % silt and 57
% sand and gravel) with various vertical fractuiggical fracture spacing was
approximately 5-10 cm and typical fracture lengtmsvg-30 cm. Tracer fluid was
injected into the soil to clearly see the densftthe cracks and the permeability was
measured. Finally, calculations were made to es$titiee aperture using the cubic law

as given by Snow (1969) using the permeabilitystdsine on the sample.
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Laboratory experiments were done by Nahlawi andikard (2006), primarily to find

the spacing between the cracks. The soil used atasah clay from Victoria, Australia.
The specimens were prepared in long glass trayshensides were greased (Figure 2.3).
The depth of the soil sample was 5 mm, 8 mm anehiiil The cracks were parallel to
each other as the ratio of length to width of taengle was large. The spacing between
the soils was recorded and it was concluded tleattack spacing follows a lognormal

distribution.

Figure 2.3.Soil samples in glass plates exhibiting desiccatiacks (after Nahlawi and
Kodikara, 2006)

2.4.2 Field observations

Zein el Abedine and Robinson (1971) developed datkto find the dimensions of the
cracks in the field. A wedge with head angle 22§rdes was used to find the width of
the crack. The depth of cracks was measured usindléxible graduated metal probes
with pointed smooth noses. Deep cracks were medsute a 150 cm long probe of a
diameter of 3 mm, and shallow cracks were meadayed50 cm long probe with a 1.5

mm diameter. The field measurements were done ithsadjected to different
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conditions such as irrigated, natural, delta, letconclusion it was found that irrigation

reduces cracking to about one thirds.

Dasog et al. (1988) did field experiments to un@ders the swell-shrink potential of soll

in Saskatchewan. Six clayey soils representingptben, dark brown, black, dark gray
and gray zones were sampled. The method useddck size measurement was same as
that used by Zein el Abedine and Robinson (197 Inodified sampling method as well

as a larger area was used to get better representdthe spatial variability of cracks.

Realizing the practical difficulty in finding theparture of cracks in soil because of their
expected small size, McKay et al. (1993) devisedtaup to find the field hydraulic
conductivity of the soil. The experiment was donectay rich tills of Ontario which

were fractured to depths of 4-6 m. The crack aperas then back calculated using the
hydraulic conductivity of the soil by cubic law.a&8stical analysis of the crack aperture
suggested that it follows lognormal distributiomeTlinsitu setup to find hydraulic

conductivity of the soil is shown schematicallyFigure 2.4
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Figure 2.4.Field trench cell and collector system used by Kliglt al. (1993)
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Konrad and Ayad (1997) exposed marine clay to cootis evaporation for 35 hours.
The base of the excavation was instrumented wéhistors, settlement plates and
TDR probes. They observed the surface crack gegmets in the shape of polygons
with the average crack spacing of 20 to 24 cm.rAdteout 100 hours of evaporation,
horizontal cracks started to appear. Further exajmor led to newly induced polygons
with protuberance (Figure 2.5) at their bottom aadiing that the depth of crack

propagation was 4 to 6 cm.

15 TJuill 34 N5)

15 "50

Figure 2.5.Picture depicting polygonal cracking with protudrese (after Konrad and
Ayad, 1997)

Li Jinhui (2007) in her PhD study investigated thack development and characterized
crack geometrical parameters under natural atmosmoaditions through field tests. A
digital imaging method was used to investigatectiaeks near the foot of a slope. The

images were imported to AutoCAD and scaled todizé to find the crack length and
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aperture (Figure 2.6). It was found that crack thrand crack aperture both follow

lognormal distribution.

500
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Figure 2.6.Crack geometry imported to AutoCAD (after Li Jinh2007)

Dyer, Utili and Zielinski (2009) conducted fieldrseys on flood embankments made of
alluvial clays in UK. Actual field data was gathétey making trenches in the
embankment (Figure 2.7). They found that cracksreded to a depth of 60 cm. There
were subhorizontal cracks as well running at aldepB80 cm from the surface. Some of
the trenches had no subhorizontal cracks but leeg dertical cracks running to a depth

of 1.1 m were observed.
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Figure 2.7.Trench dug in slopes showing vertical and sublot& cracks (after Dyer
et al., 2009)

A summary the various field and laboratory methimdind cracks geometry is
presented in Table 2.1

Table 2.1 Summary of the various field studies utadten to determine crack geometry.
Author Year |Remarks

EL Abedine and 1971 Developed mechanical insitu methods to detexiifie
Robinson geometry of cracks. Observations were made onrdifte
kinds of soils under different conditions.

McKay et al. 1993 Developed an insitu method t@deine the hydraulic
conductivity of the soil. From the hydraulic contuity
data, they estimated the cracks aperture at diffetepths
using the cubic law. The crack aperture was foongitow

a lognormal distribution.

Hinsby et al. 1996 | Calculated the permeability sbd sample and used the
cubic law to determine the crack aperture from the
permeability.
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Table 2.1 continued

Author Year |Remarks
Konrad and 1997 Exposed marine clay to continuous evapor&tinB5
Ayad hours and instrumented it with thermistors, setdetn

plates and TDR probes. The observed polygonalcsairfi
geometry of the crack network and the presence of
subhorizontal cracks.

Nahlawi and 2006 Prepared soil samples in smooth long platdsdifferent
Kodikara thicknesses of the soil sample. The sample wasiduj to
heating leading to desiccation cracks. The measemeof
the crack aperture showed that they follow a logradr

distribution.

Li Jinhui 2007 Used digital photogrammetry to atamerthe aperture and
spacing between the cracks of a soil slope underala
conditions. She found out that the crack spacimyaack

aperture follow a lognormal distribution

Dyer at al. 2009 | Conducted a field surveys on fleotbankments in UK.
They excavated trenches to find the geometry afkcra
network inside the embankment. Actual field dats wa
gathered by making trenches in the embankment. They

recorded vertical cracks as deep as 1.1 m. Alptaaes

they confirmed the presence of subhorizontal cracks

2.4.3 Geophysical methods

In practice, it can be difficult to detect desigoatfissuring only by visual observations,

particularly if the surface vegetation is well dieyeed. Even if cracking near the surface
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is observed, it is not be possible to determinedd@h to which the cracking penetrates
without careful excavation and inspection. Suckaaproach is not usually advocated
because the damage caused by the inspection magrbe than that caused by the
cracking itself. Some of the past researchegs Rugh, et al., 1995; Chandler et al.,
1995) proposed desiccation fissuring detectiodagey embankments, but these
methods are only point-wise measurements arthat cover the whole structure.
So, a reliable technique to assess the preserdsmication crack network, their
geometrical characteristics (i.e. space betweerksraepth, aperture and morphology)
and the whole integrity of earthworks was much eeéedhdirect geophysical method

can be very useful for such an endeavor.

One of the first successful studies on the useeopgysical investigations took place in
Sweden, where a permanent monitoring system wagreesand built at two dams
(Johansson and Dahlin, 1998). The main aim of thressstigations was to evaluate the
seepage through the embankment (Dahlin et al.,)2@@bther successful method was
developed by the LCPC (French Public Works Reseaatloratory) and the Cemagref
in Aix en Provence, France, which consisted ofram@hensive experimental research
from 1998 to 2004 that included the testing ofetiéiht geophysical and geotechnical
methods for improving the integrity assessmennab@nkments for flood protection.
Their main interest was on evaluating the effedhtdrnal erosion (Fauchard and
Meriaux, 2004). In this study the cracks were w@itifly recreated and geophysical

resistivity was measured by using only two eleatgodGamouélian et al. (2003) were the
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first in using miniature resistivity arrays to detteracks of a few centimeters in size.
They created cracks of 2 mm width artificially wahsaw at varying depths (1, 2, 3, and
4 cm deep) in order to obtain four cracking stagée resistivity images obtained from
this study enabled the detection of discontinuisiethe millimeter scale. More recently,
Zielinski (2009) used a similar geophysical teclueido detect the natural formation of
desiccation cracks in soils (rather than in ree@airtificial cracks). He used an array of
48 electrodes (which is normally used on a lon¢pdise, about 100 m), increasing the
technique resolution and detected desiccation srecckmall-scale tests and on scaled

flood protection embankments (Sentenac and Ziali2§9).

Nondestructive measuremepfsthe desiccation crack network were carried gut b
using the geophysical technique developed by &kii(R009). The basic equipment
used was composed of an ‘ARES’ earth meter equiprfaty eight non-corrosive 1.5
mm diameter and 6 cm long electrodes which wereduirp and connected with the
automatic resistivity system using double 24 waysnector. The electrodes were
pushed 3 cm into the compacted clay keeping a 8paning between them. This
technique has proved to be very useful to detectraldy formed discontinuities in the
soil mass. Some results showing this type of ingagbn are presented in Figure 2.8
and Figure 2.9. ‘Boulder clay’ was compacted ireaspex tank (Figure 2.8c) at water
content near the optimum. An initial scan (Figur@a just after compaction showed
that soil mass was quite homogeneous. Infra-reteteél.2 kW) were used to heat the

soil. The scan after drying (Figure 2.8b) showedsghchanges in color, from deep blue
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to dark purple, which were due to the vertical Andzontal cracks developed during
desiccation process, which resulted as responsedhanges in solil resistivity during
desiccation. A deep blue color on the picture regmés very low resistivity (~500);
deep purple contour represents places with thereigistivity. The inversed resistivity
map confirmed that the air space created insidertnek gave high resistivity response.
The resistivity technique was also tested in aesstambankment at the laboratory (1x1
m crest, slopes 1:2, and 2 m long, 20 cm high beffigure 2.9a showsa picture of the
embankment just after construction and Figure thBsame embankment after drying
alongside two electrical resistivity images obtdinetwo perpendicular arrays. Figure
2.8 and Figure 2.9 show that the improved eledtresistivity nonintrusive technique

provided a good image of the discontinuities ingbg mass.

Figure 2.8.Geophysical scans: a) just after compaction; tey afrying-below picture
of cracked soil. c) Picture of the scaled experimen
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Figure 2.9.a) Scaled embankment; b) Geophysical scans andlabservation after 7

days of drying
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2.5 Desiccation crack behavior during drying-wettimg cycles

Soils in the field undergo repeated cycles of dyyand wetting during summer seasons
and rainy seasons, respectively. This repeatetlUfition in the water content causes
cyclic soil swelling and depression with the consate of opening and closing of
cracks. This cyclic change in the geometry of ttaeks induces changes in the
mechanical and hydraulic behavior of the soil. €ffect of repeated drying and wetting
cycles on soil has been studied by various resess@hg., Corser and Cranston (1991),
Yesiller et al. (2000), Eigenbrod (2003), Rayharale (2007), Zielinski et al. (2010).
Yessiler et al. (2000) subjected compacted clagréirio repeated drying and wetting
cycles and observed that the amount of cracking doechange after the second cycle.
Rayhani et al. (2007) conducted some lab tests/lomdcical specimens to see the effect
of repeated drying and wetting on the hydraulicdrantivity of the soil. They found that
after a wetting cycle when apparently the cracksrst close on the surface, the
hydraulic conductivity was 12-34 times higher thlat of the intact clay. This
suggested that the cracks did not close complefsy wetting. Eigenbrod (2003), on
the other hand, suggested not all fine-grained sbibw an increase in the hydraulic
conductivity upon cyclic drying and wetting. Centanonplastic or very low-plastic and
even certain very highly swelling soils do not exg@ece such drastic changes in
permeability. The major causes for such self-hgaline to crack closure upon wetting
were identified as: (i) an increase of effectivess above the level of the undrained

shear strength of the intact soil; (ii) cloggingf@fctures by particles eroded from the
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fracture surfaces during permeation for non- or-fastic soils; and (iii) swelling of the

clay particles near the fracture surfaces in higuglling clay.

2.6 Flow through a single crack
Fluid flow through cracks is commonly describedpayallel plate model where the
volume of the flow rate varies as the cube of tetjaperture. This relation is famously

known as the cubic law (Snow, 1969) and is expressés general form as:

Q _cp
~-=Cb 2.1)

where, ‘Q’ is flow rate, [Ohis hydraulic gradient, ‘C’ is a constant and ‘baigerture

width. The cubic law is valid for the laminar flavf a viscous incompressible fluid.
However deviations from this law are expected akarack surfaces are rough and

contact each other at discrete points (Figure 2.10)

Fluid flow
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Contact points
Rough irregular walls
(a) — vanable aperture

Fluid flow

Figure 2.10.Flow through a single fracture: (a) Natural fraetuib) ldealized fracture. (after
Indraratna et al., 1999)
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_ Smooth parallel walls
(b} — uniform aperture

Figure 2.10.continued

Researchers in the past have studied the effextiok surface roughness and variable
aperture width on its hydraulic conductivity whéxe flow is steady as well as turbulent
(Witherspoon et al., 1980; Brown, 1987; Indrarathal., 1999). A generalized law for
flow through fractures (Indraratna et al., 1999kwarked out in terms of the Reynolds

number, ‘Re’, and friction factory/’ such that for open fractures:

96
== 2.2
Y o (2.2)

However, to account for other variabilities in track geometry, Witherspoon et al.,

(1980) introduced a factorf * in the cubic law such that it takes the followifogm:

Q _C, s
ﬁ-?(b) (2.3)

In their study they found that the above expresbild regardless of the different

loading patterns and that ‘f’ varied from 1.04 t64.
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For generalized flow (both laminar and transiethig, pressure drop coefficient is

normally represented as:

2=f (Re, k/2e

(2.4)

where, ‘A’ is pressure drop coefficient, ‘K’ is joint rougkss and ‘e’ is joint aperture.

Table 2.2 gives the pressure drop coefficient émd fate, established by different

researchers, for a range of relative roughnesddtir laminar and turbulent flow to

express fluid flow through a single crack.

Table 2.2. Pressure drop coefficient and the Ut fate in single joint (after Indraratna

et al., 1999)

Flow Type Pressure drop coefficient Flow rate Comments
Relative roughness, 96 . Overestimates the flow volumes
kD, =0033 Laminar A= E q =1_“—) e Widely used in numerical models
v
Poiseulle
(Paralle] flow) N
ol 035 A
A=0316R, g () e
Turbulent 0079 \y
Blasius
1 i Need to know roughness of each
e Al =a Nl et 58 T int
X T D, q=4Vgllog—J¢* VI Jom!
Nikuradse Results may be better than flow
. rate values computed by cubic law,
Relative roughness, 15 3 if correct roughness 1s used
kD, > 0.033 Laminar ‘\zﬁ{HgS(f}“ ‘ s LD g
R D,/ 2w+ DS .
L ! 12w [L+38ED)-] Yields low magnitude of flow rate
(Nonparallel flow) Louis than cubic law.
i
Turbulent &S o, 19D o -
Vi g 19D, q=4V g(.].og : Je 2 VI
Louis

In the above table (Table 2.2) J is hydraulic ggati Dy’ is hydraulic aperture andv”

IS viscosity.
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Brown (1987) plotted the ratio (f)® for different mechanical apertures where; id
hydraulic aperture and ‘d’ is the average apertline plot is shown in Figure 2.11. He
found out that the cubic law works well for larggrertures, however, for small aperture

widths the flow rate as predicted by the cubic \@as 40-70% higher than the actual

flow rate.
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Figure 2.11 Hydraulic aperturedcompared to the mechanical apertusdat all fractal
dimensions (after Brown, 1987)

Indraratna et al. (1999) also summarized the consmanvarious researchers (Table

2.3) on the application of the cubic law.
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Table 2.3. Application of cubic law in researchgases and in numerical models (after
Indraratna et al., 1999)

Studies Applications Comments

Engelder and Scholz Experimental mvestigation of flow Cubic law 15 found to be valid
(1981) through artificial fractures

Gale and Raven (1980) Radial flud flow through natural Not m agreement

fractures — Experimental
Pyrak-Nolte ef al. (1987) Flow through natural low permeability Cubic law 1s valid for effective

rocks — Experimental stress below 20 MPa
Brown (1987) Effects of surface roughness on flow Cubic law estimates 40—70%
— Numerical larger flow rate
Amade1 and Nlangasekre Transient flow mn smgle jomnt Cubie law was used but modified
(1992) to account for surface roughness
Twai (1976) Fundamental studies of flmd flow Cubic law 15 followed
through a single jomnt
ITSCA (1994) Umniversal Distinct Element Code Cubic law 1s used for flow
(UDEC) calculation
Wilcock (1996) NAPSAC fracture network code Cubic law 1s used for How
calculation

Greco (2002) attempted to numerically model thevftbrough cracks using VIMAC
(Vertical Infiltration through a Macroporous Claypdel. The macroporous swelling
soil was divided into three parts: soil matrix,iskage cracks and permanent
macropores (Figure 2.12). The shrinkage cracksgaththeir aperture according to the
moisture content of the soil matrix while the maoies size remained constant with
time. Apart from that, there were internal catchteef water inside dead end
macropores. The flow of water through the soil imétllowed Darcy’s equation.
Infiltration experiments were conducted to calibrdte flow equations used to model
the flow through the cracks and to validate the ehotihe proposed infiltration model

was adequately able to simulate water infiltratimmugh macroporous swelling and
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shrinkage soils. However, due to the complexitthef model, a large number of

parameters had to be estimated or guessed.

Permanent macropores  Soil matrix Shrinkage cracks
Ll llllllllllll/lll
siL iiiiiii i

il 3 lll

Figure 2.12.Schematic representation of the porous media @avidto soil matrix,
permanent macropores and shrinkage cracks in thiAZImodel (after Greco, 2002)

2.7 Flow through a crack network

Flow through a cracked porous media is affecteconbt by a single crack but also the
connectivity of the crack network, as they provideltiple flow paths for the fluid to
flow. Brady and Brown (1993) and Ohnishi et al94®) studied the effect of crack
network on fluid flow. Ohnishi et al., (1996) summzad the work done on this topic by
various researchers. Most of the expressions dktivelescribe flow through a crack

network are too complex even after involving vas@implifying assumptions.

A summary of the work done by researchers on flawugh crack network is presented

in Table 2.4.



Table 2.4. Various hydro-mechanical models fort®i@fter Ohnishi et al., 1996)

Constitutive models

Pelationship

Comments

Walsh and
Grosenbangh (1979)

Gangi (1978)

Swan (1980, 1983)

Tsang and Witherspoon
(1931)

Barton ef al. (1985)

ElEg=(1-2 V(b ! Enfr, | o) |3

E = joint conductivity at o effective
pressuge

E, = aperture at &, effective pressure

b = standard deviation of asperity height
distribution

ko) =k|1— (o' /E )]

k; = permeability at zero applied stress

F =Y A  where Y is Young's modulus
and A 15 contact area at effective
stress o'

m=1n1=n<e

WEME,=(1—a,/E)—(b/EJn{o’ )
E, =hydraunlic conductivity at zero stress
a, = constant and other notations are
same a= Walsh model described
earlier

{&(Au, o' )} =
& — An, ey
J (e, — Aw, — Ryn{h)dh / I n{h)dh
B

where, Au, = jomnt deformation
g, = aperture at zero stress
n{h} = asperity height distribution
o', = effective stress

h = asperity height

Hydraulic aperture

e=min |[E_E*/(JRCY|

Fracture permeability k= &%/12

Where JRC = joint roughness coefficient
E = mechanical aperture

* Analytical expression
deduced on the basis of
elastic deformation and

analogy between heat flow
in @ sheet and flnid flow in
a planar joint

* Moderate to weak results
{Gale, 1993)

* Rough surface was replaced
by a nail bed

= Expenimental data show that
it 13 valid for some rocks
only

* Assupming the validity of
parallel plate joint flow, the
conductivity was expressed
m terms of stress and
ronghness

* No clear evidence for the
validity of model

= Joint was simmlated as a
collection of voids, and the
closure of joint s due to the
deformation of voids

+ Model treats both loading
and uvnloading parts of
stress-joint flow curve

= Validity of the model] is
acceptable but not totally
convincing.

+ Modified the cubic law to
account for roughness and
torfuosity

36
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2.8 Suction-moisture content relation of a crack

The relationship between the suction and moistargent is called the retention curve.
The physics underlying the retention curve has lexg@hained in detail in section 3.3.
Much work has been done to characterize the reldgween the soil moisture content
and soil suction (e.g., Brooks and Corey, 1964;@anuchten, 1980; Fredlund and
Rahardjo, 1993). Fractures exhibit capillary presfiecause of their rough walled
surfaces (Firoozabadi and Hauge, 1990; Pruess sawly] 1990; Kueper and

McWhorter, 1991; McDonald et al., 1991; Reitsma Kuneéper, 1994).

Preuss and Tsang (1990) proposed the retentioe ¢éona fracture. Their model was
based on capillary allowability criterion, howevtrey assumed the fracture behaves
like a parallel plate locally and they disregartieel hysteresis phenomenon of the water
retention curve. Reitsma and Kueper (1994) devel@pboratory technique to study
the hysteresis in the water retention curve of howglled fracture. They compared the
Brooks and Corey (1964) retention curve and theGanuchten model (1980) with their
experimental data and found that the Brooks an@mnodel fits the data better. Figure
2.13 gives the comparison between the two modeddsasrved by Reitsma and Kueper

(1994).
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14
ﬂ — Brooks-Corey Fit
12 "= van Genuchten Fit
§‘ :; o o drainage curve data
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Figure 2.13.. Brooks-Corey and van Genuchten fits to the tapilpressure curve for
laboratory data. Pressure expressed in equivaéghthof water.

It can be noted that more research needs to betdateelop a reliable and practical

water retention behavior model for cracks.

2.9 Conclusion

In this section a thorough literature review akitvet morphology, geometry and flow
properties of the crack network was done with &gpemphasis on desiccation cracks.
For the current research, there was a speciaksttér modeling the flow of water
through desiccation cracks in unsaturated soilthémext section, all the theory and
formulations required to understand flow througkatnrated porous media have been
described. A joint model has also been presenteubidel the effect of cracks on flow in

soils.



39

3. MODELING UNSATURATED FLOW IN POROUS MEDIA

3.1 Overview of the section

The section contains theoretical background pearngito flow in porous media. A
special emphasis has been given to unsaturatedafiomall the governing phenomena
and equations associated with the unsaturatedHbowe been described in detail.

Finally, the joint model to simulate fluid flow thmgh cracks has been presented.

3.2 Porous media
Porous media (Bear, 1972) is a portion of spacamed by heterogeneous or
multiphase matter in which at least one of the ph@a®mprising the matter is not a
solid. The solid phase is called the solid matn® ¢he space within the porous medium
that is not a part of the solid matrix is referteds void space (pore space). Some of the
basic characteristics of a porous media are:

* The solid phase should be distributed throughoaiptbrous medium within the

domain occupied by the porous medium.
* The various openings comprising the void space |shwmei relatively narrow.
» At least some of the pores comprising the void spaast be interconnected,

referred to as the effective pore space.

In order to describe the motion of fluid in a pasauedia there can be two approaches:

microscopic approach and macroscopic approachnAlasge number of molecules in a
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fluid particle and the equations involved to ddseihe motion of these molecules,
forces to abandon the microscopic approach to tbesftuid motion at molecular level
(microscopic approach). Instead of adopting theemdhr viewpoint, a different
approach which is statistical in nature is adoptedescribe the motion of a system
composed of many molecules. By statistical apprataisimplied that the results of an
analysis or an experiment are presented only tisstal form. This means the average
value of successive measurements can be detertmined predict the outcome of a
single measurement with certainty is not possiben the purpose of abandoning the
molecular level treatment is the description of phenomena as a fluid continuum, the

statistical approach is referred to as the macme@pproach.

The concept of particle is essential for treatnodriluids as continua. A particle is an
ensemble of many molecules contained in a smalime| the size of which is much
larger than the mean free path of a single particEhould, however, be sufficiently
small as compared to the considered fluid domaihhily averaging fluid and flow
properties over the molecules included in it, valtedevant to the description of bulk
fluid properties will be obtained. So the basica@gpt of a continuum is the particle, or
the physical point, or the representative volumeravhich an average is performed. The
representative elementary volume (REV) is the ssailolume over which a
measurement can be made that will yield a valueesgmtative of the whole. The
concept of REV is explained in Figure 3.1. The $walumes V1 and V2 randomly

selected do not characterize the entire volumaesite, thus they are not
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representative. Beginning with V3 the porosity bwes relatively constant and thus

representative.

. 008
‘:j"‘\ 3 r'-'““;‘l;
N |

Porosity n (%)

Vi V2 va
Volumea

Figure 3.1.Definition of porosity and representative elemepntslume.

3.3 Flow in porous media

A saturated porous media is one in which all thels¥of a porous media (e.g. soil) are
occupied by a single fluid (generally water). THigsv through a saturated porous media
or simply saturated flow is essentially a two phpssblem (solid and liquid). However,
as the liquid recedes giving way to gas (genemllyinto the void space, the porous
media becomes unsaturated. So, unsaturated flawhiee phase problem (solid, liquid
and gas). Figure 3.2 shows the development ofturegad soil by withdrawal of water

from the void space.
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Soil particles

Figure 3.2.Development of unsaturated soil by withdrawal atev at different stages
(1-5)

If the hydraulic head gradient in a specific flpldase is the driving potential in that
phase, then such a flow is called an advective {lmwlux). This is equally true for
saturated and unsaturated porous media. The maatiens associated with the

saturated and unsaturated flow are presented ifollogv/ing sections.

3.3.1 Flow under saturated conditions

Saturated flow in porous media is a two phase prabllTo describe flow in saturated
medium, in general, the continuity equation, thedya law and liquid density are
sufficient. Continuity equation is basically a masdéance equation. Darcy's law is an
equation that describes the flow of a fluid throagbaturated porous medium. It is based
on conservation of momentum. It relates the digph&elocity to the hydraulic gradient
through a coefficient called Darcy’s permeabilitysonply permeability. The basic
assumptions of Darcy’s law are:

¢ Fluid flow is laminar
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* Soil is saturated
* Rigid soil skeleton (no pore-structure changes)
» Soil is homogenous

» Soil is isotropic

Under the last two assumptions the Darcy’s pernlidals a scalar. However, Darcy’s

law can be generalized for situations where abowelitions cannot be assumed.

The experimentally derived Darcy’s law (for homoges incompressible fluids) was
limited to one-dimensional flow and has the form:

g=-Ki (3.1)
where, ‘q’ is the discharge velocity (one-dimensipn'i' is the hydraulic gradient, and

‘K’ is the Darcy’s permeability.

When the flow is three-dimensional the obvious fakgeneralization of Darcy’s law is:
q=-KOh (3.2)
where, g’ is the specific flux vector,Jhis the hydraulic gradient an&”* is the
permeability tensor. When the flow takes placeambgenous, isotropic mediut,
takes the following form:
K = Kl (3.3)

where, ‘K’ is a constant scalar anldis the identity matrix.
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For fluid flow in a non-deformable saturated medjd@ continuity equation can be

written as:

@m p,q)=0 (3.4)

where,'p, " is the fluid density andly' is the porosity of the porous media.

Substitutingg from the Darcy’s law in the continuity equatiomeogets the general

equation of fluid flow in saturated porous media:

6(;40) +0[-p,K Th)=0 (3.5)

For the case of non-deformable mediugn=€onstant) and incompressible fluid
(p, =constant), equation 3.5 reduces to

04K Oh)=0 (3.6)
If the reference system corresponds to the pertiyaiensor principal directions, then:

K

X

K=l 0
0

o O

0
Ky
0

)

So equation (3.6) can now be written as:

i(Kx%j*—i K % +i(Kz@J:O (3.7)
ox ox) ay\ Yoy) oz 0z
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3.3.2 Flow under unsaturated conditions

3.2.2.1 Suction in soil

Unsaturated conditions render the flow problemarops media a three phase problem
(solid, liquid and gas). As the liquid degree diusation of porous media reduces below
unity, gas occupies the porous space along withdiqrhe pressure difference between
the gas pressure and the liquid pressure givesaiserface tension. The phenomenon of
surface tension results from the intermoleculacdsracting on molecules on the liquid
surface. The surface tension causes the liquidseaitio behave like an elastic

membrane. Figure 3.3 shows the phase diagram ohsaturated soil.

Volume Mass
j EEE : ¥
-"F. o A'r_r M,
Vv ‘iﬁ. Water M. M
o
“ 5w
v ids ==
| | Bz |

Figure 3.3.Phase diagram of an unsaturated soil system @@féelund and Rahardjo,
1993)

Soil suction is commonly referred to as the freergy state of soil water (Edlefsen and
Anderson, 1943). The soil suction as quantifieterms of relative humidity is called
total suction. It has two components: matric sucaad osmotic suction. The total,

matric and osmotic suction can be defined as (Astufn 1965):
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“Matric or capillary component of free energy- kmcson terms, it is equivalent suction
derived from the measurement of partial pressutbefvater vapor in equilibrium with
the soil water, relative to the partial pressuréhefwater vapor in equilibrium with a

solution identical in composition with the soil wat

Osmotic (or solute) component of free energy- Ictism terms, it is equivalent suction
derived from the measurement of the partial presetithe water vapor in equilibrium
with a solution identical in composition with theilsvater, relative to the partial

pressure of water vapor in equilibrium with the @urater.

Total suction or free energy of soil water- In soictterms, it is equivalent suction
derived from measurement of the partial pressuseadér vapor in equilibrium with a
solution identical in composition with the soil watrelative to the partial pressure of

water in equilibrium with free pure water.”

The water potentialyy’ can then be defined as the work required to frartsa unit mass

from a reference pool of pure water to the soilevainder consideration, such that:
[l T T (3.8)
where, v, =(Us-Uy): Matric (capillary) potential
v, Osmotic potential

V. =(UxrUam): Gas pressure potential
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v,=p,0z: Gravitational potential

‘U is the gas pressure,ylis the water pressure, o4, is the atmospheric
pressure, ‘g’ is the acceleration due to gravityjs the height above a fixed

datum and p,, ’ is the water density.

Also, S=p,,y.: Matric suction;z =p ,y,: Osmotic sutton
So that total suction, $:

S, =S (3.9)

Osmotic suction component is included as a comgarfahe total suction only when

the flow involves reactive species.

3.3.2.2 Water retention behavior

In an unsaturated soil, the liquid surface is sttej to an air pressurel,’, which is
greater than the water pressutg,’. Thus the water is in tension. The pressure
difference(u, —u,,) is referred to as the matric suction (or capillaressure, ‘g). The

pressure difference causes the liquid surfaceneecaccording to the equation:

2T,
7 CP) (3.10)

(u,-u,)=

S
where, ‘T is the surface tension andsRs the radius of curvature of the contractile

skin.
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The connected soil pores can be considered as andjtwisted capillary tubes
allowing the water to rise. The capillary pressg varies with mean curvature of the
(microscopic) menisci within the pores. As the @alwe varies with saturation the
capillary pressure is also a function of liquid gegof saturation (b The relationship

pP= p(S) must be determined experimentally.

The retention curve gives the relationship betwermatric suction and liquid degree
of saturation. The shape of the retention curveeddg on the pore size distribution and
on pore shapes. The retention curve obtained $angle is different for drying and
wetting because of the hysteresis phenomena. Tineimidéorm pore size distribution in
soil can result in hysteresis in the retention eur¥his geometry of the void space with
bottlenecks causes different degree of saturatidhe soil for the same matric suction.
This phenomenon is called the ink-bottle effecte pPhenomenon is explained in Figure

3.4a.

(@) (b}

Figure 3.4.(a) Ink bottle effect and (b) rain drop effect saug difference in capillarity
during wetting and drying
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In addition, the contact angle may have differaiugs if equilibrium is approached by
advancing trace of a water-air interface on a dbigh at the receding one because of
impurities and variability in the mineral that cooge the surface, roughness of the solid,
gravity and polar nature of the liquid (Bear an@»dnder, 2008). This phenomenon
called the rain drop effect also causes hysteodéglse retention as shown in Figure 3.4b

above. Figure 3.5 shows a typical retention curlelating hysteresis.

0.36

0.30 F —_— Saturated volumetric
< "“"..\ water content = porosity
g 0.26 F \ of s0il, n = 30%

0.20
é 016

010 Drying

—g

0.05 | Watting

=

Dn 5 10 186 20 26 30 35
Matric suction, (u, - u,) (kPa)

Figure 3.5.A typical retention curve (after Fredlund and Rdig 1993)

3.3.2.3 Darcy'’s law for unsaturated flow

Darcy’s law can also be extended for the advedtoxe of water through unsaturated
soil. However, the coefficient of permeability izariable which is predominantly a
function of the liquid degree of saturation or thatric suction of the unsaturated soil.

The Darcy’s permeability can be modified for unsated flow as:
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K, =Kk (3.11)

unsat— [

where, 'K, 1S modified Darcy’s permeability for unsaturated sind 'k, 'is the

unsat

relative permeability (subscript''is to distinguish between the relative permeabdity
liquid, a=Ifrom gasi=g). Underlying the extension of the motion equatd®@ single

fluid to the simultaneous flow of two or more flgics the concept of relative
permeability. It is natural to assume that whewftd one of the fluids at a point is

being considered, since the part of the pore spaite vicinity of that point is occupied
by another fluid, the permeability of the porousdmen would be reduced with respect
to the fluid considered. Relative permeability tak&o account this reduced pore space

of the porous medium for the fluid in question lewen schematically in Figure 3.6.

B
S+

S

Figure 3.6.Reduced pore space for liquid flow due to reduagad degree of
saturation

In particular, in an unsaturated soil, water cawisaalized as flowing only through the
space filled with water. The air filled pores amnfconductive channels to the flow of
water and therefore can be considered as behawmilgisto the solid phase, and the soill

can be treated as saturated soil having a redigp&d Hegree of saturation. Figure 3.7
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shows that as liquid degree of saturation appraathle, approaches 1 and

k., approaches 0 and vice versa as liquid degree wfadiin approaches O.

o o o
N o o)
a

L L L

Relative permability

o
[N
L

0 0.2 0.4 0.6 0.8 1
Liquid degree of saturation

Figure 3.7.Effect of liquid degree of saturation on the nekapermeability of liquid and
gas

In unsaturated conditions water is also presetiieérgas phase as vapor. As explained
below in the next section, vapor transfer in the glaase is due to the gradient of vapor
concentration which can be calculated by Fick’s.|&mnilarly, undissolved air is also
present in the liquid phase. The transfer of athanliquid phase is due to the gradient of

concentration of air in liquid phase, which is agealculated using the Fick's law.
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3.4 Modeling unsaturated flow in porous media

For this thesis the finite element program CODE_BRT was adopted to perform the
numerical simulations. It is a tool designed todiarihermo-hydro-mechanical (THM)
coupled problems in geological media. This codeliees extensively applied and
validated in different simulation involving complerupled geomechanical applications
(e.g. Olivella et al., 1996; Alonso and Alcoveri®98, 2005; Sanchez et al., 2005, 2008,

2010, 2011; Gens, 2009)

3.4.1 Governing equations used to model unsaturated flow
CODE_BRIGHT uses a macroscopic approach develaop#teicontext of the
continuum theory for porous media for the analy€¥svella et al., 1994). It is assumed
that the porous medium is made up of three phaséd:(s), liquid (I) and gas (g). The
liquid phase contains water (w) and dissolvedaim(hereas the gas phase is made up
of dry air and water vapor. The hydraulic comporsiduld be understood in a
generalized way, i.e. including both liquid and gaw. In the present work, a constant
temperature has been maintained for solving thblenes. The mathematics of this
macroscopic approach for solving flow of liquid @ndsothermal conditions is
expressed in terms of the following governing empunest

» Balance equations

» Constitutive equations

» Equilibrium restrictions
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Table 3.1 summarises these equations. Note thataddbhem is associated with one

variable, as proposed in the original work by Qlavet al. (1994). This association is

not unique as each equation is related to sevaralbles. Hence, the variable shown in

Table 3.1 should be understood as the one empiayaebsequent derivations.

Table 3.1. Summary of constitutive equations, badagguations and equilibrium

restrictions for flow problem

Balance equations Variable name Symbol
Water mass balance Liquid pressure I u
Air mass balance Gas pressure g U
Constitutive equations Variable name Symbol
Fick’s law (vapor and air) Vapor and air non-aduxextiux

Darcy’s law (liquid and gas) Liquid and gas advwezfiux di, dg
Retention curve Liquid phase degree of saturation S
Liquid density Liquid density ol

Gas law Gas density Py
Equilibrium restrictions Variable name Symbol
Henry's law Air dissolved mass fraction af
Psychrometric law Vapor mass fraction @)
Constraints Variable name Symbol
o' +af =1 Mass fraction of water in the liquid phasey”

W' +ap=1 Mass fraction of air in the gas phase | «f
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3.4.1.1 Mass balance equations
The mass balance equation accounts for a givenesipea phase, in the flux of the
specie as well as in the source and the sink daépleeie. The compositional approach
has been adopted in CODE_BRIGHT to establish thesrhalance equations and it
consists of balancing the species (water andrastgad of balancing phases (solid,
liquid and gas). The subscripts are used to idetti# phase (‘s’ for solid, ‘I' for liquid
and ‘g’ for gas) and the superscripts indicategecies: ‘w’ for water and ‘a’ for air. In
the case of unsaturated flow, two sets of balagoateons need to be satisfied:

1. Water mass balance

2. Air mass balance

They water mass balance equation can be genergifgsses as:

0 ( mass of water in liqui 0 total advective and no
advective fluxes of water

el =external supply of watt
ot\ and gas phases

and similarly, air mass balance equation is expkss:

9 (mass of air in quuij+D[E total advective and rrn

— . =external supply of a
ot { and gas phases advective fluxes of air

A more formal description of the above equationsised in CODE_BRIGHT is given

below:

Water mass balance equation

a w w w W\ —fW
5 (075 9+0;'S,0) 40 +] 3 )=f (3.12)
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where, 0)"’and ‘0’ are the masses of water per unit volume of licand gas phase
respectively, §;"'and *j 7’ denote the total mass fluxes of water in theitigand gas

phases with respect to a fixed reference systéli,is the external mass supply of

water per unit volume of medium and,‘® the volumetric fraction of pore volume

occupied by thed’ phase ¢=l, g).

Air mass balance equation

0 (4 o g
o (078 9+0]5,0) 40 00"+ )=f (3.13)

where, 07’ and ‘07’ are the masses of air per unit volume of liquid gas phase
respectively, |i'" and ‘j; ' denote the total mass fluxes of air in the ligait gas phases

with respect to a fixed reference system aifd i's the external mass supply of air per
unit volume of medium. Dry air is considered asngle species in spite of the fact that
it is a mixture of gasses. The gaseous phaseusn@sbas a mixture of air and water

vapor. Air is also dissolved in the liquid phase.

3.4.1.2 Constitutive Equations
Constitutive equations relate a state variable wittependent variable, for example in

the Darcy’s law, the state variable, ‘pressureates the dependent variable ‘flux’.
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Advective fluxes are computed using generalizeccipadaw, can expressed as (Gens

and Olivella, 2001):

d,=-K,(ORpg); o=l g (3.14)
where, ‘R’ is the phase pressuré,’ is the permeability tensor of* phase andd’ is
the gravity vector. The permeability tensor is cmtstant but, in turn, it depends on

other variables:

K =kKe o= g (3.15)

Ky
where, L1, is the dynamic viscosity of thephase, ‘k, is the ‘o’ phase relative
permeability andK’ is the intrinsic permeability tensor that dependgore structure.
The intrinsic permeability tensdt,of the soil represents the characteristics opth@us
medium and is independent of the fluid properttes.a purely hydraulic problem (no

mechanical effectk remains constant with time.

The relative permeability for the liquid phase wagculated using the generalized

power law:
k,=AS* (3.16)

where, A is a constant (generally equals 1) amithe power (generally equals 3)

The retention curve relates degree of saturatidghd@suction. The retention curve

followed the van Genuchten Model which has theofeihg form:
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— u,-u, o
S= 1{ 5 j (3.17)

where,
S : Liquid degree of saturation
u,-u,: Suction

A, B, : van Genuchten Model Parame

Non-advective fluxes of species inside the fluidgds are computed using Fick’s law,
which expresses these fluxes in terms of gradigntsass fraction of species through a
hydrodynamic dispersion tensor that includes battecular diffusion and mechanical

dispersion (Olivella et al., 1994; Gens and Olae#001):
i'=D'0c; i=w, a o=l, g (3.18)
where, D, " is the dispersion tensor of the medium aad the mass fraction of ‘i’

species ind’ phase.

The properties of the fluid phase appear in thari@ equations and in the constitutive
laws. In general, they depend on the compositidch@phase and on the state variables

(temperature and pressures). Some of them areludea below:

The function of density for the liquid phase * can be expressed as:

p,=1002.6exp 4.810°(P-0.1)-3.4x10 T (3.19)
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where, ‘T’ is temperature iAC .

The air density is obtained from the law of ideases:

a— M aPa

= Va2 3.20
97 R(273.15+T) (3.20)

where, ‘M, is the molecular mass of air.

The density of the gas phagg,® is obtained adding the partial densities of the t
species:

p,=0"+° (3.21)

Finally, the viscosity of the liquidi,’ and gas phaseyr,’ are, respectively:

1,=2.1x10% exh——o00-2 (3.22)
273.15+T
273.15+1)%
n,=1.48x10“ ex Q (3.23)
14 119
273.15+T

where,u, is in MPalkt.
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3.4.1.3 Equilibrium restrictions

The term ‘equilibrium restrictions’ generally congas the relationships that establish
the link between the state variables with the amhotithe species in the phase, phase
changes or other relationships that have to bélédfin a multiphase porous medium in
equilibrium. It is generally assumed that phasengka are rapid in relation to the
characteristic times typical of the problem undamnsideration in porous media. So, they
can be considered in local equilibrium, giving risea set of equilibrium restrictions that
must be satisfied at all times. For example, th@vaoncentration in the gaseous phase
is governed by the psychometric law and the amotiair dissolved in water is given by

Henry's law.

Psychometric law
The vapor concentration in the gaseous phase isrgett by the psychometric law,

which can be expressed as:

M
0" =(0")°exp| ——— Vw 3.24
o =) p( R(273.15+T¢,j (3.24)

(OR]

where, 9, is the vapor concentration in the gas phag#,)”’ is the vapor

concentration in the gas phase in equilibrium witfquid at flat surface (at the sample
temperature),?’ is the total water potential of water (excludigiavity terms), in this
case it is related to suctiom;(ua-uw) , ‘M is the molecular mass of the water (0.018

kg/mol) and ‘R’ the gas constant (8.314 J/mol/°R)e gas laws relate vapor density and

vapor pressure:
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ew 0_ MWPV(T)
(Or)°=— e XD (3.25)
R(273.15+T)

For pure water the vapor pressure is approximaed a

(3.26)

P :136075exE)— 02397 j
T

273.15+

Henry’s law

Henry's law is adopted to define the amount ofd@solved in water. This law
expresses a linear relationship between the coratemt of air in dissolution and the
partial pressure of air {Pin the gaseous phase:

Ma
|\/IW

a i _ Pa
03=wip == (3.27)

where, ‘M is the molecular mass of the air (0.02895 kg/mai)d ‘H’ is Henry’s

constant (1000 MPa).

3.4.2 Description of the FEM package: CODE_BRIGHT

The numerical solver that integrates all the equapiresented before is

CODE_BRIGHT (Olivella et al., 1996; CODE_BRIGTH U'seGuide, 2011). The
equations are solved in a fully coupled way (mahad) and the Newton-Raphson
method is used to solve the non-linear problemité-ulifferences are adopted to solve
the evolution in time. One main unknown (state atale) is associated to each one of the

mass balance equations. For the problems solveisinlissertation liquid pressure’ B
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associated with the mass balance water and gasupee®' is associated with the mass
balance of air. Dependent variables are calculiated state variables through the
constitutive equations and equilibrium restrictiohsises Newton-Raphson method to
solve partial differential equations. CODE_BRIGH3es GiD (GiD, 2010) system for
preprocessing and post-processing. GiD is an ictieeagraphical user interface that is
used for the definition, preparation and visual@abf all the data related to numerical
simulations. This data includes the definitionlod geometry, materials, conditions,
solution information and other parameters. The Ewgcan also generate a finite
element mesh and write the information for a nuoasimulation program in its

adequate format for CODE_BRIGHT.

3.5 Joint model to simulate flow in cracked soil

Many researchers have worked on the problem ofnanflow of a viscous
incompressible fluid through fractures. Boussin@s$68), Snow (1965), Louis (1969),
Bear (1972), and Witherspoon (1980) are only adétihe many researchers who have
derived the basic equations describing flow throadtacture. For laminar flow, if one
adopts the analogy of planar plane plates to repteke fracture surfaces, the saturated
flow law for a crack can be derived. In the preseotk the formulation for the laminar
flow through crack was used. The derivation of flinough crack has been given,
similar to the one presented by Li Jinhui, 200%én Phd dissertation.

For saturated laminar flow through a crack withrayre, ‘b’ and a pressure difference of

APbetween A and B (Figure 3.8)
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Figure 3.8.Laminar flow through a parallel crack

AP=v, (h,-hg) [%}

where, A and Iy are the total hydraulic heads at point A and Peesvely.

Force difference between A and B for a crack of ariension is,

AF = APx2z I

The shear stress,on the sides is,

- [y
Mdz n’

where, nis the dynamic viscosity and v is the velocity.

From force balance,

2Lt =AF

2Lt =y, (hA -hB)XZZ



dv
'ZLHE = 'YW (hA 'hB)XZZ
dv= w Jzdz [m}
u S

where, J is the hydraulic gradierdts

On integration,

JZ' Y—Wszz: jydv
2 M 0

Y_WJ[b_Z_zz}: v [r_n}
u | 2 S

Now, rate of flow ‘Q’ is
+h/2 3
Q= I vdA [ﬂ}
—b/2 S

where A is the area of cross-section

On substitution,

+b/2 2
0= Iv_WJ[b__zz} &z
—wzzu 2

Y
=_'w Jp
Q 12u

(hA 'hB)
L
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For, a two-dimensional flow cross-sectional ardagguals the aperture width, ‘b’. So
that:

—| Yw 2
Q'(ﬂubjl\

Upon comparison with the Darcy’s law it can be shdiat the permeability of a
fracture, 'K is:

(b)*pg

K, =
12u

(3.28)

According to Witherspoon et al. (1980), the culai kcan be applied with good degree
of reliability irrespective of the shape of theaktqU or V). In order to account for the
roughness of the cracks a factor ‘f’ is multipliethe above equation. It was found my
many comparative studies done by Indraratna €1899) that cubic law overestimates
the permeability of crack in soil by 40%-70%. Ier to account for this bias the
permeability so obtained from the cubic law wasdid by a factor of 2 for modelling

the cracks in an embankment, presented later troset and section 5.

3.6 Instructions to use input/output files of CODEBRIGHT

CODE_BRIGHT was used to model the cracks. It retda from two files:

ROOT GEN.DAT andROOT GRI.DAT. These files are identified by tROOT
argument (previously read in a file callBROOTDAT). The name of these two files is

composed by the extension .DAT which indicates these files contain input data, a
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suffix _GEN or _GRI that follows thROOT, indicates a file with general information
and a file with grid information respectively, wigOOT being the name assigned by
the userROOT_GEN.DAT file contains all the general informatiabout the problem,
i.e. information not related to the geometry of pheblem. It contains information about
the material properties, the constitutive laws udedindary conditions, solver type, etc.
ROOT GRI.DAT on the other hand contains all the infotioraabout the geometry of
the problem, such as, the location of the nodes; tonnectivity and types of elements
used. To numerically model the hydraulic effectiaEcks in the porous media, there is a
provision of using joint elements in CODE_BRIGH®Iint elements are linear elements
that can be assigned to the finite element medtowitintroducing any new nodes.
These elements have to be assigned material piegpeke intrinsic permeability, etc
and follow constitutive equations like the van Gamen model. To impose the cracks
on the finite element mesh, joint elements are dddéheROOT GRI.DAT file and

their aperture is specified there as well. Thanstc permeability of the crack is
calculated according to the Cubic law and thisrimfation is passed to the

ROOT GEN.DAT file. In order to check the influence bgtjoint elements for a flow

model response, a synthetic case was set up asséstin section 3.7.

3.7 Application of the joint model
A model was developed in CODE_BRIGHT to check #sponse of the joint elements.
A very simple square geometry bk1 n? was constructed. Figure 3.9a shows the

geometry of the model with three cracks. Meshinthefmodel was done using 4-node
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quadrilateral elements. A structured mesh typeeamagloyed using 441 nodes and 400
quadrilateral elements. The mesh is shown in Fi§u#b. Additional joint elements
were introduced directly in tHROOT_GRI.DAT file to model the cracks as required to

simulate the effect of the cracks.

0.1 MPa 0.2 MPa

a) b)

Figure 3.9.(a) Geometry of the model with three cracks (mjtEielement mesh

Using this model a comparative study was done gesasthe nature of the joint element
by measuring the flow at the left side boundarytfar three cases:
1. Without any cracks.
2. With a single crack running through the middlels geometry from left to
right.
3. With three cracks running through the three questdf the geometry from left

to right.
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3.7.1 Initial conditions, boundary conditions and material properties.

Initially the soil mass was at a liquid pressur®df MPa (saturated), gas pressure zero
and a temperature 20 ° C. A liquid pressure of 0.2 MPa was imposed on #fie |
boundary and a liquid pressure of 0.1 MPa was irgh@s the right, so that the flow is
from left to right. The top and the bottom boundanvere impervious. The soil

properties are summarized below in Table 3.2.

Table 3.2. Summary of the soil properties/modeapeaters used in the model
Material | Property/Model Value

Porosity, @ 0.3

Intrinsic Permeability 1.0x10" nf
Soil

van Genuchten Model | P,=50 kPaj=0.3

Power Law A=1; =3

As only the effect of the width of the joint elemi@md the effect of its presence on the
neighboring nodes was sought from this model, iknisic permeability of the cracks
was kept constant hi0x10"" nf. All the other material properties were same facks

(joint elements) and the soil. Analysis was doneticee different widths (0.01 m, 0.05

m and 0.1 m).
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3.7.2 Results of the analysis
The analysis showed that the joint elements ddvawé any bearing on the adjacent
nodes as far as flow is concerned. The effect@fitidth of the joint elements on the

total flow at the left boundary is presented below:

Figure 3.10 shows the total flow at the left bourydz the geometry with a single crack
against time. When the total flow for three widttes divided by the width of the
aperture, a constant value was observed. TablguBiBnarizes the above mentioned

observations.

50 ! ! | | | | | | |
—— Width=0.01 m | | | | | :
45| Width=0.05m |~ AR S o o T “
a0l Width=0.10 m L o o L L pa -
— No crack | | | | | | |
o) B - R ] ]
= A R R R A D |
= | | | | | | | | |
© 30 e A T A A A 7
2 | | | | | | | | |
= 25[- - T i Hn s i S T M '~
; | | | | | | | | !
(@] | | | | | | | | |
= 20~ feeoe- teooe- TR SRR S beeoo- Lo R -
S | | | | | | : | |
@] R F Y o [ [ [ F Y I [
= 19 : : : | | | : : |
100
R e R S
0 50 100 150 200 250 300 350 400 450

Figure 3.10.Total flow v/s time at the right boundary for siegrack
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Q=KiA (3.29)

where, Q is flux and A is cross-sectional area.

For identical soil properties and head,

Q

— =constan
A

So for the two dimensional joint model, where thess-section of the cracks equals, ‘b’

Q_

B = constantmust be true

Column 3 of Table 3.3 demonstrates the above mesdi@xpression

Table 3.3. Summary of the flow at the boundary witigle crack

Crack width | Total flow (kg of water) | Flow/aperture (kg/m)
No crack 0.46422 --

0.01m 4.6911 464.709

0.05m 2.3270x16 464.520

0.1m 4.6494x16 464.500
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Similar analysis was done for a case with threeks:aAgain, when the total flow for
three widths was divided by the width of the apexta constant value was observed.

Table 3.4 summarizes the above mentioned obsengatio

Table 3.4. Summary of the flow at the boundary wrigble cracks

Crack width | Total flow (kg of water) | Flow/aperture (kg/m)
No crack 0.46422 --

0.01m 1.3981x10 1.3981x10

0.05m 6.9718x16 1.3943x10

0.1m 1.3939x10 1.3939x10

Figure 3.11 shows that under identical conditiod same crack aperture (0.01 m), the
flow was thrice for the case with three cracks@sgared to the case with a single

crack.
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Figure 3.11.Comparison of total flow for no, single and triglecks under identical
conditions

Hence, from the results summarized in Table 3.3Tafe 3.4, it can be inferred that
the flow is directly proportional to the aperturfetize joint element if the permeability
assigned to the joint element is very high comp#oetie soil. If ‘W’ is the width of the
joint element and ‘Q’ is the total flow, then th@léwing proportionality can be
expressed between the two:

QO W
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3.8 Conclusions

In this section all the concept pertaining to tleevfin porous media were described. The
set of equations used by CODE_BRIGHT to solve flmablems in unsaturated soils
were also discussed. Along with that the use aitjelements to simulate the effect of
cracks in soil was also discussed. However, iery vmportant to validate the joint
model presented in this section. The validatiothefjoint model has been discussed in
the next section, where data from a small scaleagkrbent was used and compared

with the predictions of the joint model.
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4. DESICCATION CRACKS IN LEVEES

4.1 Overview of the section

This section starts with a note on the importarfdéood protection followed by the
various mechanisms by which they might fail. A sdaémbankment experiment has
been discussed in the following sub-section. Sulisatty, a finite element model
developed to capture the data acquired by the sensa scaled embankment has been
described followed by a comparison between theigieai and the actual values of the

relevant state variables.

4.2 Importance of levees

Flood embankments or levees are essentially loel idams of short retention period.
The main purpose of a levee is to prevent floodirieey are used to confine rivers and
lakes and even seas from the adjoining inhabitedsalLevees have also been used to

confine natural or man-made landfills filled witbrdaminated substances.

There has been an increased interest in the peafaenof flood embankment in recent
years due to two main factors: (i) inclement weatiaising huge damages to levees and
(i1) global climatic shift predictions. In recenegrs, especially in the aftermath of the
flooding from Hurricanes: Katrina, Rita, Gustav dke which caused huge loss of life
and property has accentuated the important rolleol embankments in providing

public safety during storm events. Flooding dutting summers of 2007 caused an
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estimated loss df 3.1 billion in the UK (Defra, 2008). As a direarsequence of this
event, in the following year, the investment in @ging the risks of coastal and river

flooding was increased 2.1 billion for a period of three years.

The rise of sea levels as a result of global wagnhias triggered an alarm particularly in
the South-East Asian countries like Indonesia,a&tsuch an eventuality will lead to
greater pressure on the coastal defense of thesgries. Moreover, in parts of the
world such as northern and central Europe therdobas an increase in the magnitude
and frequency of precipitation Christensen et200{) that will put an increased
pressure on the fluvial embankments. Therefotis,ihperative for these countries to
upgrade their flood protection embankments in otdgarevent the loss of life and
property from more intense flooding events. To ¢euthese challenges, it is of utmost
importance that more research be done to bettesrataohd the different modes of

failures of a flood embankment system.

4.3 Hydraulic behavior of a flood embankment

For most of the time, embankments are subjectéalrtdnydraulic heads or even no
hydraulic heads and remain largely unsaturated.dv¥ew this situation changes within a
matter of days due to rapid rise of water leveirystorms or heavy precipitation. This

results in building up of internal pore water preges under high hydraulic gradients.
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While designing the height of the embankment issaered the single most important
design parameter. However, experience has showthihanost flood embankments do
not fail by overtopping but by structural weaknesdgogardi et al. (1971) have
identified four common modes of failure. These are:

1.) Overtopping: The elevation of wave exceeds thahefevee.

2.) Structural failure of a levee by water saturatiotoss of stability: The flood
wave causes increased saturation of the leveeraimti@ased pressure
gradient through the levee. Decease in soil streisghssociated with
increased saturation, which with increase in tlesgure gradient causes
failure through slumping.

3.) Boils and hydraulic solil failures: The height oétfiood wave and its
resulting pressure is transmitted through the fatind soil under the levee
and can cause soil failure through rupturing. Tingueng failure usually leads
to a large inflow of water into the protected aaea the undermining of the
levee foundation.

4.) Wave action: High flood levels give rise to wavéi@t which scours the top
of the levee. Such scouring reduces levee streargiitauses premature

failure.

Cooling and Marsland (1953) observed that a seefadlgee of a different kind might
also occur in levees made of highly shrinkable layhe surface of such levees is often

found highly fissured due to desiccation crackimging to removal of moisture by
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vegetation and atmospheric drying. These crackergy appear during the dry
seasons, when the water levels are low and therdmient is mostly unsaturated. But
in the event of flooding, large amount of water daw through the cracks in this highly
fissured zone. This can cause sufficient downdeaglting in the mechanical failure of
the levee or can provide a preferential pathwaydter to reach the other side of the

embankment.

4.4 Scaled Embankment Experiment

4.4.1 I ntroduction

An experiment was conducted at University of Stbte, Glasgow to understand the
hydraulic behavior of a fill used to build a flopdotection embankment in Glaston,

Scotland. Figure 4.1 shows the actual embankmeataston.

Figure 4.1.A flood protecion embankment in Glaston, Scotland
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To better understand the behaviour of the fill matend the embankment, a physical
model of the embankment was constructed in theréabry in a chamber, allowing full
control of the environmental conditions. Tensiometnd ThetaProbes were placed at
strategic points in the “as-constructed” scaled amkiment. By “as-constructed” it is
implied that care was taken to construct the scatedankment just like the actual
embankment. The embankment was then subjectechtmted drying and wetting
cycles and the evolution of main variables of thebfem (suction and water content)
were monitored for a period of 20 days. In the sewf the experiment, the scaled
embankment developed desiccation cracks. The ddexied by some of the probes
could only be explained by preferential path that¢racks would have provided to the
water flow. Therefore, the experiment was ideaMalrdating the numerical model

developed to simulate effect of cracks in soiluiegg for this thesis.

4.4.2 Soil characterization

The soil used in the experiment is called GlasttayBoth wet/dry sieve analysis and
hydrometer analysis were performed in accordantleet®ritish Standards (BS 1377-
2:1990 and BS 1377-1:1990). The gradation curvéhifemparticle size analysis done is

shown in Figure 4.2.
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Figure 4.2.Gradation curve for the fill material (after Zietki, Sanchez, et al., 2010)

Tests were also performed to find the index propexf the soil. Table 4.1 summarises

the results of these test. The soil was class#gedlay of intermediate plasticity (BS

5930:1990).

Table 4.1 Summary of the properties of the sotkefaZielinski, Sanchez, et al., 2010)

Soil property Value
Natural moisture conteMC: % 17.99
Shrinkage limitSL: % 109
Liquid limit LL: % 36"
Plastic limitPL: % 169




Table 4.1 continued

Soil property Value
Plasticity indexp: % 19%
Optimum moisture conte@MC: % 11.5
Maximum dry densityq: Mg/m® 1.95
Particle density (<2 mmys Mg/m® 2.66")
Particle density (>2 mmys. Mg/m® 2.779
On-site undrained shear strengghkN/m? 138"
Estimated suction of the natural soil: kPa 100

(*) Average from 3 independent tests

(**) Average from 4 independent tests

4.4.3 Embankment preparation

The scaled embankment was built in order to achilee@ctual embankment from

79

where the fill was taken. The scaled embankmentbuésin ten 0.1 m thickness layers.

This ensured that a high degree of homogeneitghgaed along with the required

density of the fill. Before construction, the swe#s placed in 0.12m high shuttering and

then broken down to smaller lumps. Figure 4.3akigdre 4.3b show the plan view and

cross-section of the embankment, respectively.
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Figure 4.3 (a) Plan view (b) Cross-section A-A of the embaekt (all dimensions in
cm)

4.4.4 Description of the experiment

The physical model of the embankment was covereahianvironment chamber to fully
control the environmental conditions. It was buiith an aim to assess the influence of
environmental conditions (rain, intense drying 8odding) inside the chamber on the
soil variables (water content, suction and tempeedtand to further see how changes in
these parameters affect the embankment (suchraation of desiccation cracks, etc.).
There were arrangements inside the chamber to afentdin (through sprinklers),

impose drying (through infra-red heaters) and adrilre temperature of the chamber
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(through fans and thermostats). The scaled embamtkmgde the environment chamber

is shown in Figure 4.4

Figure 4.4.Picture of the scaled embankment inside the enmient chamber

As for the embankment, four Time Domain ReflectromméTDR) sensors (ThetaProbe)
were inserted inside the soil to measure the waetent of the soil. Eight Soil Water
Tensiometers (TS) were inserted strategically pthgeof 0.2 m, 0.4 m, 0.6 m and 0.8 m
to measure the matric suction. Apart from that, am@ays of resistivity sensors were
inserted vertically and horizontally into the emkian@nt to monitor the changes in the

resistivity of the soil. The position of the sers@ shown in Figure 4.5.
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Figure 4.5.Plan view of the positions of tensiometers (TS) @hetaProbes (TDR)

The experiment was conducted for a period of twelatys. Data collection was started
when the suction and the moisture content was Z4akida1.5% respectively. Three
drying cycles of about one week each were sepalgtégo wetting cycles of half an
hour. The precipitation rate during wetting cyoless maintained at a rate of 55mm/h.
Figure 4.6 shows the evolution of air temperataside the chamber with time. The
bold line indicated the average air temperaturglenthe chamber. Figure 4.7 shows the
evolution of relative humidity inside the chambethatime. In Figure 4.7, the dotted
lines indicate wetting spell and the bold line oade the average value of relative

humidity during that drying cycle.
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Figure 4.7.Relative humidity inside the chamber
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4.4.5 Experiment results

The retention curve of the soil was found usingéhdifferent techniques, viz. contact
filter paper, high-range psychrometer and mercoitysion porosimetry (MPI). The

retention curve so obtained is shown in Figure 4.8.
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Figure 4.8.Plot between suction and liquid degree of satomati

Pictures of the embankment were taken each dayg eaimeras from three different
angles. Based on these pictures, evolution ofupersicial pattern of cracks with time
could be seen. Figure 4.9 (a) shows a pictureeéthbankment at day 7. The

superficial cracks can be seen in the figure.
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Figure 4.9 (a) Picture of the outward face of thdbankment at day 7, (b) Electrical
resistivity map of the embankment at day 7

Electrical resistivity maps gathered from the gty arrays were used to study
dielectric properties of the embankment. This i toelped to ascertain the depth of the

cracks, as cracks are filled with air which is @poonductor of electricity.
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For the purpose of modeling, the suction data ctdtbat 0.2 m, 0.6 m and 0.8 m depth

form crest was used. Figure 4.10 show the evolufsuction at different depths with

time as captured by the tensiometers.
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Sensor (80 cm)
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Figure 4.10.Plot of the data from the suction sensor

4.5 Numerical modeling of the scaled embankment

4.5.1 Model description

A 2-D numerical model was developed to simulateetkigeriment mentioned in section
4.4. For the purpose of preprocessing, i.e., dgveént of the geometry, initial
condition, final conditions and meshing, a pre podt processing software GiD was
used. The model geometry was in accordance witdithensions of the model shown
in Figure 4.3a and Figure 4.3b. The meshing ohtbeel was done using 4-node

guadrilateral elements. A structured mesh typeemagloyed, with 1436 nodes and
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1366 quadrilateral elements. The concentratiorieshents was high near the boundary
because of the high hydraulic gradient. Elemententration was high near the sensor
as well, in order to get more accurate resultsethiéigure 4.11 shows the mesh
generated for the model. 126 joint elements weeel ustroduced into the finite element
mesh to simulate the effect of desiccation cratke meshing information was then

passed to the FEM package-CODE_BRIGHT.

Figure 4.11.Mesh generated to model the scaled embankment

4.5.2 Initial and boundary conditions

A constant temperature @0 ° C for the air in the chamber ai® ° Cfor the
embankment was maintained. A gas pressure of 04 WH also maintained. Apart
from that, an initial liquid pressure of 96.0 kPasnmposed on the soil embankment.

This corresponded to an initial suction of 4 kPd arwater content of 21.8 %.

The boundary conditions were imposed in the ligtihe relative humidity and
temperature data (as shown in Figure 4.7 and Fig@)egathered by the sensors inside
the chamber. An average relative humidity of 6(6%% and 65 % was used for the

three drying cycles, respectively. Based on thia,dauctions of 70 MPa, 60 MPa and 80
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MPa, respectively was calculated for the threerdryiycles at 26C, using the

psychometric law.

According to Rodriguez, Sanchez et al., (2007) toa flux of water vapor in gas

phase,j, atthe boundary can be prescribed as the differbetween the vapor mass
fraction in air (eg)*, and the vapor mass fraction in the gas phadeedilt material,
(65), so that:

jo=B,[ (0%)-(0%)]
where, B, is the leakage coefficient to allow boundary ctindiof the Cauchy type

(Wilson et al., 1994).

The quotient (6*)/(6%)° represents the relative humidity and can be caledlusing
g g

the psychometric law (equation 3.24).

Thus, the above mentioned formulation was usethfmse the boundary conditions on
the embankment during the drying cycles. For thewetting cycles, in order to
simulate the raining conditions, a relative hunyiait 100 % was imposed on the

boundary by setting.:PP;=0.1 Mpa (i.e., suction =0)

Table 4.2 summarizes the value of the differenapeters used at different drying

cycles.



Table 4.2 Summary of the boundary conditions dudngng cycle

Condition Relative Humidity | Suction Vapor mass
(%) (MPa) fraction (kg/m?)

1 Drying cycle 60 70 0.0103

1% Wetting cycle 100 0 --

2" Drying cycle 55 60 0.0111

2"%Wetting cycle | 100 0 --

3 Drying cycle 65 80 0.0096
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The value of the leakage coefficiefif,used for the simulation was 0.005 m/s. During

the two wetting cycles a liquid pressure of 0.1 M&as imposed at the boundary (so that

the suction is zero) to simulate the raining candg. The bottom of the geometry was

treated as an impermeable boundary.

4.5.3 Soil properties

The soil properties used were in accordance texperiments done to ascertain soil

properties (permeability, retention curve, etcgble 4.3 summarizes the soil property

parameters used for modeling the embankment.

Table 4.3 Summary of the soil properties and mpdehameters used

Material | Property/Model Value
Porosity, @ 0.37
. Intrinsic Permeability 1.0x10' nf
st Power Law A=1;2=3

van Genuchten Model

P, =75kPa)=0.13
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4.5.4 Imposing the crack geometry

From the pictures of the embankment taken eachtdaygvolution of the superficial
pattern of cracks with time could be seen. Thesgestion of the embankment going
right across the sensor TS1 was selected for han@merical analysis. These images of
the cracks were used to find the location of tleekion the embankment. A total of nine
cracks were present in the above mentioned crassseOne of the cracks ran right

through sensor at 0.2 m.

Apart from location of the cracks, an estimate wasle regarding the average aperture
of the cracks from the photographs taken. It wasidothat the average aperture of the

cracks was about 12 mm.

From the images of the embankment taken each thagsirealized that the cracks did
not start opening up until thd'4lay of the experiment. So till th& 8lay the material

properties of the soil and the joint elements efdhack were assigned the same values.

4.5.5 Modeling the cracks

The cracks were modeled using the joint elemeng.jdimt element needs to be assigned
material properties just as soil. The intrinsicrpeability of the cracks was calculated
using equation (3.28) for an aperture width of I.mMlI the other properties of the

cracks were maintained same as that of the soil.
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4.5.6 Comparison of the experimental results with the model

4.5.6.1 Homogenous model

For the sake of comparison, a homogenous casle iiitracks) was run with identical
initial and boundary conditions as well as the sawikproperties. Figure 4.12 shows the
value of suction at 20 cm depth, as captured bgémsor as well as the one predicted by
the model. It can be seen that the model compléaél/to capture the effect of the
wetting cycles. Though, during the three dryinglegdhe slope of the suction curve of
the model matches closely the slope of the suctaia captured by the sensor,
establishing the fact that the soil properties lamdndary conditions imposed matched

the actual conditions very well.
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Figure 4.12.Comparison between the suction values by the hemmgs model and the
tensiometer at 20 cm depth



92

As one go down from the crest of the embankmengrevkhere are no cracks, the model
should predict suction values close to that ofsimesors. Figure 4.13 shows the suction
value at 60 cm depth as captured by the sensoelhaswthe one predicted by the model.
The value of the suction predicted by the modekimed closely the data gathered by the
sensor. Again, this confirms that the boundary @t and the value of soil properties

used matched the actual conditions closely.

Suction (kPa)

Time (s)

Figure 4.13.Comparison between the suction values by the hemmgs model and the
tensiometer at 60 cm depth

Figure 4.14 shows the value of suction at 80 cnitdap captured by the sensor as well
as the one predicted by the model. In this casédheogeneous model did not perform

very well and underpredicted the suction measuyeithd sensors.
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Figure 4.14.Comparison between the suction values by the hemmgs model and the
tensiometer at 80 cm depth

Thus the homogenous model failed to capture théngedue to cracks in the soil. But at
60 cm depth the homogenous model captured theoswddilues at least qualitatively.
For depths far from the cracks (80 cm) the homogsmoeodel underpredicted the

suction values measured by tensiometer.

4.5.6.2 Embankment model with cracks
The crack geometry as observed from the picturestixen imposed on the numerical

model. The results of the analysis are discusskabe

Figure 4.15 shows the comparison between the suctiues from the model and the
sensor at 20 cm depth. It can be seen that thecpoedof suction values by the model

are in close agreement with that of the tensiom@&taough, a slight deviation can be
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seen during the period of@vetting and % drying cycles, where both the wetting and

drying were slightly overpredicted.
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Figure 4.15.Comparison between the suction values by the mattbthe tensiometer at
20 cm depth

Figure 4.16 shows the comparison between the suctiues from the model and the
sensor at 60 cm depth. There was a peculiar oldgarvacorded by the sensor, when at
the time of wetting, the tensiometer recorded aneiase in the suction. It can be seen
that the prediction of suction values by the madelin very close agreement with that
of the tensiometer, except for the higher suctialues (meaning drying) during the

wetting cycles as recorded by the sensor.
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Figure 4.16.Comparison between the suction values by the nattbthe tensiometer at
60 cm depth

Figure 4.17 shows the comparison between the suctilues from the model and the
sensor at 80 cm depth. Slight deviation is obsebetdleen the model predicted suction

values and the suction from the tensiometer. Bietpodel predicts the evolution of

suction with time very closely.
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Figure 4.17.Comparison between the suction values by the nattbthe tensiometer at
80 cm depth

Thus the joint model was able to capture the sna®recorded by the sensors

gualitatively as well as quantitatively.

4.6 Conclusions

Thus it is clear from section 4.5 that it is verffidult to model flow through an
unsaturated embankment with desiccation cracksowittaking into account cracks. So,
to model the flow of water in an embankment withaks a homogenous soil model
cannot be used. Some technigue must be used totakaccount the effect of cracks.
From the results presented above, it can be saidththe introduction of the joint
elements implemented in CODE_BRIGHT for the analyisiwas possible to predict
very well the flow of water through cracks in arsaturated embankment. However, as

explained in section 2, the phenomenon of desimeatiacking is random. A thorough
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probabilistic analysis was much needed to bettderstand the effect of desiccation
cracks in unsaturated embankment. In the nexteatrandom field model was
developed for the crack geometry. A Monte-Carldysia was done to probabilistically
assess the effect of crack geometry on flow of widw®ugh a full scale unsaturated

embankment.
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5. MODELING A FULL SCALE EMBANKMENT WITH DESICCATIO N

CRACKS

5.1 Overview of the section

In this section a synthetic earth embankment vatidom crack geometry was analyzed
numerically. The description of the problem andfthi#e element model are discussed
in section 5.2 and section 5.3. A random model @esloped to capture the variability
in the geometry of the crack network. The randondehdas been discussed in section
5.4. Finally, the results obtained from Monte Cailmulations have been presented and

discussed in section 5.5.

5.2 Problem description

The purpose of this analysis is to study the efdéthe desiccation cracks (randomly
distributed) on the hydraulic behavior of an earibankment. The embankment is
initially unsaturated and a flooding event is siatatl. The analysis focuses on two main
variables associated with the steady state comditime of saturation (Ts) and flow rate
(Q) of water at the outward slope. The footinghef embankment is 28 m wide, the crest
is 4 m wide and the height of the embankment is Figure 5.1 shows the geometry of

the embankment.
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Figure 5.1.Geometry of the embankment

The embankment is initially unsaturated with wageel at the bottom. Then over a
period of the next 10 days the water level readiseamaximum height of 6.5 m from the
bottom. All this while, the relative humidity oféhatmosphere is assumed just below

100% (i.e., not raining).

5.3 Finite element model

5.3.1 Model description

A finite element model was used for the two-dimenal plain flow numerical analysis
of the problem described in section 5.2. As indase of modeling the scaled
embankment, GiD was used for the purpose of pregsicg (defining the geometry and
meshing). Meshing of the model was done using £ mpdhdrilateral elements. An
unstructured mesh type was employed using 2128snaaid 2000 quadrilateral

elements. Additional joint elements were introduteedodel the cracks as required to
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simulate the effect of the random crack geometigure 5.2 shows the mesh generated

for the finite element analysis of the embankment.

Figure 5.2.Mesh used for the finite element analysis of tmdankment

The mesh is constructed in squares of 20 cm leiibthdepth of 2 m from the surface,
wherever possible. This part of the mesh is whithe cracks can be located and the
elements in this matrix of squares will be actidaas joint elements to simulate the
cracks. The location and geometry of these craassdictated by the probabilistic
model developed to generate the random crack gepniéte advantage of designing
such a mesh was that there was no requiremen¢abeca separate mesh for different
crack geometries. The interval of 20 cm can becgediy using a finer mesh. But, a
finer mesh increases the analysis time withoutsagiyificant improvement in the results
when one is trying to evaluate the effect of theckrgeometry parameters on the slope.

Furthermore, a crack depth greater than 2 m i®selabserved in the field.
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5.3.2.1 Initial Conditions

A two-dimensional model was used to simulate th®/abnentioned problem. A 2-D
analysis implies that the streamlines remain inpllh@e of analysis, which can only
occur if the ends are impervious and the soil prtigeremain constant in the out of

plane direction (Fenton and Griffiths, 1996).

Initially the soil embankment was unsaturated waitlniform suction of 50 MPa. The
psychometric law (equation 3.23) gives the relabetween suction in the soil and
relative humidity in the atmosphere. The soil terapgre was prescribed &9 °C. A
suction value of 50 MPa is equivalent of soil beimgquilibrium with the atmosphere at
a relative humidity of 70 % &0 ° C. An air pressure of zero was maintained

throughout the simulations.

5.3.2.2 Boundary conditions
The boundary conditions were imposed in three stagaulating the transient state of
water level rising up to a maximum height of 6.%nd then maintaining steady state of

the constant water head afterwards. The prescobeditions are described below:

Stage 1 (from 0 to 0.01 day#) suction of 50 MPa was imposed on the open bapnd

ABCDE.
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Stage 2 (from day 0.01 to day 10e liquid pressure on boundary AB was linearly
increased from a suction value of 50 MPa to a fuadlie corresponding to the constant
water level height shown in Figure 5.1. This waselto simulate the gradual rise of
water under flood conditions over a period of 19sd&imultaneously, the suction value
on the boundary BCDE was decreased from 50 MPav&dug of zero. This boundary
condition simulated a relative humidity conditiolhn@ar 100 % (overcast but not

raining).

Stage 3 (from day 10 to day 400@)e boundary conditions achieved in stage 2 were

maintained. In all the above stages the boundaryvA& prescribed as impervious.

5.3.2.3 Soil and crack material properties
The material properties for the soil used in thelelavere assigned to match that of
compacted silty clay. Table 5.1 summarizes themoiperties and the model parameters

used for this analysis.

Table 5.1 Summary of the soil properties/model patars used in the model

Material | Property/Model Value
Porosity, @ 0.3
. Intrinsic Permeability 1.0x10" nf
st van Genuchten Model P, =50 kPaj=0.3
Power Law A=1;A=3
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The material properties of the cracks were the sagrtbat of the soil except that the
intrinsic permeability was calculated using the €ulaw (equation 3.28). It was found
by many comparative studies done by Indraratn& €1299) that cubic law
overestimates the permeability of crack in soidby%-70 %. In order to account for this

bias the intrinsic permeability was divided by atéa of 2.

CODE_BRIGTH was used to numerically generate adigegree of saturation map for
the above problem as shown in Figure 5.1. For tmdgenous case the waterfront is
very regular (as shown in Figure 5.3) and the wadgtights at the bottom of the
outward slope. This is the typical way most of fllsed embankments are analyzed and
no consideration is made to the fact that thesetsires are often subjected to

desiccation cracking. Figure 5.3 shows the evatutibthe waterfront at different times.
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Figure 5.3.(a), (b) and (c) show the liquid degree of sataretor the homogenous case
at subsequent time intervals
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Figure 5.3.continued

However, earth embankments are often made of sdslalclays which are prone to
desiccation cracking. A single crack was introdutethe same embankment keeping all
the other conditions intact. It can be easily fremen from Figure 5.4 that a single crack

caused dramatic changes in the flow pattern of mmatde embankment.
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Figure 5.4 Liquid degree of saturation of flood embankmeithwa single crack

Generally, under actual field conditions, the enipaents are subjected to myriad
cracks that are present all over the surface oéthieankment (Figure 5.5). Cooling and
Marsland (1953), and Dyer et al. (2009) documettiecoresence of desiccation cracks

on earth embankments made of shrinkable clays.

Figure 5.5.Picture depicting cracks on the surface of a fleotbankment (after Cooling
and Marsland, 1953)
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A numerical analysis of the embankment was dorstudy the effect on the seepage
pattern of the embankment when subjected to crasikgy CODE_BRIGHT. Depth,
spacing and aperture of the cracks are the threengders that were identified to model
cracks for the two-dimensional numerical analy$ise orientation of the cracks was
always maintained normal to the surface (whethewopror on sides of the slope) as
observed by Dyer et al. (2009) in the field surtleat they conducted on an
embankment. Sometimes vertical cracks are fouthe tonnected by horizontal cracks
(Cooling and Marsland, 1953; Konrad and Ayad, 19%kshmikantha, 2009 and
Zielinski et al., 2009). These subhorizontal cracks parallel to the surface at about half
the depth of the vertical cracks through which thags. The horizontal cracks can
highly affect the hydraulic properties of the saslthey provide interconnectivity

between the crack network, thereby creating matilgw paths for the fluid to flow.

The crack model was divided into two cases:
Case I: Crack geometry model without subhorizootatks

Case Il Crack geometry model with subhorizontatks

For modeling case I, the horizontal cracks raa single line parallel to the outer
boundary. They were located at half the depth efvirtical cracks and had the same

aperture as the vertical cracks.
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For modeling Case | and Case I, the value of depthe crack was 60 cm, spacing
between the cracks was 60 cm and the aperture ®@8 M. In these cases, as
intuitively expected, the water tended to flow tlgb the preferential paths provided by

the cracks.

For Case | (without subhorizontal cracks), the wetat was regular but the cracks at

the edges got saturated much faster than the horoagease (Figure 5.6).
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Figure 5.6.(a), (b) and (c) show the liquid degree of satarator Case | at subsequent
time intervals
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Figure 5.6.continued

In Case I, the seepage pattern was totally diffieréhe edges got saturated very quickly
and the top of the outward slope got saturatet fitse core of the embankment in this

case got saturated at last (Figure 5.7).
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Figure 5.7.(a), (b) and (c) show the liquid degree of satarator Case Il at subsequent
time intervals
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Figure 5.7.continued

The above cases showed the impact of desiccatamksion the waterfronts in an
unsaturated earth embankment. However, desiccatamking is a highly random
process and depends on parameters such as envir@ahiecenditions and properties of
the soil which are difficult to control during aadter the construction of the
embankment. Therefore, a random model was develapeapture the uncertainty of
the crack geometry which was imposed on the figléenent mesh to see the effect of

desiccation cracks on the seepage of the earthrdanizant.
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5.4 Random model
5.4.1 Background
Monte Carlo method was used to find the effechefrandom geometry of cracks on Ts
and Q of the flood embankment. Monte Carlo mettavdssery useful for modeling
phenomena with significant uncertainty in the irgp#t Monte Carlo analysis involves
deterministic solution of a large number of randpgnerated input parameters usually
referred as “realizations”. For each realizatiognigical conditions (embankment
geometry, boundary conditions, soil properties) ate maintained except for the
random input variable (crack geometry in this cagegse effect is sought on the
system. The uncertainty of the input parameteves@me by solving a large number of
cases deterministically, each corresponding tdfardnt randomly generated input. In
general, the Monte Carlo method involves followstgps:

1) Defining the domain of possible inputs.

2) Generating inputs randomly from the domain usisgecified probability

distribution.
3) Performing deterministic computation using inputs.

4) Aggregating the results of the individual compwatinto final result.

For the present analysis, the inputs and theiribdigtons have been defined in section
5.4.2. The deterministic computation was done uaifigite element model as discussed

in section 5.3. Finally, the results obtained hbbgen presented in section 5.5.
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5.4.2 Probabilistic model

As desiccation cracking is a highly random proeess varies dramatically with

different environmental conditions and for diffetrenils, a random model was
developed to capture the variability in the geosnatrd the location of the desiccation
cracks. Though some researchers Chertkov and REM¥8&), and Horgan and Young
(2000) came up with a probabilistic model for tle®metry of the cracks, these models
were not generic and too specific at times to irm@et. Various researchers have made
an effort to find out the nature and geometry afcks through various field (El Abedine
and Robinson, 1971; Dasog et al., 1988; McKay.etl8B3; Li Jinhui, 2007; Dyer et al.,
2009) and lab methods (Kleppe and Olson, 1985; #Meteal., 1990; Hinsby et al., 1996;

Samouélian, 2003; Nahlawi and Kodikara, 2006; Rayhgaal., 2007).

In order to introduce variability in the geometifytioe cracks, the data reported in the
literature was used to generate the probabilitysiefunctions (PDFs) for the depth,
spacing and aperture of the cracks. The geometityeofracks was kept the same for a
single simulation i.e., the depth, spacing andtapeof all the cracks was the same for a
single simulation. The location of the subhorizérotacks was maintained parallel to the
surface and at half the depth of the vertical csagll the other properties (material and
geometry) of the subhorizontal cracks were maiethisame as that of the vertical

cracks.
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On the basis of the laboratory observations, Nahdand Kodikara (2006) suggested that
crack spacing follows a lognormal distribution.Jinhui (2007) did some field
experiments and also came to the conclusion thak@pacing and aperture follow
lognormal distribution. A lognormal distribution tepresent the crack geometry
parameter seems reasonable as it only takes posdlue. The probability distributions

for the three input variables are discussed below:

5.4.2.1 Depth
Depth of cracks can vary from a few inches to a&pdes 3 feet inside the soil. Figure 5.8

shows the vertical cracks as observed by Dyer. €2@09) in an earth embankment.

Figure 5.8.Picture showing cracks of different depth and aper(after Dyer at al.,
2009)



113

Researchers over the years have recorded theatategdth of the cracks. Abedine and
Robinson (1971) and Dyer et al. (2009) collecteta diar the depth of cracks in soill
under various field conditions. Based on these datgnormal distribution was used to
capture the variability in crack depth. Symbol iZ'used to denote the random variable
associated with the crack depth and ‘z’ to denqgaaréicular realization of Z. The

lognormal PDF for the crack depth takes the folluyviorm:

f @)=t ex _}(Inz—/}j
7 Jenéz 2( &

here
A=4.3354;¢ =0.5793 and zis in ¢

The mode of the above distribution is at 60 cmngshe above PDF, four thousand
random values for crack depth were sampled. Thiefalement mesh (section 5.3) was
divided into squares of 20 cm in the zone whereksavere to be imposed.
Accordingly, the depth of the crack sample wasréisred in multiples of twenty cm,
restricted to a maximum of 2 m. Figure 5.9 shoveseimpirical cumulative distribution

of the crack depth sample and theoretical cumwdatistribution for crack depth.
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Figure 5.9.Empirical and theoretical cumulative distributimn depth (2)

5.4.2.2 Spacing

114

Spacing between the cracks depends on the soégmncbnmental conditions which

keep on changing continuously. Figure 5.10 shows/#riable spacing between the

cracks.
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Figure 5.10.Picture depicting the surface of a cracked sdié{dDyer et al., 2009)

Based on the field data collected by Abedine anblifdmn (1971), and Dasog et al.
(1988), lognormal distribution parameters were fbfor spacing between the cracks.
Symbol ‘S’ is used to denote the random variab#®eaated with the crack spacing and

‘s’ to denote a particular realization of S. Thgrormal PDF for the crack spacing takes

the following form:

(5)= 1 _}(Ins—/l}
S Jongs 2 &

here
A=4.1964;¢ =0.906 and sisinc

The mode of the above distribution is at 60 cmngshe above PDF, four thousand

random values for crack spacing were sampled. Adp@cause of the same reasons as



116

mentioned in section 5.4.2.1, the crack spacingptamas discretized in multiples of
twenty cm, restricted to a maximum of 7 m. FigurElsshows the empirical cumulative
distribution for the sampled crack spacing and ithecal cumulative distribution for

crack spacing.

F(s

s (cm)
Figure 5.11 Empirical and theoretical cumulative distributiimn crack spacing (S)

5.4.2.3 Aperture
Figure 5.8 shows the variability in the aperturéhaf crack. In order to capture the
variability in the aperture of desiccation cracksrababilistic model had to be

developed. Based on the field data collected bydikimeand Robinson (1971), Dasog et
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al. (1988) and Dyer et al. (2009) lognormal disttibn parameters were found for the
aperture of the cracks. Symbol ‘W’ is used to deribe random variable associated with
the crack depth and ‘w’ to denote a particularizagion of W. The lognormal PDF for

the crack aperture takes the following form:

£ (w) :;exp[_}(Mﬂ
" J2réw 2\ &

here,

A=-4.4607;f =0.5973 andwisinr

The mode of the above distribution is at 0.008 sing the above PDF, four thousand
random values for crack aperture were sampled apketure of the crack could be
assigned any value in the finite element programwedver, it was observed in the field
that crack aperture takes value between 0.001 n@&3dm only. Therefore, the domain
of the crack aperture was restricted between 0n@@hd 0.03 m. Figure 5.12 shows the
empirical cumulative distribution of the sampledda aperture and theoretical

cumulative distribution for crack aperture.
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Figure 5.12 Empirical and theoretical cumulative distributifmn crack aperture (A)

A summary for the modal values of the three in@rtables defining the crack geometry

(Z, S and W) is given in Table 5.2

Table 5.2 Summary of the modal values of the cggakmetry variables

Variable

Modal value

Depth of the crack (2)

60 cm

Spacing between the crack (S)

60 cm

Crack aperture (W)

0.008 m
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5.4.2.4 Joint probability distribution

In order to study the combined effect of Z, S andnWgair or all at once, on time to
saturation (Ts) and flow rate (Q), joint probalyildtistributions were defined. In the
absence of any evidence, it was assumed that éalca three random variables (Z, S
and W) are statistically independent. In genergjra probability distribution for two

random variables X and Y is defined as (Ang andgTa007):
fx,Y (X,y) = f>(|Y (le) fY (y) = leX (y|X) fx (X)

where f,, (xly) and,, (y|x) give the conditial distribution of Y given X and X giver

respectively, anél, (x) arfd (y) give the marginatrdisitions for X and Y respéwely.

If X and Y are statistically independent then:
fyw (XIy) = i (x) andf,, (yIx)= 1, (Y)
So that, f,., (x.y) = f, (Xf, (y)

And so for the three random variables, their jpir@bability functions are as follows:

f,s(2:8)= f,(ZJs(9 ifow (@ZWF f,( A( W fsuw (W5 fs( 8)( W a
f,s(z,s,w)=f,(ZJs($f (W

For the purpose of running finite element simulasgicfour thousand random realizations
from each of the marginal distributions were sampléhe joint distributions for crack
depth and crack spacing, crack spacing and craafuap, and crack depth and crack

aperture are shown in Figure 5.13, Figure 5.14yrei%.15 respectively.
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Figure 5.13.Joint empirical distribution for crack spacing aykrture
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Figure 5.14.Joint empirical distribution for crack spacing aykrture
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5.5 Results

CODE_BRIGHT was used to perform the finite elenmhputations. A MATLAE
code (see APPENDIX A) was written to generate tlop@r input files for
CODE_BRIGHT. Details about the input files for CODERIGHT have been discussed
in section 3.6. The MATLAB code basically prepares the geometry input file

ROOT GRI.DAT by adding the joint elements required foe track geometry and
assigning the aperture width to the joint elemeBésed on the aperture width
information the permeability of the cracks changesordingly inROOT GEN.DAT

file. CODE_BRIGHT is called through MATLABand once the simulation is over, the

MATLAB ® code reads the output files to find Ts and Q fahezase. In the course of
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research it was found that the pattern in whichetimdankment saturates for Case | (no
subhorizontal cracks) and Case Il (with subhoriabatacks) was very different. In Case
l, the element at the top right of the geometrg geaturated at last (Figure 5.6), while in
Case Il the element just above the bottom middie g@turated last (Figure 5.7). The
embankment was considered to have reached a stedd\of saturation once the degree
of saturation of the element that gets saturatgtdo@comes constant. So a slightly
different code was used to ascertain Ts for Cas®lICase Il. The results of the

computational model are discussed below:

5.5.1 Comparison between homogenous case, Casel and Casel |

With homogenous case (without cracks) as refereaheewo main variables obtained
from the probabilistic analysis viz., time to stgathte saturation, Ts and flow rate at
the outward slope, Q are used for comparison betWwese | and Case I

From numerical simulation of the homogenous cdsetitne to saturation, Ts was
calculated as 4400 days. Ts for Case | was inahge of 3300 days to 4100 days, which
is comparable to the homogenous case. The cradksotiseem to decrease Ts
significantly for case | as the vertical cracksyofacilitated in the initial and final stages
of wetting the soil. This was more like a skin effand the kinetics of the waterfront
was such that it had to move through the core®&tnbankment for the rest of the
period just like the homogenous case. For Cadesllied between 350 days to 430 days,

which is one order of magnitude lower than the othve cases. The primary reason for
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such a drastic shift is because of the subhoritemaks that took the flow of water to

the other side of the slope in less than a day.

Flow rate, Q shows similar pattern as Ts. Fombimogenous case the flow rate was

1.30x10° kg/s. For Case |, Q lied betweled1x10° kg/s and..48x10° kg/s. Again,
such a small increment from the homogenous casdeemise of the water losing its
head while moving across the core of the embanknie@ase II, Q varies froth28
kg/s to 90 kg/s. Such a huge variation in Q foreClhss caused by the aperture of the

cracks as explained through the corresponding AB{sS pf Q in section 5.5.3.

5.5.2 Convergence of results

For a Monte Carlo simulation, a sufficiently langgmber of realizations have to be
performed so that the calculated value of the nagmhstandard deviation of the output
(Ts and Q) are not influenced by occurrence ofegmaly large or small events. In
general, the analyses showed that the calculated ared standard deviation of the
output converged to stable values after 2000 rat#bas. (Note: In all the plots of the
variable/variables shown below is the one thatragsurandom values. Other variables,
if not mentioned, have been kept constant andgualéo the mode value as given in
Table 5.2). The convergence results for only Teiwalf Case | have been presented in

section 5.5.2.1. Other convergence plots are desstin APPENDIX B.
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5.5.2.1 Timeto saturation, Ts(Casel)

From the cumulative mean plot of Ts (Figure 5.116@,value of Ts corresponding to
mean of the lognormal distribution assumed fontigous random inputs (Z, S and W)
and for their joint distribution can be easily se€s for homogenous case is 4400 days,
therefore it can be seen for the case where only Vdrying (yellow line), that aperture
of the cracks influences Ts the least. This caaxXpained by the fact that aperture of
the crack will only facilitate the flow once the tggront reaches the crack network. As
mentioned in section 5.3, the reason for thatas ¢hacks play a role only at the
boundaries of the embankment, for the rest ofatgse the water has to flow through
the homogenous core of the embankment losing niatst loead. The fact that W does
not influence Ts significantly can be further viertf from Figure 5.17 that shows the
standard deviation of Ts for each case. It is $leatnthe standard deviation is least in the
case when only W is varying. Again from Figure 5itléan be inferred that Z (cyan

line) has the highest influence on Ts and S (fuechse) has an intermediate effect
between Z and W. A similar trend is shown in trendtard deviation plot of Ts (Figure
5.17). The cumulative mean plot for the case whe® Znd W are varying in pairs,
show intermediate effects corresponding to theviddal parameters that are varying.
For example, the values of Ts in the case wheW 8re varying (blue line) is between
the individual cases where S (fuchsia line) andy@lidw line) are varying. The value of
Ts corresponding to the black line representingctise in which all three input variables
(Z, S, W) are varying is basically the average oasp of the flood embankment when

there is no knowledge about the geometry of thekcra
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5.5.3 Cumulative distribution functions of predicted quantities
Monte Carlo simulation when combined with randoeidifinite element analysis leads
to a random form of modeling. Such modeling is abterized by a distribution of
responses rather than a single deterministic rdsuiding the cumulative distribution of
an output is much desirable for design purposgeatechnical problems. For example,
for a flood embankment it might be desirable towrtbe probability of flow rate
exceeding a given threshold. This can be exprassglematically for a random
variable X, as:

P(X< x)=F, (x) (5.1)

where, P(X< x) denotes the probability thiae value of the random variable Xess

than or equal to x and F is the cumulative distrdrufunction.

As there is a range of possible values of a randamable, some central value of this
range are of special interest. The median is ook quantity used to designate the
central value of a random distribution. The medifa random variable X, denoted as
Xm, IS the value at which the CDF is 50% and thugdaand smaller values are equally
probable, i.e.,

F (X,)=0.5 (5.2)

For the present caseptand g, represent the median value of Ts and Q, respégtive
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5.5.3.1 CDF plots Case
Figure 5.18 shows the CDF plots of Ts for cases&Hevaries individually and in
pairs. The CDFs and the median value of time toratibn, tg, is almost same for all he

cases. From this it can be inferred that the Ztlh@snost influence on Ts for Case |.

F(Ts)

4000 4500
Figure 5.18.CDF plots for Ts when Z varies individually andpairs for Case |
Figure 5.19 shows the CDF plots of Ts for cases&Bevaries individually and in

pairs. The median value of time to saturatiof,i$salmost the same for the case when S

alone varies (red line) and S, W (blue line) varyair and equals 3900 days. Also for
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the case when S and Z vary (fuchsia) and, S, AMrigreen) vary in pair fsis close

and equals 3800 days. Hence, it can be conclu@dNidoes not has large effect on Ts.

[ | [ [

o———
2400 2600 2800 3000 3200 3400 3600 3800 4000 4200 4400
Ts (days)

Figure 5.19.CDF plots for Ts when S varies individually andpeirs for Case |

Figure 5.20 shows the CDF plots of Ts for casesr&/k¢é varies individually and in
pairs. The median value of time to saturatiof,issalmost same for the case when W
varies alone (blue line) and W, S (red line) varypairs. Also for the case when W, Z
vary (green line) and S, Z, W (black line) varypar, ts, is close and equals 3800 days.

Hence, it can be concluded that S has a smalltafeds.
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Figure 5.20.CDF plots for Ts when W varies individually andpairs for Case |

Zn&\W vary individually. It can be

Figure 5.21 shows the CDF plots of Ts, where

seen that Z causes the most variation as far &scscerned, followed by S and W

causes the least variation in Ts.
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Ts (days)

Figure 5.22 shows the CDF plots of Q, where Z &anéividually and in pairs. It can be
seen from the figure that all the CDFs are vergeld his implies that Z has the greatest

Figure 5.21.CDF plots for Ts when Z, S and W vary individudiby Case |
effect on Q and variation in S and W contributeyanbarginally to Q.
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Figure 5.22.CDF plots for Q when Z varies individually andgairs for Case |

Figure 5.23 shows the CDF plots of Q for cases eevaries individually and in pairs.
The median value of time to saturatiop,ig almost the same for the case when S alone
varies (blue line) and S, W (red line) vary in paand equals.43x 10° kg/s. Also for the
case when S, Z vary (black line) and S, Z, W (lile) vary in pair g is close and

equald.45x 10°kg/s. Hence, it can be inferred that W has a seftdkt on Q.
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Figure 5.23.CDF plots for Q when S varies individually andomirs for Case |

Figure 5.24 shows the CDF plots for Q when W vanedsvidually and in pairs. A slight
difference in g for W, S and W alone varying can be seen. Likewisere is a small
difference in g for W, Z, S and W, Z varying. This implies thathas slightly more

effect on Q than S.
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Figure 5.24.CDF plots for Q when W varies individually andgairs for Case |

Figure 5.25 shows the CDF plots of Q when Z, S\&hehry individually. As discussed
earlier it can be seen from the figure that Z cauike most variation in Q followed by S

and W.
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5.5.3.2 CDF plots Casell |
Figure 5.26 shows the CDF plots of Ts when Z vands/idually and in pairs. Again as
all the CDF plots are close to each other, it casdid that Z has the most influence on

Ts.
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Figure 5.26.CDF plots for Ts when Z varies individually andpairs for Case Il
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Figure 5.27 and Figure 5.28 suggest that W hakets effect of Ts followed by S.

650

L
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Figure 5.27.CDF plots for Ts when S varies individually ancpaars for Case I
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Figure 5.28.CDF plots for Ts when W varies individually andpairs for Case Il
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Figure 5.29 confirms that Z has the most influeoied's followed by S and W.

650

|
600

Ts (days)
The CDF plots of Q, when W was varied have beetigrseparately because W has a

Figure 5.30 shows the CDF plots of Q when Z an@i§ individually and in pairs. The
order of Q is much higher as compared to Casg foqall the three plots is about 0.41

Figure 5.29.CDF plots for Ts when Z, S and W vary individudiby Case Il

huge effect on Q for Case II.

kg/s.
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Figure 5.30.CDF plots for Q when Z and S vary individually andairs for Case Il

Figure 5.31 shows the CDF plots of Q for when Wasying individually and in pairs.

The fact that all the CDF plots containing W arpesimposed on each other makes it

evident that W has the greatest effect on flow fate€ase Il. The range of Q is very

broad with a maximum value of 90 kg/s.



139

F(Q)

Q (kg/s)

Figure 5.31.CDF plots for Q when W varies individually andpairs for Case Il

5.6 Conclusions

Thus from the probabilistic analysis, it was sdwt tlifferent crack geometry
parameters contribute differently for the two cas#sder the stated conditions and
embankment geometry for the case with only verticatks (Case 1), the depth of the
cracks has the greatest impact on the flow ratdiamto saturation while spacing
between the cracks has intermediate and minimuradéitngn Ts and Q respectively and
aperture of the crack has minimum and intermeditiext on Ts and Q respectively. As
for the case with subhorizontal cracks (Case B)whs one order of magnitude less than

the homogenous while Q was four to five orders afmtudes higher. The depth of the
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crack had maximum and intermediate impact on thanbisQ respectively. Spacing
between the cracks had minimum impact on Ts asasel) while, crack aperture had
maximum and intermediate effect on Ts and Q respayt Also, there was a stark
difference in the way the embankment was satunat&ase Il, where the bottom of the

core got saturated in the end for the embankmealyzed.
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6. CONCLUSIONS AND SCOPE FOR FURTHER WORK

6.1 Summary

The objective of the study was to generate two-dsta@al numerical model to analyze
the effect of desiccation cracks on seepage ohaaturated soil embankment. In order
to simulate the effect of cracks numerically, jagments were used. To ascertain their
effect on flow rate a simple joint model was depeld and it was found that under
identical conditions the flow rate was directly pootional to the width of the joint
element. In order to validate the model, experirakeddta from a small scale
embankment experiment was used and the modelgesgeit found in close agreement
with the experimental data. As desiccation cracksng highly random process, a
random model was developed to capture the highegdegfrvariability in the location

and the geometry of the cracks. To fulfill thisetijve, extensive literature review was
done in order to generate the required PDFs fothdefthe cracks, location of the
cracks and spacing between the cracks. The randgenigrated crack geometry was the
superimposed on the finite element mesh. Findily dffect of the crack depth, aperture
and spacing on Ts and Q were found for the twoscas®e with subhorizontal cracks
and the other without the subhorizontal crackaids observed from the analyses that

the waterfronts for the two cases were very difiere

6.2 Conclusions

Following conclusions can be drawn from the presesgarch:
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1. From modeling the scaled embankment it was se¢rathamerical model can
be developed using CODE_BRIGHT, which can simulla¢etransient flow of
water through cracks in an unsaturated embankment.

2. From the probabilistic analysis of a full scale thytic embankment, the steady
state conditions were observed. Following conchsican be drawn from the
study:

. Under the conditions prescribed for the problemQase |,

0 The time to saturation (Ts) was lower and flow @& was higher
than Ts and Q respectively for the homogenous ¢t®eever, the
values of Ts and Q for Case | and the homogenaesware still
comparable.

0 The depth of the crack (Z) had the greatest impacks and Q.

0 Spacing between the cracks (S) had intermediateramdium
impact on Ts and Q respectively.

o Aperture of the crack (W) had minimum and internagéelieffect on
Ts and Q respectively.

. Under the conditions prescribed for the problemQase II,

o0 Tswas one order of magnitude less than the honoagerase
while, Q was four to five orders of magnitudes lagthan the
homogenous case.

0  The depth of the crack had maximum and intermediap@ct on

the Ts and Q respectively.
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0  Spacing between the cracks had minimum impact ceshsgell as
on Q.

o  Crack aperture had intermediate and maximum effiedts and Q
respectively.

. There was a stark difference in the way the watatfmoved for the two
cases. For Case I, the waterfront was regular angsimilar to the
waterfront of the homogenous case. The water dgogdd at the bottom
of the outward slope of the embankment as is ugealpected. However,
for Case Il, the bottom of the core got saturatethe end and the water
reached the outward slope of the embankment vackiguvith the
seepage starting from top of the outward slopé@imbankment

analyzed.

6.3 Scope for future work
1. The water retention curve for a single crack articnetwork has not been
studied in detail. There are no simple and reliadelels that capture the water
retention characteristics of cracks.
2. Fluid flow through a cracked embankment is a hylitgphenomenon. However,
efforts must be made to study the mechanical eéfeftow of water through
cracks. Some work has been done in this area byr&egd Carol (2004) using

zero-width element, but they concentrated on flowugh jointed rocks.
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3. Cracks in an unsaturated soil embankment openlasd according to the
moisture content of the soil and the state of segsn the solil. A finite element
approach can be developed that can that can reptitia opening and self-
healing behavior of cracks.

4. A three-dimensional analysis should be done toystine 3-D effects of cracks

on flow through an unsaturated embankment.
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APPENDIX A

The MATLAB® code used for the probabilistic analysis is given below:

tic
clear all

load sl.txt
load s2.txt

load d111.txt
load [111.txt
load w111.txt

al=sl";
a2=s2';

[num_files col]=size(d111);
for grand=1:num_files

copyfile(  'gena.dat’ ,'new_gen.dat" );
copyfile(  'grim.dat’ , 'new_gri.dat' );

depth=d111(grand,l);

width=w111(grand,1);

length=I111(grand,1);

if ((depth/40)==floor(depth/40))
subh=depth/2;

else

subh=ceil(depth/40)*20;
end
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fnamel= 's200.txt' :

fname=strrep(fnamel, '200'

fid=fopen(fname);
i=1;
while ~feof(fid)
t=fgetl(fid);
sub(i,:)=str2num(t);
i=i+1;
end
fclose(fid);
k222=((width)"3)/24;
k2=sprintf( '%0.2g9" ,k222);

n=(depth/20)+1;

t1=1;

for i=1:128
if (al(n,i)~=0)
pl(;,t1)=al(l:n,i);
t1=t1+1;
end

end

if (n<10)
m=n;
end

if (n>9)
m=n+1;
end

t2=1;

for i=1:25
if (a2(m,i)~=0)
p2(:,t2)=a2(1:m,i);
t2=t2+1;
end

end

I=length/20;
[m1 nl]=size(pl);
[Mm2 n2]=size(p2);

u=1;

y=n1;

while (y>0)
pP11(:,u)=p1(:y);
u=u+l;
y=y-I;

,num2str(subh));
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end

u=1;

y=n2;

while (y>0)
p22(:,u)=p2(:y);
u=u+l;
y=y-I;

end

[M3 n3]=size(p1l);

[M4 n4]=size(p22);

for i=1:n3
q11(1:m3-1,i)=p11(1:m3-1,i);
end

for i=1:n3
q12(1:m3-1,)=p11(2:m3,i);
end

ql1(:;,1)=q11(:);
ql1(:,2)=q12(:);

for i=1:n4
g21(1:m4-1,i)=p22(1:m4-1,i);
end

for i=1:n4
g22(1:m4-1,)=p22(2:m4,i);
end

q2(:,1)=g21(:);
a2(:,2)=q22(:);

[m5 n5]=size(ql);
[M6 n6]=size(g2);
[M7 n7]=size(sub);

for i=1:m5
q(i,:)=a1(i,:);
end

for i=1:m6

q(m5+i,:)=92(i,:);
end

for i=1:m7
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g(m5+m6+i,:)=sub(i,:);

end

for

i=1:(m5+m6+m7)

s11(i,)=[ ", num2str(2000+i)];

90%%%0% %% %% %% %% %% %%

if (q(i,1)<10)

s21(i,))=[ ©t num2str(q(i,1))];

end

if (q(i,1)>=10&&q(i,1)<100)
s21(i,.)=[ ! ,num2str(q(i,1))];
end

if (q(i,1)>=100&&q(i,1)<1000)
s21(i,))=[ "' ,num2str(q(i,1))];
end

if (q(i,1)>=1000)
s21(i,))=[ " ,num2str(q(i,1))];
end

%%9%%% %% %% %% %% %% % %% %% %%

%9%%%%% %% %% %% %% %0%0% % %% %% %% %% %% %% %% %% % % %% %% %% %% %%
ser(i,:)=sprintf([s11(i,:),

it (q(i,2)<10)

s31(i,:)=] ©0 L num2str(q(i,2))];

end

if (q(i,2)>=10&&q(i,2)<100)
s31(i,.)=[ ! ;num2str(q(i,2))];
end

if (q(i,2)>=100&&q(i,2)<1000)
s31(i,.)=[ "' ,num2str(q(i,2))];
end

if (q(i,2)>=1000)
s31(i,.)=[ " ,num2str(q(i,2))];
end

" ,num2str(8),s21(i,:),s31(i,)]);

end
fid = fopen( 'new_gri.dat' , at' );
for i=1:m5+m6+m7

fprintf(fid, '%s\n" , ser(i,));

,num2str(2),
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end

grl=" 1-0.5000000E+02'
gr2="'2128 -0.5000000E+02'

gr3=" 1 0.30000000E+00' ;
gr4='2000 0.30000000E+00" ;

gr5= ' 2001 0.30000000E+00 0.0 0.0
0.0100'

gr6="'2302 0.30000000E+00 0.0 0.0
0.0100" ;

gr7=" 4 1 ;

gr8="' 922 11 501 864

g9=" 0 0O ;

grlo="' 2

grlii="' 4 1

gri2=" 910 715 340 115 ;

grl3="End" ;

m8=m5+m6+m7+2000;

grld=strrep(gr5, '0.0100"  ,sprintf( '%1.6s'
grl5=strrep(gr6, '2302" ,num2str(m8));
grl6=strrep(grls, '0.0100"  ,sprintf( '%1.6s'
fprintf(fid, '%s\n' , grl);

fprintf(fid, '%s\n' , gr2);

fprintf(fid, '%s\n' , gr3);

fprintf(fid, '%s\n' , grd);

fprintf(fid, '%s\n" , grld);

fprintf(fid, '%s\n" , grle);

fprintf(fid, "%s\n' , gr7);

fprintf(fid, '%s\n' , gr8);

fprintf(fid, '%s\n" , gr9);

fprintf(fid, '%s\n" , grl0);

fprintf(fid, '%s\n" , grll);

fprintf(fid, '%s\n' , grl2);

fprintf(fid, '%s\n" , grl3);

fclose(fid);

fid = fopen( 'new_gen.dat' ,'r+" );

genl='21282302 2 0 2 1 O !

numnp,numel,ndim,iaxisym,nummat,nhv,igausspoint'

gen2=strrep(gen1, '2302" ,num2str(m8));
loc = 1,

for i=1l:loc

temp_linel = fgetl(fid);
end;
location = ftell(fid);

157

0.0

0.0

,num2str(width)));

,num2str(width)));



fseek(fid,location, ‘bof* );
fprintf(fid, \n'" );

fseek(fid,-1, ‘cof );

fprintf(fid, '%s' ,gen2);

fclose(fid);

fid = fopen( 'new_gen.dat'’ ,'r+" );
gen3="Kxx int. perm. 1.0e-06

I FALSE'

gen4=strreio(gen3, '1.0e-06"  k2);
loc = 48;

for i=1:loc

temp_linel = fgetl(fid);
end;
location = ftell(fid);
fseek(fid,location, ‘bof' );
fprintf(fid, \n'" );
fseek(fid,-1, ‘cof );
fprintf(fid, '%s' ,gend);
fclose(fid);
fid = fopen( 'new_gen.dat" ,'r+'" );
gen5="Kyy int. perm. 1.0e-06

I k(m2)=K(m/s)*1e-7' ;
gen6=strrep(gen5, '1.0e-06"  ,k2);
loc = 49;

for i=1:loc

temp_linel = fgetl(fid);
end;
location = ftell(fid);
fseek(fid,location, ‘bof" );
fprintf(fid, \n'" );
fseek(fid,-1, ‘cof );
fprintf(fid, '%s' ,genb);
fclose(fid);
fid = fopen( 'new_gen.dat" ,'r+" );
gen7="Kzz int. perm. 1.0e-06'

gen8=strrep(gen?, '1.0e-06"  ,k2);
loc = 50;

for i=1:loc

temp_linel = fgetl(fid);
end;
location = ftell(fid);
fseek(fid,location, ‘bof*);
fprintf(fid, \n'" );
fseek(fid,-1, ‘cof );
fprintf(fid, '%s' ,gen8);
fclose(fid);

system( '/home/Siddharth/folder2/cb.exe’
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fid = fopen( 'fort.80'
nl0 = 0;
while ~feof(fid)
line = fgetl(fid);
nl10 =nl0 + 1;
end
fclose(fid);

fid = fopen( 'fort.80'

trashline1=fgetl(fid);
trashline2=fgetl(fid);
trashline3=fgetl(fid);
trashline4=fgetl(fid);
trashline5=fgetl(fid);
trashline6=fgetl(fid);
trashline7=fgetl(fid);
trashline8=fgetl(fid);
trashline9=fgetl(fid);
trashline10=fgetl(fid);
trashline11=fgetl(fid);

n0=n10-11;

for j=1:n0
tline(j,:)= fgetl(fid);
end

fclose(fid);
tO=str2num(tline);

tm=max(t0(:,2));

for j=1:n0

if (t0(j,2)==tm)
t_sat(grand,1)=t0(j,1);
break

end

end

fid = fopen( 'fort.70'

nl=0;

while ~feof(fid)
line = fgetl(fid);
nl=nl+1,

end

fclose(fid);

n=nl+1,

fid = fopen( 'fort.70'
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for i=1:n-164
fgetl(fid);
end

for i=1:163
pline(i,:)= fgetl(fid);

end
gline=str2num(pline);
t_sat(grand,2)=sum(qline(1:72,2));
t_sat(grand,3)=sum(qline(73:96,2));
t sat(grand,4)=sum(qline(96:163,2));
t_sat(grand,5)=d111(grand,l);
t_sat(grand,6)=1111(grand,1);
t sat(grand,7)=wl11(grand,1);

fclose(fid);

clear pl p2 pll p22 qll 922 gl 9gl2 g2 921 q s11 s21 s31 ser tline
pline gline tm

delete( ‘'fort.* , *.dat' , 'new_out.out' , 'newflavia.*" , 'newflavia.res' );
end

save ( 't_sat" )

toc
exit
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APPENDIX B

Flowrate, Q (Casel)

The cumulative mean and the standard deviation of flow rate, Q is shown in Figure B1

and Figure B2 respectively. Q for the homogenous cab&@x10° kg/s. As it can be

seen from the Figure B1, amongst the plots showing variation of a single parameter, S
(fuchsia) has the least impact on the flow rate, followed by W (yellow line) and again Z
(Cyan) has globally the greatest impact on Q. From Figure B2 it can be inferred that
standard deviation of flow rate, Q is least when only W (yellow line) is varying, while
the standard deviation is maximum when Z alone (red line) is varying. For parameters
varying in pairs it can be seen that the combination where both Z, W vary have the
largest impact on flow rate, while for S, W it is the least and Z, S show intermediate
response. Again cumulative mean of flow raigQ)’ after 4000 simulations of Z, S, W

all varying simultaneously (black line) can be viewed as the average response of the

embankment when there is no knowledge about the cracking.
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Timeto saturation, Ts (Casell)

Figure B3 and Figure B4 show cumulative mea]s)’ and standard deviation,
“o(Ts)’ of time to saturation, respectively for differezdses. It can be seen that Ts for

Case Il is about one order of magnitudes less @&se | or the homogenous case. In the
cases where only individual parameters were vadddyan line) has the highest impact
on Ts followed by crack aperture, W (yellow lin@dacrack spacing S (fuchsia line).
Again the response given by black line (Z, S andvdrying can be seen as average

response of the embankment when there is no inteymabout the crack geometry.
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Flow rate, Q (Casell)

Figure B5 and Figure B6 show(Q) ando(Q), respectively for different cases. It can be
seen that the W has the most influence on Q. Alicses containing W show little
difference their response. This can be explainethéyact that the subhorizontal cracks
take the flow directly to the other side of the emkment. As established in section 3,
flow rate is directly proportional to the apertwfethe cracks Q 0 W). Also the cases

in which W was kept constant show relatively muetaber flow rates.
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