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We consider the results of two proton transfer reactidf®(’Be,2B)°Be and**N(’Be 2B)*°C, to obtain a
weighted average of the measured asymptotic normalization coefficients for the virtual trar{@gon
+ p—2B. These coefficients specify the amplitude of the tail of tBeoverlap function in thé Be+ p channel,
and are used to calculate the astrophys&falctor for the direct capture reactidBe(p, v)®B at solar energies,
S;A0). In light of recent improvements in the determination of optical-model potentials, including detailed
understanding of the correlations between the DWBA analyses of the two experiments, and a new experimental
measurement of the asymptotic normalization coefficients for the virtual tran$i@h p— “N, we report a
weighted average asymptotic normalization coefficier(t§>3f/2=0.388t 0.039 fm ! for B «— "Be+p, which
implies S,(0)=17.3-1.8 eV b.
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I. INTRODUCTION reliability of Coulomb dissociation to determine astrophysi-
cal Sfactors at stellar energies, to high accuracy, has not yet
High-energy neutrinos from th@* decay of ®B, pro-  been verifie12].

duced in the’Be(p,y)®B reaction at solar energies=@0 At solar energies direct capture processes proceed through

keV), are the major source, if not all, of the observed neutrithe tail of the nuclear overlap functig8], discussed in Sec.

nos in existing and planned solar neutrino experimentd!- This is especially applicable to théBe(p, y)°B reaction,

(Homestake, Kamiokande, Super-Kamiokande, SNO) etcdiven the very weakly bound proton ftB. For a fixed bind-

[1]. The observed deficit otB neutrinos, when compared to "9 €nergy, at distances larger than the nuclear radius, the

solar model predictions, has focused much attention on thghape of this tail is determined by the Coulomb interaction,
"Be(p,)®B reaction rate, which is acknowledged as theSO the capture rate can be calculated accurately if one knows

. . . the amplitude of the tail. The asymptotic normalization co-
most poorly known rate in the nucleosynthesis chain producefﬁcients (ANC) for "Be-+p—®B specify the amplitude of

. 8 8 .
ing °B. Thus, the measurement of tHiBe(p, »)°B reaction the tail of the 8B overlap function in the two-body channel

cross section at solar energies, or alternatively the astrc% 7 )
. . o : . hen the'B re and the proton ar r istan
physical factorS;-(0), is considered to be of high priority. en the’Be core and the proton are separated by a distance

To d o di ¢ thi ._that is large compared to the nuclear radius. At these dis-
O date, six direct measurements of this cross sectio,eg the overlap function is proportional to a Whittaker

have been performed with quoted uncertainties of less thapnction, where the proportionality constant is the ANC. The
10%. However, uncertainties involved in the use of radioacanc can be determined from measurements of nuclear re-
tive "Be targets, together with extrapolation of Béactor to  actions, such as peripheral nucleon transfer, where cross sec-
relevant energies, have proven challenging in these measurgons are orders of magnitude larger than the direct capture
ments. Each experiment provides a determinatio$;ef0)  reactions themselves. Therefore, it provides a convenient ap-
to ~10%, but two of these resul{2,3] are near 25 eVb, proach to determine direct captugdactors at very low en-
three[4—6] are near 18 eV b, while the most recent measureergies, including zero energy. In a previous study, this tech-
ment[7] reports a value near 20 eV b. All of the experimentsnique was tested by comparing directly measusdfactors
that measure excitation functions are consistent with the prefor *60(p, y)’F, for both the 5/2 ground state and the 172
dicted energy dependence 8{E) [8-11], indicating this first excited state, with those obtained from ANC’s measured
discrepancy is due to unresolved problems in absolute noin the peripheral proton transfer reactibio(*He,d)’F, and
malizations. The most recent review of solar fusion ratesagreement of better than 9% was foUd®]. More recently,
adopted the valuc§517(0)=19f‘21 eV b [12], making S;-(0) good agreement was found in a comparison of the directly
the most uncertain input for solar model calculations. ThismeasuredsS factor for *2C(n, y)'3C* (1/2",3.09 Me\} with
review also emphasized the importance of indirect determithat obtained from the ANC measured in th€(d, p)*3C*
nations ofS;/(0) that are sensitive to different systematic reaction[17].

effects from those present in the direct cross-section mea- An earlier experiment attempted to measure the ANC’s
surements. Results from three indirect measurements, basgst "Be+ p— 2B with the reaction?H(”Be 2B)n [18]; how-

on Coulomb dissociation dfB, have been reportdd3—15. ever, interpretation of that experiment was complicated by
However, the values 08,,(0) from these measurements uncertainties in the choice of optical-model parameters
cover a broad range, roughly 13.5 to 22.2 eV b. Also, thg19,20. We have performed and reported, in two short pa-
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pers, on two other indirect measurements based on determAfhereaPB‘j":3I><jx is the reduced DWBA cross section that cor-

i 7 8
nation of the ANC for ‘Be+p—°B 7from prlc())ton transfer  responds to the amplitude, E€@), with overlap function
reactions using a radioactive beam ‘@e on *°B [21] and given in Eq.(3), whereS,,, ; =1. However, in the case of

14 H
N targets[22], which reported values of 172:22.8 eVb i peripheral transfer, the strong dependence of this reduced

and 16.6-1.9 ?Vb for S,70), respectively. I.n the presen DWBA cross section on the geometric parameteysa of
paper we provide a more detailed presentation of the experj

ments and the methods used in obtaining the results. We al e bound state Woods-Saxon potentials is a large source of

- . certainty in the determination of the spectroscopic factors.
focus on optammg a weighted average of these two measUiso, the spectroscopic factor is defined mainly by the be-
?i:g;l’-nt]?)l:jlgﬁ Igttgnt?;;%%?t u;eec denitn 'mzroc\j/izgigiv\llgvéh%avior of the overlap function in the nuclear interior. There-

P > PO . . fore, the parametrization of the DWBA cross section in terms
Born approximatiofDWBA) analysis and a detailed under-

) . f the spectroscopic factor for a peripheral reaction is not
standing of th? correl_auons be;vx{een the DW,BA analyses oﬁdeal. An alternative parametrization is the asymptotic nor-
the two experiments in determining the ANC's.

malization coefficienCy., ; , which defines the amplitude

Il. ASYMPTOTIC NORMALIZATION COEFFICIENTS of the tail of the overlap functiolis,, ; :

Transfer reactions have been utilized extensively to ex- rBy>Ry W, 1 1 2Kp,0 gy)
tract spectroscopic factors. The analysis for these reactions 13, ; (rg,) — Cg | L , (5
has typically been carried out within the DWBA framework. o o "By

It is known that the extracted spectrospopic factors often ar@vhereRN is the nuclear interaction radius betwegrand y,
strongly dependent on the geometric parameters of thg, |+ 1u2Kg,1 5,) is the Whittaker function describing
Woods-Saxon potentials used to calculate the bound-statg ~ 7« '« Py EY .
wave functions. For peripheral transfer reactions, thdhe asymptotic bghawor of the bound-—state wave function of
asymptotic normalization coefficient is another fundamentafV0 charged particless s, = V2ug,e 5, is the wave number
nuclear parameter that can be extracted, which is much le&¥ the bound stater=(B7), pg, is the reduced mass of
parameter dependent than the spectroscopic factor. Presenfticles and y, and 7,=ZpZ,ug,/xg, is the Coulomb

here is a short introduction to ANC's; a more detailed dis-Parameter of the bound statg{). The asymptotic behavior
cussion can be found in RR4]. of the bound-state wave function has a similar form:

Consider the transfer reaction R
oy~ R W 2Ky )

X+A—Y+B, (1) en,l. T8y = by, ‘b O

whereX=Y+a, B=A+a, anda is the transferred particle wherebg,, ; is the single-particle ANC defining the ampli-
or cluster. The DWBA amplitude for this reaction is given by tude of the tail of the bound-state wave function at Iarg;e.
Equations(3), (5), and(6) imply

(Chiy,i,)2=Spy i Do i, ™

Here,x{") andx{ ) are the distorted waves in the initial and  Equation(7) is the key to a significant reduction of the
final channels, respectivelAV is the transition operator, dependence of the experimental results on the geometric pa-
and the sum is taken over the spin projectidhs. |5.(r z,) rametersry,a of the bound-state Woods-Saxon potentials.
is the overlap function for the bound state= (B7y), which  The conventional DWBA analysis can be modified to take
includes radial and angular dependences. Usually the radi@g. (7) into account by substituting this condition into Eq.
overlap function is approximated by a model wave function(4) to obtain

of the bound-stater=(B7y) written as

M=2 O 1Rarad AVIRrvax D). @

do
2Y B \2(~X \2p . .
Igylaia(rﬁv):SllJyZIHJ',,‘Pna'aia(rBy)' 3) a0 'ngxix (Chalgiy) (Claii) Rigigiiy 8
Here ¢, | ; (rg,) is the bound state wave function of the where we have definell as

relative motion of3 andy and Sﬁv'aia is the spectroscopic oW

factor of the configuration £y) with quantum numbers, R = Tlgiglxix ©)
andj,, in nucleusa. lleldx 2 2
Aalgjg™Yalyjy

Given this standard substitution for the overlap functions,

the conventional DWBA cross section is parametrized ing js practically insensitive to the bound-state potential pa-

terms of the spectroscopic factors of the initial and final NUyameters for peripheral reactions. Thus, the introduction of
clei and can be written as

condition (7) guarantees the correct absolute normalization

do of the peripheral reaction cross section.
—= > Su i-Svai ng\le i (4) The ANC for A+a« B, determined from a fit to periph-
dQ igiEix BIB T TBIEIXIX eral transfer reaction data with E(), can then be used to
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calculate the cross section for the direct radiative capture
reactionA+a— B+ vy at astrophysical energies. The direct
capture amplitude is given by

DC_y /B Al + X< G
M =A < I Aa( rAa) | O| l//i ( rAa)> ’ (10) Secondary t - < 0|—¢—4—4—4—45 T:fsget g;:rr:nce

. . . . Target SLs Scale (meters)
where\ is a kinematic factorl 3, is the same overlap func-

tion that entered the DWBA amplitude for the peripheral FIG. 1. Schematic diagram of the Momentum Achromat Recoil

transfer reaction( is the electromagnetic transition opera- SpectrometetMARS).
tor, andy;" is the scattering wave function in the initial state.
Note that Eq.(10) holds only for peripheral capture reac- making use of inverse kinematics to increase particle yield at
tions. For a peripheral capture reaction at low energies, ththe focal plane. The optics of MARS were designed to have
incident scattering wave may be approximated by a puréwo dispersive planes. The first, which occurs right after the
Coulomb wave[8,16] and the overlap function may be re- dipole magneD1, provides g/q dispersion in the horizon-
placed by its asymptotic form, E¢). Thus, in this case, the tal direction with a maximum momentum dispersion at the
direct capture rate is proportional to the square of the ANCgntrance to the quadrupole mag@&8. Momentum selection
C,Eja. is achieved using horizontal sli(SL2) placed at a horizontal
For the specific case ofBe(p,y)®B, the numerical rela- crossover of the beam in front 3. A Faraday cup is also
tionship betweers;0) and the®B ANC'’s was derived in  positioned in front ofQ3 to stop the primary beam and
Ref. [8], which found monitor its intensity. The quadrupole magn&s, Q2, and
Q3 along with the dipole magnef31 andD2 provide ach-
386 eVb g5 85 o romatic, nearly parallel transport of the radioactive beam into
517(0)=f—_1[(cp3, +(Cp ) ] (1) the velocity filter, where the beam is dispersed vertically.
m The dipoleD3 is dispersion matched to the velocity filter
Alternative calculations that agree with this relation to within SUch that it bends the beam up vertically, and together with
2% may be found in Ref$25,26. quadrupolesQ4 and Q5 provides a first ordeM/q mass
Using the above analysis, the ANC, and hence the astrd®Ccus at the MARS focal plane. _
physical S factor, can be determined from proton transfer S€veral recent improvements to MARS were imple-
reactions, with/Be as beam or target, at relatively large MeNted to improve the final purity and emittance of the ra-
laboratory energies provided the transfer is peripheral. Offioactive beam. Horizontal and vertical slitSL1) were
course, the technique described above can be generalizégj2ced directly behind the gas cell to adjust the angular ac-
Given the availability of radioactive beams, the ANC for CEPtance into MARS. This helps to reduce the amount of
radioactive systems can be obtained from transfer reactiorEeam halo at the focal plane, improving the final beam image

using stable targets that have relatively large cross section®Y réducing the effects of higher-order aberrations that
couple tod and ¢. Slits SL3 were added to reduce impurities

due to scattering of lower velocity background beams from
the bottom plate of the velocity filter. At the exit @5, the

In order to utilize the advantages of the ANC method, it isfinal magnetic element in MARS, two more setsxefy slits
imperative that high intensity and high purity radioactive were placed, shown as SL4 and SL5 in Fig. 1. TMéq
beams are available. At the Cyclotron Institute at Texaglispersion at the focal plane allows the use of the vertical
A&M University, radioactive beams are produced usingcomponents of SL5 to block impurities. Meanwhile SL4 and
transfer or fusion-evaporation reactions induced by a primarypL5 can be used to collimate the radioactive beam to opti-
beam from the K500 superconducting cyclotron on a cryoimize the beam-spot size and to fix the emittance on the sec-
genic gas target. The gas is contained in a 9-cm long cylinendary target.
drical cell, placed in vacuum, with Havar windows. The Early radioactive beam experiments with MARS, includ-
thickness of the Havar foil can be varied to accommodate ing the 1°B(’Be 2B)°Be experiment, exhibited a larger beam
range of beam energies and gas pressures. The gas cellsigot on the secondary target than anticipated from optics
cooled with liquid nitrogen to obtain higher density at lower calculations. The sextupol82 was originally configured to
pressures, thus increasing the radioactive beam yield whileorrect for second-order optical aberrations due primarily to
minimizing the thickness of Havar needed. Degrader foilsdipole D3. However, a sextupole contribution from the di-
can be placed in front of the cell to degrade the primarypole magnet in the Wien filter was found to be considerably
beam energy. Similarly, foils can be placed behind the gakarger than other second-order aberrations. This problem was
cell to further degrade the energy of the radioactive beancorrected by rotating the sextupol&?2 by 90°. Figure 2
and to increase the charge state for hightoms. shows a comparison of horizontal and vertical properties of

Separation of radioactive beams is achieved using thtéhe beam spots obtained before and after the sextupole cor-
Momentum Achromat Recoil SpectrometMARS) [27,28  rection for thel%B and 1“N experiments, respectively. The
shown in Fig. 1. MARS was designed for operation over aoverall effect of this modification was a tighter, more sym-
broad energy range with good mass resolution and high efnetric beam spot. In the case of tfBe radioactive beam,
ficiency. Production of radioactive beams is achieved at 0°the beam spot was reduced fronx8 mn? (horizontal vs

Ill. RADIOACTIVE BEAM PRODUCTION
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FIG. 2. Horizontal(upper pangland vertical(lower panel dis-
tributions of the "Be radioactive beam spot on target for tHi8
experiment, and for thé*N experiment, after 90° rotation of sex-
tupole S2.

vertica), in the !°B('BefB)°Be experiment, to 2.5

x 3.6 mnt for the “N("Be,®B)°C experiment, all mea-
sured at full widths at half maxima.

IV. EXPERIMENTAL PROCEDURE
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FIG. 3. Target and detector configuration for tH8 experi-
ment, upper panel, and tHéN experiment, lower panel. Mass dis-
persion occurs in the vertical direction.
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detector, backed by a 100n 5x5 cn? Si detector. In
this telescope configuration, particle identification was ac-
complished by plotting particle energy against its position
and/or energy loss against energy. Once particle identifica-
tion was achieved, slits SL4 and SL5 were adjusted to block
impurities. A purity of better than 99.4% was achieved, with
a particles as the primary contaminants. Figure 4 shows the
energy spectrum of particles at the target position. the
particles are indicated on the figure.

The energy spread of the beam was restricted to 1.6 MeV
full width (FW) using the slits SL2 shown in Fig. 1. Beam
emittance was optimized using the slits SL4 and SL5 in con-

A "Be radioactive beam was produced via the reactiojunction with each other to physically restrict beam dimen-

IH("Li, "Be)n using a 135 MeV'Li *2 primary beam on the
LN,-cooled gas cell. The cell contained, ldas at slightly

sions. The angular profile of the beam was measured by clos-
ing SL4 to 5x5 mn? and scanning across the beam

over 1 atm, to avoid any contamination from diffusion of air distribution.
into the cell, corresponding to a target thickness of Another crucial function of the target detector was the

~3.6 mg/cni. Entrance and exit windows were made of measurement of the radioactive beam rate. A Faraday cup,

Havar with a thickness of 42 mg/émA 69 mg/cnt Al de-
grader was placed in front of the gas cell to reduce thie
beam energy, providing an 85 MeV radioactive beard Bé
at the focal plane of MARS.

A 5X5 cn?, 1000 um thick, two-dimensional position-

located in the same chamber as the momentum(8§llt8), is

used to stop the primary beam. The current measured in this
Faraday cup can be calibrated against the target detector to
indicate the number of radioactive beam particles seen at the

sensitive Si strip detector, shown in Fig. 3, was mounted on Be

the target ladder and used for beam studies. This detector
consisted of 16 independent resistive strips on the front and a
common back plane readout. The horizontal position was
determined from the strip number, while the vertical position

was reconstructed from the charge division along the resis-
tive strips. Total energy lost in the detector was determined
from the back plane. Only 6 to 8 of the central strips of this

detector were used due to the small size of the beam spot. In
this configuration, particle identification was based on the

correlation between the vertical position, which is dependent
on the mass to charge ratio of the particle, and the total

Counts

400

600 800 1000
Energy (arb. units)

1200

energy. In an alternate configuration, the above detector was FIG. 4. Energy distribution of Be radioactive beam on target
replaced by a telescope consisting of a J0®-silicon strip  detector. Also indicated is the 0.68impurity.
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TABLE I. "Be beam properties.

108 target N target
"Li intensity 60 enA 150 enA
"Be on target 50 kHz 80 kHz
Beam spot sizeH X V) 3X6 mm FWHM 2.5<3.6 mm FWHM
Angular spread i XV) 4°X1.6° FW 1.8°0.6° FW
Energy spread 1.6 MeV FW 1.6 MeV FW

target position, allowing the measurement of the total numtarget was found to contain 77988, with *H, B, °C, and
ber of radioactive beam particles by monitoring the Faradayi¢0 as contaminants. THEN target consisted of evaporated
cup. Periodic recalibration of the Faraday cup was made tghelamine (GNgH¢) supported by a 2Qug/cn? layer of C
check for any rate variations due to drifts in magnetic fieldsand a 20ug/cn? layer of collodion. Target properties such
or beam heating of the Hgas in the cell. The rate variation as thickness and uniformity were verified using the radioac-
was found to be less than 3% throughout both experimentsjye "Be beam directly. The reaction telescopes were used to
A list of beam properties for each experiment is presented ijetect beam particles with and without the target. The result-
Table I. Taking advantage of the higher primary beam curant energy-loss measurement was then compared to results
rent and the modifications made to sextup8& the slits  from the computer codsrim [29]. The average thicknesses
SL4 and SL5 were narrowed for théN experiment. This  of the targets were 1.96 mg/énand 1.50 mg/ct for the
improved the beam emittance ConSiderably and eXplainS th@B and 14N targetS, respective|y_ Instead of using simp]e
apparent inconsistency between the ratio of primary beam t@aussian fits, a Monte Carlo simulation was written specifi-
Secondary beam intensities in each eXperiment in Table . Ca”y to ana|yze the energy Spectra_ The energy shift, due to

The target and detector assemblies were placed at the fayerage target thickness, along with the broadening of the
cal plane of MARS as shown in Fig. 3. Both elastically scat-energy spectrum, was simulated to obtain the nonuniformity
tered 'Be particles and proton transfer reaction productsand straggling to within a few percent, the inherent accuracy
were observed simultaneously by two reaction telescopegf the codesrim. Although the uniformity of the'“N target
Each telescope consisted of &5 cn¥, 105 um thick i was found to be better than 7%, th% was found to have a
AE detector, similar in orientation and readout to the targekignificant thickness variation of up to 1.3 mgfmiue to
ladder detector, backed by a 10A@n thick SiE detector. In  the grain size used in the slurry. However, the uncertainty in
order to minimize thermal noise in the detectors, the reactiofhe final result, due to this nonuniformity, is minimal since
telescopes were cooled t010° C by pumping refrigerated all beam parameters, except intensity, were kept the same
ethylene glycol through the detector housing assembly. Paguring the test measurements as they were during the actual
ticle identification was achieved from theE —E,q, infor- - data collection. Overall, the absolute normalizations of the
mation. A sample identification spectrum is shown in Fig. 5,
where good separation between different isotopes was
achieved. Monte Carlo simulations, described in detail in
Sec. V, were used to optimize the detector geometry for
maximum geometric efficiency while minimizing physical
damage from thé€ Be beam.

A prominent feature in Fig. 4 is the 1% low energy tail
of the “Be beam. This is primarily due téBe beam particles
that slit scatter at SL2 but remain within the normal accep-
tance of MARS. This was verified by observing the relative >
yields in the"Be full-energy peak and low-energy tail as the §
width of SL2 was adjusted. Beam halo particles that scatter—"
from the edge of the target ladder are a source of backgroun%
in the energy spectra. Therefore, a blank target frame was
inserted in the target position and the fraction of thge
beam in the halo was measured to be>x21D ° and 1.3
X 10~ 4 for the 1°B and 1N target experiments, respectively.
This contribution was reduced by almost a factor of 2 by
imposing a software gate on the elastically scatt€igels in
the AE— E o SPectra of each detector. No backgrouil
events were observed off the blank target.

The self-supported®B target was produced by drying a E (MeV)
slurry containing granules of enrichéB in a varnish on a
Ta substrate. Distilled water was used to remove the layer of FIG. 5. Particle identification plot of energy loss versus total
10B from the Ta. Based on auxiliary reaction studies, {8  energy.

25

15

10
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cross sections were determined to 6.4% and 5.0% fotdBe lated from current settings, were used to calculate the rigidity
and 1“N targets, respectively. of the transmitted particles, and thus, the mean beam energy.
The detector signals were processed using standard anhh€ momentum spread was then calculated from the opening
log electronics and CAMAC modules, with a VME control- in slit SL2 and verified by the beam studies detector.
ler. Data were recorded and analyzed on-line using the code Target effects included the energy loss of thge par-
xsys [30]. Due to the small event rate, shown in Table I, ticles entering the target, interaction of the beam with the
data were written directly on disk for off-line analysis. target (i.e., elastic scattering or transfer reactioand the
Position calibration of theAE detectors was accom- €nergy loss of the exiting particle. Stopping power calcula-
plished using a specially constructed mask consisting of fivéions, using the codesrim, were performed to obtain the
horizontal 1-mm slits at 8-mm intervals for each detector. Inmean energy loss per mg/érof target material as a function
the final configuration, this mask was mounted on the detecof particle energy for both beam particles and reaction prod-
tor housing assembly, at a distance of about 1 mm from th&lcts. Fit parameters relating the energy loss to particle en-
surface of the detector. Both particles from a??Th source  €rgy were obtained from these calculations and included in
and the7Be radioactive beam were used to illuminate thethe simulation. Thus, the simulation could calculate the cor-
slits, providing two different particles to determine and rect energy loss for the appropriate particle as a function of
verify the position calibration parameters. particle energy and path of travel through the target medium
The a source and’Be beam were also used to obtain both before and after the reaction. Straggling effects, also
energy calibrations for both th&E andE detectors. Due to calculated usingRiM, were much smaller than the inherent
the small energy of the partic'esl Compared to that of the resolutions and, thus, were neglected. The thickness varia-
beam, the energy calibration obtained for tHedetectors tion of the targets, especially important in the case of i

were refined further using the methods described in the nex@rget, also contributes to target effects and was incorporated
section. in the simulation code. Differential cross sections for the

elastic scattering and transfer reactions were obtained using
the methods described in the following sections and input to
V. DATA ANALYSIS AND SIMULATION the simulations. These cross sections were used to simulate

The position and energy information from the detectortn® scattering angle in the center of mass, which was then
telescopes were used to perform a kinematic reconstructiofPnverted to the laboratory frame using relativistic kinemat-
of the reaction and to obtain th@-value spectra for both ICS- Accounting for energy losses in the target, a final mo-
elastic and transfer reactions. Although most observabled€ntum vector was obtained which defined the velocity and
such as distances and angles were physically measured in tHig€ction of the particle exiting the target. Effects due to
laboratory, refinement of these measurements, including efPultiple scattering were ignored since this contribution is
ergy calibrations, were performed utilizing the data eventsnedligible compared to uncertainties in absolute normaliza-
The large sensitivity of th€ value on experimental observ- tion. .
ables was exploited to optimize the setup parameters and The detector geometry was incorporated based on param-
their respective uncertainties. Position gates were applied igters describing the detector that were read from an input
the software to divide each reaction telescope into severdll® The primary geometric parameters for the detector as-
regions, and)-value spectra for elastic and transfer reactionsS€mPly, shown in Fig. 3, were distance from target, distance
were created for each region. Tkvalues for these reac- from beam_ axis, detector angle, and offset in the horlzonta_l
tions are well known, allowing a minimization process to bePlane relative to the beam. Total-energy resolution and posi-
applied to obtain the optimum setup parameters and theﬁ!on res_olut|on were also mpluded in the detection simula-
uncertainties. This method is especially useful when applie§on- This allowed us to obtain the experimental observables,
to elastically scattered particles due to the large statistics arl: POSition and energy, convoluted with experimental reso-
high sensitivity of the distribution across the detector surfacdutions and efficiencies, and to employ the same experimen-
to beam and detector parameters. These optimized valuddl analysis routines to reconstruct angular distributions and

were then used in the experimental kinematic reconstructiof-value spectra. _ _ _

and also as input parameters for the Monte Carlo simula- With the.Monte Carlo S|mulat|on. parameters c_allbrated,

tions. detector solid angles can be determined as a function of scat
A detailed Monte Carlo simulation code was written spe-t€ing angle, including all experimental resolutions. This was

cifically for the experimental setup described in Sec. IV. Thechieved by inputting a flat angular distribution into the

code was written to include three main effects: beam propSimulation using the experimental set of simulation param-
erties, target effects, and detection mechanisms. eters. By extracting the experimental cross section as a func-

Simulation of the beam required two main sets of param£ion of the scattering angle, using the same angular bins as in
eters, physical characteristics and energy distribution, whicf'€ Simulation, the experimental differential cross section
were obtained during the experiment. The beam trajector§an be obtained and compared with theoretical calculations.
and emittance were measured during the slit scans. The tra-
jectory was approximated by a central vector with an appro-
priate distribution describing the spread around it matching
the beam-spot size and location on the target detector. The Optical-model parameters are typically obtained from fits
magnetic fields in the dipole elemenisl andD2, calcu- to elastic-scattering angular distributions. However, a precise

VI. OPTICAL-MODEL POTENTIALS
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determination of the elastic-scattering angular distribution is 10

not always possible, especially for radioactive beams. There- e Dam
fore, a search for optical-model potentials to describe elastic 8 "o

scattering and transfer reactions involving loosely bound ol g

stable and radioactive-shell nuclei, was performefR3]. ----"B

The elastic-scattering angular distributions'&e were pre- 4 7 a

dicted using optical-model parameters obtained from double
folding model calculations convoluting Hartree-Fock density
distributions with the effective interaction of Jeukenne, Le-
jeune, and Mahauk31]. The folded potentials were renor-
malized to match the systematics observed in the elastic scat-
tering of p-shell nuclei around 10 MeV/nucleon—including
Li+°Be (at two energies 'Li+'3C (at two energies 6l e "
0B+ °Be [24], °C+°Be, and **“N+13C [32]. Thus, seven

Normalized Counts
=

angular distributions were measured to obtain the renormal- 4t L
ization factors needed to fit elastic scattering in this mass :
region. The renormalization factors are found to be nearly N
independent of the colliding system, minimizing the uncer- il
tainties due to the choice of optical potentials. -0 -8 -6 4 2 0 2 4

In a previous calculation, the uncertainties in assessing Q (MeV)
the depths of the potentials in the entrance and exit channels FIG. 6. Q-value spectra for the elastic scattering @e on the

for the 1°B("Be,®B)°Be reaction were treated as totally cor- ) .
boron, upper panel, and melamine, lower panel, targets. The solid

related, resulting in an overall uncertainty of 10%d]|. A o - . ;
: . . line is a sum of contributions from all nuclei present in each target.
more detailed study of this uncertainty was performed re-

cently[23]. In order to estimate the uncertainty in the ANC’s
due to the optical-model potentials, we use the standard delata for the elastic scattering 6Be on thel%B target, upper
viations of the renormalization coefficients from the folding panel, and the melamine target, lower panel. Also shown are
model fits, which provide a good measure of the sensitivitythe separate contributions from the various components in
in the determination of the real and imaginary potentialeach target, where the relative normalization was fixed to the
wells. By the choice of the systems considered above, weactual abundances of each atomic species, and the absolute
span a good range gf-shell nuclei, averaging properties normalization was calculated from measured beam intensity
similar to those of radioactive ones. The standard deviationgnd target density. The contributions from inelastic scatter-
around the average value of the renormalization coefficienti#1g were not included in the simulations, which accounts for
were used to evaluate the uncertainty in extracting thehe slight excess of data at abot2 MeV. However, this is
ANC's, which arise through the DWBA calculations of the a minor effect and good agreement is obtained to well be-
transfer reaction cross section. The potential depths wergond the energy region of interest.
varied over a ¥ range of deviations of the renormalization By using a flat angular distribution in the Monte-Carlo
coefficients for the real and imaginary parts independently irsimulation, the solid angle was obtained for each elastic-
the entrance and exit channels. The resulting variations wergcattering data bin using the kinematics #8B and N for
then added in quadrature to estimate the relative uncertainthhe two targets. Elastic scatterings from contaminants were
in the DWBA calculations. With this procedure an 8.1% un-analyzed assuming scattering from the target nuclei since
certainty in the calculated transfer cross sections, due to thidaey could not be distinguished in the experiment. The simu-
DWBA, was obtained. Note that in varying the depths of thelated solid angles were then summed to obtain a total angular
potentials in the entrance and exit channels separately for thdistribution for each target. This procedure yielded a total
same reaction, the uncertainties are treated as uncorrelatdteoretical elastic-scattering angular distribution smoothed
between the channels involvingBe and 8B, respectively. by all experimental resolutions, contained within the simu-
However, the uncertainties between the two different reaclated solid angles. Figure 7 shows comparisons, not fits, of
tions remain correlated through the use of the same procéhe angular distributions obtained for elastic scattering of
dure and of the same average values for the renormalizatiofBe on the'°B target(including impurities of*°C and *é0)
coefficients. [21], upper panel, and on théN target(including impurities
Optical potentials for the elastic scattering of tABe  of *2C and'H) [22], lower panel, to distributions calculated
beam were obtained, using the above recipe, for'fBeand  using the above prescription. Contributions to the angular
melamine targets, including all contaminants and compodistribution from inelastic scattering and the scattering off of
nents. These were then used to calculate the differential crosyydrogen in the targets was minimized by setting a lower
section for the elastic scattering. Differential cross sectiongimit of —1.4 MeV and—1.2 MeV on theQ value for 1%B
were calculated for the elastic scattering’@e on H, B, C, and !N targets, respectively, in both the data and simula-
N, and O. These angular distributions were used to simulatéons. There is good agreement, especially since the calcula-
the Q-value spectra for the elastic scattering. Figure 6 showsions do not include contributions from inelastic scattering
comparisons, not fits, of the simulat€dvalue spectra to the populating the’Be first excited state, which is not resolved

SN
h .
[FAA
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e —m—(0,0) ——(1,0)
10 "B(’Be,Be)'B A2 (20

do/dQ (mby/sr)

ISI (107)

4 8 12 16 20 24 28 32
O, (de2)

FIG. 7. ObservedBe elastic-scattering angular distributions for
108 and 1*N targets, shown as solid circles. The dashed curves are
the predicted angular distributions, summed over all target nuclei,
while the solid curves show the same distributions corrected for
finite angular resolution.

0 2 4 6 g8 10 12
Distance (fm)

from the elastic scattering. High-resolution elastic-scattering

studies in this energy region involvinfLi projectiles[23] FIG. 8. Smatrix calculations for the transfer reactions as a func-

imply that these excited states should contribute less thatipn of separation distance. Calculations were performed for several

15% of the total yield observed near the elastic-scattering@lues of €x,Al), where Ly=lprsjectiie™ Itarger @Nd Al=Lg,it

minima, and less than 1% at the maxima. This explains the Lentrance-

larger yield observed in the minima of the data relative to the , .

predicted cross section. Away from the minima, the ratios of \NC'S for thze c?gnplementary vertices. They have been re-

predicted cross sections to data vary from unity by an averPorted asCp_ ("B)=4.91+0.37 fm = [23,24, from a

age of less than 3%, well within the overall normalizationstudy of the °Be(*°B,°Be)!’B, Cf,llz(14N)=18.2t 0.9

uncertainty in our measured cross sections. fm~! and Cr2> (**N)=0.91+0.14 fm ! from complemen-
3/2
VIL ANC AND S, 40 tary studies of the3C(**N,*C)'*N [32] and 13°C(°*He,d) N
' 1740) [33] reactions. DWBA calculations were carried out with the

The ANC specifies the amplitude of the tail of the overlapfinite-range code@ToLEMY [34], using the full transition op-
function in the two-body channel when the core and the progrator. In each case, the distorted waves for the entrance
ton are farther apart than the nuclear radius. For peripher&hannel were calculated with the folding model optical po-
transfer reactions ANC’s are extracted from the measuretential used in the elastic-scattering calculations above, while
cross section by comparison to a DWBA calculation. In thethe exit channel optical potentials were derived from a simi-
198(7Be,®B)°Be(g.s.) reaction, thpsj, proton in the ground lar folding model calculation.
state of 1°B transfers to either thp,, or py, orbitals con- Since ANC's were extracted from the angular distribu-
stituting the ground state &B. The experimental cross sec- tions, checks were made for both transfer reactions used in
tion for this transfer is given b{21] the experiments to insure that they were peripheral. The
S matrix was calculated to verify the peripheral nature of the

d (Clos)z (CSB 2 (CBB )2 reactions. Figure 8 shows the results of this calculation as a
— = Paz U'SWBM%(TEWBA _ function of the separation distance between the two colliding
dQ (blos)z (bp':lz)2 32 (bp'f/2 2 e nuclei, obtained from the semiclassical relationship between

(12) angular momentum and distance. The maxima in these cal-
culations occur at 5.2 fm and 5.8 fm for tH8e+1%B and

The experimental cross section for tH#(’Be,®B)13C(g.s.)  "Be+ N reactions, respectively. For both cases, these dis-

reaction is similar to Eq(12), except there are four terms tances are larger than the sum of the radii, 4.9 fm and 5.2 fm,

arising from the transfer of the proton in the ground state ofespectively, indicating that the reactions are indeed

1N occupying either @, or aps, orbital [22]. As evident  peripheral.
from Eq.(12), calculation of the ANC’s for®B requires the Although theSmatrix calculations are a good indication
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FIG. 10. Q-value spectra of the outgointB nuclei. The solid
FIG. 9. Comparison of variation of calculated spectroscopic faccurves are Monte Carlo simulations normalized to the data. Also
tors (triangles, left axis and the ANC's(circles, right axig, ob- shown are the different components used to fit @galue spec-
tained for different values of well radius and diffusivity for each trum obtained for thé'%B target.
target.

of the peripheral character of a transfer reaction, they do nagxcited states irfBe and reactions off thé“C in the target.
indicate the sensitivity of the ANC to the parameters of theThese states were not included in Qevalue fit as they have
DWBA calculations. Therefore, a more refined test isa negligible impact on the normalization of the cross sections
needed. The most stringent test of sensitivity is obtained bpf interest. Using the measured target thickness, the absolute
observing the stability of the extracted ANC when varyingnumber of ‘Be beam particles, and the normalization from
the parameters of the single-particle Woods-Saxon potentidD-value fits, the total experimental cross sections for popu-
wells. Figure 9 shows a comparison of the inferred spectrokating the °Be and*C ground states were calculated to be
scopic factor and ANC for the dominaps,, orbital in 8B as  1.40-0.13 mb and 1.13%£0.066 mb, respectively.

a function of the single-particle ANQ,, for both transfer The calculated DWBA angular distributions were also
reactions considered in this paper. These values were olsompared to the data, shown in Fig. 11, using the same nor-
tained by varying the single-particle Woods-Saxon well pa-malization factors obtained from tti@value fits. In the case
rameters , anda within a realistic range of values, 1-1.3 fm of the %B(’Be,®B)°Be reaction, contributions to the angular
and 0.5-0.7 fm, respectively. As evident from Fig. 9, thedistribution from excited states and contaminants in &
values obtained for the calculated spectroscopic factor covaarget were minimized by considering events wign>

a range 4 to 6 times larger than the ANC. —7.5 MeV for data analysis and simulations.

Angular distributions predicted from DWBA calculations  The predicted angular distributions in Fig. 11 assume the
were obtained for the reactions’B(’Be’B)°Be and proton transfer occurs as a direct, one-step process. In order
14N("Be®B)*3C using optical-model potentials found by the to estimate the impact of possible multistep effects on our
prescription discussed in Sec. VI. These DWBA cross secextracted ANC's, we have performed coupled-channels
tions were input to the Monte Carlo simulation using theBorn-approximation calculations of tH&( ’Be B)°Be re-
same experimental input parameters that provided excellertction with the coderREScO[35]. We chose this reaction
fits to the elastic scattering. Figure 10 shows fits of the anglesince °Be and 1°B, being located in the middle of thepl
integratedQ-value spectra for the outgoingB nuclei with  shell, are significantly deformed. In addition to the ground
simulations of the transfer reactions for both targets. In thestates of°Be and'°B, the calculation included the 5/2and
case of the'B target, contributions from the second excited 7/2 states of’Be at 2.43 and 6.76 MeV and the 4tate in
state of °Be and 0 contamination in the target were also 1B at 6.03 MeV. Spectroscopic amplitudes for the various
simulated and included in the summed spectra since thes®oton transfers and deformation parameters for the inelastic
contributions could not be separated from the ground-statexcitations were taken from Ref36]. For the latter, we
transfer due to experimental energy resolution. A three paadopted the larger of the two sets of deformation parameters
rametery? minimization was used to provide the best fit to in Ref.[36] in order to obtain an upper limit on the expected
the measured)-value spectrum over the range4 MeV  effects. These calculations show that the predicted small-
>Q>—12 MeV. Figure 10 also show&B yield beyond angle!B(’Be,’B)°Be cross section changes by less than 4%
—12 MeV, for the 9B target, from population of higher when the coupled channels are included, and the largest pre-
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1 — TABLE Il. Contributions to the uncertainties i®,4(0).
AR W0p /7 8y 9
3 B(Be By Be B(7BefB)%Be  M“N('BeB)IC
10°F TN
32->172%, Statistical 3.9% 2.5%
Monte Carlo 2.4% 1.4%
-1
10°¢ Absolute normalization 6.4% 5.0%
- ANC of second vertex 7.6% 4.9%
£ 1021 DWBA 8.1% 8.1%
£ Multistep effects 3.0% 3.0%
e}
= Total 13.6% 11.2%
sl

undertaken. No correlation in the statistical uncertainties is

12=32 expected since the two experiments were performed indepen-
, N ST s dently. Similarly, the Monte Carlo simulation parameters
107¢ \-_-\ Sees s were calibrated to the elastic-scattering data individually for
AN each experiment, hence, uncertainties due to the choice of
W0 b o 32D simulation parameters were independent for each experiment
4 8 1216 20 24 28 32 36 and no correlations should exist. However, the choice of
O, (deg) optical-model parameters for the elastic scattering and, in

turn, for the transfer reactions was derived using the same

_ FIG. 11. Fit of the measured tfa“Sfer reaction angular Q'smbu'methods described in Sec. VI. Therefore, a 100% correlation
tions. The dashed lines were obtained from DWBA calculations forf th tainties in the DWBA calculati dopted
the individual proton orbital angular momentum transfers. They or the uncertainties in the caicuiations was adopted.

were summed to obtain the total predicted angular distributioné detailed f’iCCOUHt of the un(_:ertalntles "; each exp_enment IS
(solid), normalized to the total cross sections inferred from theprese'ﬂ't('}d in Table II. Including the 100% correlation in the

Q-value fits in Fig. 10. All curves have been corrected for finite OPtical-model calculations into the averaging process, we ob-
tain weighted average values 6ﬁ3l2= 0.388+0.039 fm?!
and S;,(0)=17.3+1.8 eVh. Figure 12 presents a chrono-

dicted deviation over the angular range for which we havdodical compilation of reported value fd,70), including

good statistics is approximately 20%. If we fit our measuredI'éCt reactions, Coulomb dissociations, and ANC methods.

angular distribution with the coupled-channels prediction,AS can be seenin this figure, our result &r(0) is in g0+04d

the extracted Be+ p— B ANC's change by 3.5%. Further, 2dreement with the current adopted valueSef(0) =195

reducing one of the spectroscopic amplitudes by a factor of Y P [12]. Furthermore, it is consistent with the most re-

yield ANC'’s from the coupled-channels prediction that agreec€ntly reported values @;(0) from both direct reactiofv]

with the DWBA results to within 0.5%. From this, we con- and Coulomb dissociatiofl5] experiments.

clude that the impact of multistep effects on the measured 30 ff— :

ANC's is small. We have included a 3% contribution to the } 1
f

angular resolution.

uncertainties to account for this effect. A more detailed in-
vestigation of coupled-channel effects, including channel 25
coupling in the 'Be —B system and a full study of
N("Be BB)*3C, will be the subject of a future publication.

T
Parker
Kavanagh

o
> [ 3 “ 1
The relation between ANC’s and cross sections, i.e., Eq. £ 5 [ e _ ET14 E{ {§ 2
(12) and its equivalent equation fdfN, can be usedtoex- & [|. Ig" g 'QT g{ig IT 2T
tract the ANC'’s for ®B. However, individual contributions w: . 3 15 1E g Is H 51
from thep,, andpy, orbitals in the ground state &8 could 5[ 2 EI - £
not be disentangled to determine the AKII(@UZ. Therefore, e E
microscopic calculations were employed to determine the ra- I <
tio 01231/2/01233/2 to be 0.157/37), resulting inCssl2 values for 10 b betyy ! L]
the "Be+ p— 8B reaction of 0.416:0.055 fm * and 0.379 EEELEEER B 8 g
+0.042 fmi'! for the B and N targets, respectively.
Equation(1) was then applied using these ANC’s to obtain Year
%7(9): 5138-‘5: 25eV blgngslv(g)j?}6-9i 1.9 eVb for the FIG. 12. Time-line compilation of experimental results reported
“B('Be,”B)"Be and “'N('Be,"B)™"C reactions, respec- for 5 ,(0) identified using first author's names in chronological
tively. order: Kavanagh38], Parker[2], KavanagH3], Vaughn[4], Filip-

In order to obtain a weighted average of the two values opone[5], Motobayashi[13], Kikuchi [14], Hammachg6], lwasa
S;7(0) reported above, a detailed consideration of all degreed 5], Azhari[21,22), Hass[7], and present result. The shaded re-
of correlation within the uncertainties of the two values wasgion represents the current adopted rangeSie(0) [12].
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VIIl. CONCLUSIONS The ANC for the C+ p—“N reaction has been mea-
sured in a recent study and folded with a previous measure-
ment to obtain a weighted averaf@3]. Incorporating this
result into the analysis of thé*N(’Be 2B)*C reaction re-
sulted in an increase of 1.8% in the measured valug €0)

The asymptotic normalization coefficient for the virtual
transition ‘Be+ p— B was measured from the proton trans-
fer reactions'°B(’Be 2B)°Be and**N(’Be,®B)**C and used

to extract the astrophysic&h(0) factor in previous publi- and a reduction of its uncertainty. This new result, along

cations [21'2.2' These results were _reanalyze_d n I|ght_of with the reduction in uncertainty from the DWBA calcula-
recent experimental results and refinements in the optmak—

model analysis and DWBA calculations. tlr?en EZ‘NVE/?E;Z éré():llusge:ie;zti%?]talsﬂ(O): 16.951.9 eV for
In the original analysis of théB(’Be2B)°Be reaction, ’ )

. : : An analysis of correlations in the uncertainties due to the
the choice of optlcal-modgl potentials used to ca_lculate th(TZ)WBA analysis was performed in order to obtain a weighted
ANC for the capture reactiofiBe+p— 1B was obtained by

. , . . average for the two values & -(0) presented above. Incor-
Z‘e\gﬁ'gg:ﬁfwzgeﬁ\?ﬁzg'o:ﬁv(v)i\éeg’ottgff@%?%gohgsmf)'rnece porating the 100% correlation within the DWBA uncertain-
in-depth analysis of uncertainties due to DWBA calculationstIeS into the weighted average givBg(0)=17.3-1.8 eVb.

allowed a reduction in this uncertainty. Incorporating these
new findings into the calculations for th€B(’Be,’B)°Be
reaction yields a new value &;;(0)=18.4+2.5 eV b. This We acknowledge Professor I. J. Thompson for his valu-
corresponds to a 3.4% increase in the value ofStiactor,  able help with runningFRESCO This work was supported in
while the uncertainty has been reduced from 15.7% tmart by the U.S. Department of Energy under Grant No. DE-
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