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ABSTRACT 

Oxidation Kinetics of Pure and Blended Methyl Octanoate/n-Nonane/Methylcyclohexane:  

Measurements and Modeling of OH*/CH* Chemiluminescence,  

Ignition Delay Times and Laminar Flame Speeds. (May 2012) 

Brandon Michael Rotavera, B.S., University of Central Florida; M.S., Texas A&M University 

Chair of Advisory Committee: Dr. Eric L. Petersen 

 

The focus of the present work is on the empirical characterization and modeling of ignition trends of 

ternary blends of three distinct hydrocarbon classes, namely a methyl ester (C9H18O2), a linear alkane (n-

C9H20), and a cycloalkane (MCH). Numerous surrogate biofuel formulations have been proposed in the 

literature, yet specific blending of these species has not been studied. Moreover, the effects of blending 

biofuel compounds with conventional hydrocarbons are not widely studied and a further point is the lack 

of studies paying specific attention to the effects of fuel variation within a given blended biofuel. To this 

end, a statistical Design of Experiments L9 array, comprised of 4 parameters (%MO, %MCH, pressure, 

and equivalence ratio) with 3 levels of variation, constructed in order to systematically study the effects of 

relative fuel concentrations within the ternary blend enabled variations in fuel concentration for methyl 

octanoate and MCH of 10% – 30% and 20% – 40%, respectively. Variation in pressure of 1 atm, 5 atm, 

and 10 atm and in equivalence ratio of 0.5, 1.0, and 2.0 were used, respectively. The fuel-volume 

percentage of n-nonane varied from 30% – 70%. In total, 10 ternary blends were studied. 

 

Ignition delay times for the ternary blends and for the three constituents were obtained by monitoring 

excited-state OH or CH transitions, A2+  X2 or A2  X2, respectively, behind reflected shock 

waves using a heated shock tube facility. Dilute conditions of 99% Ar (vol.) were maintained in all shock 

tube experiments with the exception of a separate series of n-nonane and MCH experiments under 

stoichiometric conditions which used 4% oxygen (corresponding to ~ 95% Ar dilution). Temperatures 

behind reflected shock waves were varied over the range 1243 < T (K) < 1672. From over 450 shock tube 

experiments, empirical ignition delay time correlations were constructed for all three pure fuels and a 
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master correlation equation for the blended fuels. Ignition experiments conducted on the pure fuels at 1.5 

atm indicated the following ignition delay time order, from shortest to longest: methyl octanoate < n-

nonane < MCH. With increased pressure to 10 atm (nominal) the order remained, in general, consistent. 

Under fuel-lean conditions, ignition trends between methyl octanoate and n-nonane exhibited overlap at 

temperatures below 1350 K, below which the trends diverged with methyl octanoate having shorter 

ignition delay times. Similar behavior was observed under fuel-rich conditions, yet with the overlap 

occurring above 1450 K. Stoichiometric ignition trends did not display overlapping behavior under either 

1.5 atm or 10 atm pressure. Laminar flame speed measurements were performed at 1 atm and an initial 

temperature of 443 K on the pure fuel constituents. Additional flame speed measurements of MCH were 

conducted at 403 K to compare with literature values and were shown to agree strongly with experiments 

conducted in a constant-volume apparatus. The experiments conducted herein, for the first time, measure 

laminar flame speeds methyl octanoate.  

 

A detailed chemical kinetics mechanism was compiled from three independent, well-validated models for 

the constituent fuels, where the sub-mechanisms for methyl octanoate and MCH were extracted for 

integration into a base n-nonane model. The compiled mechanism in the present study (4785 reactions and 

1082 species) enables modeling of oxidation processes of the ternary fuel blends of interest. Calculations 

were performed using the compiled model relative to the base models to assess the impact of utilizing 

different base chemistry sets. In general, results were reproduced well relative to base models for both n-

nonane and MCH, however results for methyl octanoate from both the compiled model and the base model 

are in disagreement with the results measured herein. Ignition delay times of the fuel blends are well-

predicted for several conditions, specifically for blends at lean/high-pressure and stoichiometric/high-

pressure conditions, however are not accurately modeled at fuel-rich, high-pressure conditions. 
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NOMENCLATURE 

Abbreviations  Definition      

FT Fischer-Tropsch 

FWHM Full-Width Half-Maximum 

HC Hydrocarbon 

H/C  Hydrogen-to-Carbon Ratio 

ISW Incident Shock Wave 

L/D Length-to-Diameter Ratio 

LVP Low Vapor Pressure 

NTC Negative Temperature Coefficient 

RSW  Reflected Shock Wave 

STP (101325 Pa, 295 K) 

UHP Ultra High Purity (> 99.999%) 

UV Ultraviolet 

VIS Visible 

  

Symbols Definition    Units 

A Arrhenius Pre-Exponential,   

 Frequency Factor 

a Local Acoustic Speed   m/s 

c Speed of Light (in Vacuum)  m/s (2.998·108 m/s) 

cP Constant-Pressure Specific Heat  J/kg·K, kJ/kg·K 

cV Constant-Volume Specific Heat  J/kg·K, kJ/kg·K 

d Diameter    m, cm, mm, m 

h Planck Constant    J·s (6.626 · 10–34 J·s) 

M Mach Number    (Dimensionless) 

MW Molecular Weight   kg/kmol 

n Arrhenius Non-Linearity Factor  (Dimensionless)  

P Pressure     torr, Pa, atm 

Ru Universal Gas Constant   J/mol·K, kJ/kmol·K 

s Entropy     J/kg·K, kJ/kg·K 

T Temperature    K 

V Velocity     m/s, m/ms 

y Mole Fraction    (Dimensionless) 
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Greek Symbols 

 Change (Final – Initial)    (Dimensionless)

 Specific Heat Ratio (cP /cV)  (Dimensionless) 

 Wavelength     nm 

 Frequency    s–1  

 Density     kg/m3 

Ignition Ignition Delay Time    s  

 

Subscripts Definition 

1 Initial State within Low-Pressure Section of Shock Tube  

2 Conditions within Incident Shock Wave 

3 Conditions within Expansion Fan 

4 Initial State within High-Pressure Section of Shock Tube 

5 Conditions behind Reflected Shock Wave 

 Free-Stream Condition 

R Reflected 
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1. INTRODUCTION 

Increasing global population and rising economies place heavy demands on requirements for power 

generation from non-renewable energy resources such as fuels produced from crude oil. The impetus for 

the use of distillate hydrocarbons from crude oil is due largely to the lower cost associated with such fuels 

as compared to other energy sources, including fuel cells, compressed natural gas, and hydrogen; the latter 

also possessing an inherent, large-scale infrastructure requirement which adversely contributes to the 

production economics. Further, coupled with economic growth in developing countries is the demand for 

powered transportation which leads to the immediate need for petroleum-based hydrocarbon fuels, the 

finite sources of which are depleting.  

 

Transportation fuels derived from imported oil such as gasoline, diesel, and aviation fuels constitute a 

significant amount of the energy needs in the United States and combustion research serves to develop 

new means by which alternative transportation fuels can be tested, modeled, and developed in an attempt 

to palliate the consumption of fuels distilled from imported crude oil. One such method is the development 

of bio-derived fuels, including biodiesel, bio-alcohols and others which incorporate a percentage of 

renewable fuel derived from biomass sources. These fuels will be used in conjunction, as supplements, 

with petroleum-based transportation fuels currently in use (e.g. gasoline, diesel fuels). The key, then, to 

developing fuels which help address the needs of higher fuel efficiency, in terms of energy generation 

within the combustion chamber of an engine, and a low-impact net carbon cycle lies in the understanding 

of the chemical interplay between fuels produced from biological sources and fuels produced from 

conventional sources, namely crude oil. Corresponding to these needs, the emphasis of the present work 

revolves around the immediate demand for fundamental combustion measurements of topical, bio-derived 

fuels.  

 

 

____________ 

This dissertation follows the style of Combustion and Flame. 
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1.1 The role and impact of biofuels 

Viable, long-term transportation fuel solutions to satisfy the growing energy needs of the United States 

must make use of an integrated approach which utilizes existing fuels, namely gasoline, diesel, and jet 

fuels, in conjunction with fuels derived from biological sources (biomass, algae, endophytes…) that are 

not intrusive on natural resources intended for human consumption. The impetus for the use of biofuels, 

such as ethanol, stems largely from the desire to reduce foreign-oil dependence and the interest in 

offsetting anthropogenic pollutants and greenhouse gas emissions. Issues related to biofuel sustainability, 

economic and sociological impacts have been the subject of several books [1 – 8]. One issue related to 

present biofuels is the high production cost; corn-based ethanol, without government subsidies, is not 

economically feasible [9, 10]. Thus, there is a strong need for an economical and compatible biofuel 

source. While there are many aspects required to fully assess the viability of a bio-derived fuel, 

concomitant with this need is a research program designed to assess the chemical influence of a given bio-

derived fuel blended with gasoline and/or diesel with respect to processes such as ignition and pollutant 

formation. 

 

Transportation fuels consume a significant amount of world energy needs, and research has aimed at 

methods of developing new means by which transportation fuels can be developed to mitigate the 

consumption of crude oil. One such method is the development of bio-derived fuels, including bio-diesel, 

bio-alcohol and others. There is a need for understanding the fundamental chemistry and combustion 

properties of fuels which are being tapped as replacements or supplements to current petroleum-based 

fuels. This need is enhanced by the desire to reduce or eliminate the toll taken on agriculture to produce 

fuels for transportation. Therefore, the goal of the present work is to compile a chemical kinetics model for 

a ternary fuel blend to study the chemical interactions of the three fuels which are representative of those 

found in bio-fuel and petroleum-based fuels in terms of both fundamental chemical kinetics and practical 

combustion phenomena. The tasks which are undertaken to achieve this goal include making fundamental 

measurements of species time histories and practical measurements of ignition delay times and laminar 

flame speeds at known thermodynamic conditions. The results are then compared to model predictions 
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from the compiled model which provides insight into reaction pathways, rates of production, and time 

histories of important reaction intermediates.  

 

As of 2009, light-duty vehicles (cars and light trucks) account for nearly 50% of total petroleum 

consumption, over 2 billion barrels annually. Accordingly, addressing the fuel needs of such vehicles 

through improvements in combustion processes and production of alternative fuel sources could 

dramatically reduce the amount of oil consumed by this sector. Recently, the current Administration 

announced an agreement (within the National Vehicle Program) with thirteen major automakers, who 

supply 90% of the automobile market in the United States, to produce vehicles with increased fuel 

economy of 54.5 miles per gallon (mpg) for cars and light-duty trucks by Model Year 2025 [11]. In 

addition to improvements in thermal and mechanical engine efficiencies, fuel chemistry plays a significant 

role towards both increased fuel economy and in the reduction of carbon dioxide and pollutant emissions. 

Correspondingly, in the interest of favorable economics associated with conventional fuels and current 

interests in bio-derived fuels, measurements on the effects of blending bio-derived fuels with gasoline, 

diesel, and jet fuel components are imperative for predictive simulation of clean combustion engines that 

can meet rising fuel economy standards and reduce net greenhouse emissions. 

 

The Fuel Economy Standards program set forth by the current Administration in agreement with industrial 

automaker partners was designed foremost as a bold initiative to reduce the dependence of the United 

States economy on foreign oil and, by extension, increase national security. Fuel efficiency standards, 

prior to the program recently put in place by the Administration, remained stagnant since the mid 1980’s 

with requirements hovering near 28 mpg for passenger cars and near 20 mpg for light trucks [11]. Due to 

its ambitious design, the progress Fuel Economy Standards initiative set forth will receive significant 

national attention, and bio-derived fuels will undoubtedly be instrumental in reaching the engine standards 

on emissions and fuel consumption.  
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Dependence on foreign oil remains a prominent, nationally important issue, the solution to which provides 

increased economic strength, increased national security from a reduced reliance on foreign nations whose 

primary export is crude oil, and lasting technological developments. Stemming from advances in biofuel 

formulation and advanced fuel-flexible engines, there is an immediate need for understanding the interplay 

chemistry among bio-derived fuel molecules and traditional petroleum-based hydrocarbon fuels such as 

higher-order normal, branched, and cyclic alkanes and aromatics. National security is inextricably tied to 

the reliance on and importing of foreign crude oil. Instigated by unrest in some OPEC nations and the 

Middle East, which collectively produce of over 70% of the crude oil imported into the United States [12], 

significant interest in increased energy independence has spurred drastic improvements in fuel efficiency 

and coupled reduction in total petroleum consumption. Required from the standpoint of combustion 

chemistry to meet the high fuel-efficiency standards recently set forth by the Administration is a detailed 

knowledgebase of fuels that can be used to supplement or completely replace crude oil distillate fuels (i.e. 

biofuels). Combustion experiments on biofuels are therefore required to establish such a valuable 

database. 

 

To develop and improve fuel-flexible internal combustion engines, engine designers make use of 

chemistry models which simulate chemical reactions within a specified set of engine conditions 

(temperature, pressure, compression time…) to predict the type and quantity of products yielded from the 

combustion process and properties such as ignition delay times. Chemical kinetics models combine 

quantitative information on elementary reactions of a wide range of molecules involved in the combustion 

process. Presently, models exist for a large number petroleum-based fuels commonly found as constituents 

within gasoline, diesel, or aviation fuels, such as higher-order n-alkanes [13 – 21], iso-octane [22, 23], and 

methylcyclohexane [24, 25], representing linear alkanes, branched alkanes, and cycloalkanes, respectively. 

  

A large number of chemical kinetics models and computational studies also exist for oxygenated fuels and 

fuels derived from biological sources [26 – 43], owing to an increase in available experimental data on 

such fuels. Despite significant advances in detailed modeling of fuel chemistry for conventional fuels and 
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of alternative fuels, there remains a strong and persistent need for fundamental data as to the effects of 

blending. Requisite for accurate modeling of fuel chemistry under practical engine conditions is a wide 

range of measured combustion data including species profiles, autoignition behavior, pollutant species, 

and mechanisms of pollutant formation. Autoignition behavior (ignition delay times, ignition activation 

energy…) provides an important, global metric for detailed mechanism development. Therefore, the 

principal focus of the work is the development of a broad and coordinated series of ignition delay time 

measurements on biofuel compounds blended with conventional, petroleum-based fuels. A supporting 

objective was the compilation of a detailed chemical kinetics mechanism capable of modeling ignition 

trends of blended biofuel.  

 

1.2 Scope of present work 

There is a necessity for understanding the fundamental chemistry and combustion properties of fuels 

which are being tapped as replacements and/or supplements to current petroleum-based fuels. This need is 

immediately coupled to the requirement of blending effects of biologically derived fuels with conventional 

hydrocarbons. The interest in biofuels is enhanced by the desire to reduce or eliminate the toll taken on 

agriculture to produce fuels for transportation (e.g. ethanol, soy-based diesel) and increase the energy 

independence of the United States. Therefore, efforts are needed to provide vital fundamental combustion 

data needed to model biofuel combustion in advanced, high-fuel-efficiency engines within the United 

States in the interest of energy security and independence. The present effort aims to characterize blended 

biofuel combustion with respect to ignition behavior of 10 ternary blends and the three constituent fuels 

which comprise the blends and represents a first step beyond simple blending towards assessing the impact 

of hydrocarbon class variation on combustion phenomena.  

 

The understanding of biofuel combustion by studying blending effects in detail is essential because 

practical utilization of biofuels will almost always be as a blend with petroleum distillate fuels. Although 

alternative and petroleum-based fuels have been studied individually, the behavior of biofuel blends 

cannot be captured simply through combination of the pure-fuel combustion behaviors. Therefore, 
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measurements of blended biofuel combustion are needed. Furthermore, a chemical kinetics model capable 

of describing blending effects on ignition behavior is necessary for engine designers to include biofuels in 

the development of next-generation, fuel-flexible engines.  

 

To date, shock-tube experiments have involved only single-component studies of the species of interest in 

the current work. The measurements and modeling herein focused on blending effects of higher-order 

linear alkanes with cycloalkanes and a methyl ester, measured for the first time under shock-tube 

conditions. Oxidation of the constituent species and of ternary blends of a methyl ester (methyl octanoate, 

C9H18O2), a normal alkane (n-nonane, n-C9H20), and a branched cycloalkane (methylcyclohexane, 

MCH/C7H14) were studied herein using shock tubes primarily, with supporting measurements for the 

constituent species from a laminar flame-speed device where, respectively, species time histories and 

laminar burning velocities were measured. In total, 10 compositions of blends were studied. A statistical 

approach was taken to design the series of experiments to cover the range of fuel variation of interest. 

Specifically, the study employed an L9 array to elucidate the effects of variation of two of the three fuels 

and on pressure an equivalence ratio on the aforementioned combustion phenomena. The relative 

proportion (volume fraction) of the conventional fuel constituents was varied in accordance with 

established parameters for common transportation fuels [44 – 46] including jet fuel and diesel fuel which 

are made up of hundreds of hydrocarbon species.  

 

The primary focus of the present work was strictly to study the effect of relative concentrations of higher-

order hydrocarbon species with three distinct bond structures (Fig. 1.1) to gain insight into the effects of 

blending on ignition chemistry and radical production/consumption pathways over varying 

thermodynamic conditions, rather than the proposition of a particular surrogate fuel or class of fuel blends 

for practical use. Noting that the typical composition of transportation fuels used in either aviation or 

internal combustion engines consists only of hydrocarbons (i.e. no oxygenated species), the presence of 

the methyl ester in the blends was intended to replicate a type of biofuel with the potential for use in 

transportation applications. Specifically, integration of the species allowed for determination of the effects 
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of such an oxygenated fuel with respect to ignition of the ternary blend (methyl ester/n-

alkane/cycloalkane).         

  

 

Fig. 1.1. Bond structure of methyl octanoate, n-nonane, and methylcyclohexane molecules. 

 

 

The present work can be categorized as serving four primary purposes:  

(1) Extend the range of experimental data on neat n-nonane and methylcyclohexane combustion 

(2) Present the first fundamental shock-tube ignition measurements of neat methyl octanoate combustion  

(3) Present the first laminar flame speed measurements of methyl octanoate 

(4) Report the first shock-tube data from experiments on ternary blends of three distinct hydrocarbon 

classes using relative variation in the constituents using an efficient, statistical approach 

(5) Compilation of a first-generation chemical kinetics mechanism for modeling of blending effects, based 

on existing chemical kinetics mechanisms in the literature 

 

Largely due to the high volumetric percentage (40% – 60%) of higher-order normal alkanes in 

transportation fuels relative to more-complex fuel molecules, a relatively larger amount of experimental 

combustion data are available for this hydrocarbon class. It is generally accepted in the literature [47] that 

ignition delay times of higher-order n-alkanes above C7 are similar at high temperatures. Therefore, for 

purposes of ignition delay time modeling, n-nonane is a suitable species to represent the linear alkane class 

and has received experimental and modeling attention on this parameter by the author [16, 48] and by 

Davidson et al. [49]. Cyclic alkanes are also abundant in diesel and aviation fuels, ranging from 20% – 

50% by volume, and species such as cyclohexane, methyl- and ethyl-cyclohexane have been the focus of 
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several experimental and complementary modeling studies [50 – 62]. Within this class, 

methylcyclohexane (MCH) has been paid significant attention as a representative in surrogate fuel 

modeling. Saturated methyl esters (R−C(=O)−OCH3) are of interest as a biofuel supplement to petroleum-

based transportation fuels, and combustion measurements of higher-order species using engines [63, 64], 

diffusion flames [65, 66], shock tubes [67, 68], microgravity droplet-ignition [69], and jet-stirred reactors 

[36, 41, 42, 70] are reported in the literature. Methyl decanoate (C11H22O2) has been the primary 

representative for the methyl ester class [65 – 68, 70], however methyl octanoate serves the same role for 

purposes of ignition delay time measurements and involves fewer species and reactions to include in 

modeling of the chemical kinetics.  

 

Experimental and modeling studies have been conducted on surrogates for respective hydrocarbon classes, 

yet the chemical interplay of non-traditional species, such as methyl esters, with conventional fuels, such 

as linear alkanes, iso-alkanes, aromatics, and cycloalkanes, has yet to be studied in detail with respect to 

blending effects. The understanding of biofuel combustion by studying blending effects in detail is 

essential because practical utilization of biofuels will almost always be as a blend with petroleum distillate 

fuels. Although alternative and petroleum-based fuels have been studied individually, the behavior of 

biofuel blends cannot be captured simply through combination of the pure-fuel combustion behaviors. 

Therefore, measurements of blended biofuel combustion are needed. Furthermore, chemical kinetics 

models capable of describing blending effects on ignition behavior are necessary for engine designers to 

include biofuels in the development of next-generation, fuel-flexible engines. 

 

Discussed in the present work are the experimental and modeling approaches undertaken to characterize 

ignition behavior of blended biofuel components. Results of ignition delay times and OH* time histories 

are the primary focus, with supporting measurements of laminar flame speed of the fuel constituents also 

being discussed. Ignition delay time correlations are presented for each species and for 10 ternary blends. 

The chosen blends use concentrations of 5% and 30% (vol.) of the methyl ester, which slightly extend the 

limits of addition to diesel fuel as discussed by Alptekin and Çanakçi [71] where concentrations up to 20% 
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were found not to compromise properties such as density and viscosity. A chemical kinetics mechanism, 

based on the n-nonane mechanism of Rotavera et al. [48], was compiled for modeling of species time 

histories, ignition delay times, and reaction kinetics of the ternary fuel blends. The experiments undertaken 

and model compiled herein are of the first kind for methyl ester/linear alkane/cycloalkane blends. 

 

Section 2 provides relevant literature for biofuels in general and in greater detail, a discussion on 

experimental and modeling studies performed on the pure fuel species. Section 3 discusses in significant 

detail the experimental approach employed in shock-tube and laminar flame speed experiments conducted. 

Section 4 provides details on the construction of the chemical kinetics model and specifics on the variety 

of chemistry modeling tools employed for analysis of blending effects. Sections 5, 6, and 7 focus on shock 

tube results from experiments on the fuel constituents, methyl octanoate, n-nonane, and MCH, 

respectively. Section 8 provides the experimental shock-tube results of the ternary fuel blends with 

supporting model calculations on blending effects. Section 9 discusses experimental trends observed in the 

blended studies using an empirical ignition delay time correlation calculated from the blended fuel ignition 

experiments. Section 10 presents the laminar flame speed measurements obtained for the pure fuel 

constituents. Results of the present work are summarized and recommendations for further study towards 

blended biofuel combustion in Section 11.  
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2. BACKGROUND 

Biofuels serve as supplements to offset the use of petroleum-based transportation fuels such as gasoline, 

diesel, and aviation fuels. The oxygenated fuel compounds present in biofuels are derived from a variety 

of sources, including agricultural crops (corn, sugar cane), vegetable oil, and tallow, among others, and 

intended to both mitigate the consumption of non-renewable resources (i.e. crude oil) and decrease 

combustion pollutants including soot and NOx. Commercial use of biofuels is likely to rely on an 

integrated solution encompassing blending of a wide range of conventional hydrocarbon classes (linear 

alkanes, branched alkanes, cycloalkanes, aromatics) with oxygenated hydrocarbons (esters, ethers, 

alcohols) due to favorable economics with respect to infrastructure and production requirements of 

conventional fuels relative to biologically derived fuels.  

 

Ignition properties of a blended fuel cannot be reproduced using linear blending rules. Several surrogate 

formulations have been used to study biofuel ignition and oxidation, however studies focusing on blended 

biofuel combustion reported in the literature are limited in number. To an even lesser degree, the effects of 

relative variation in hydrocarbon classes contained in a given biofuel surrogate of interest has not been 

well-studied in general, and for some species not at all. The sections below provide the relevant 

background of blended biofuel studies (Section 2.1), and literature reviews for combustion studies 

involving the fuel constituents of interest in the present work, namely methyl octanoate (Section 2.2), n-

nonane (Section 2.3), and MCH (Section 2.4). 

 

2.1 Studies on biofuel components and surrogates for transportation fuel 

Surrogate fuels are comprised of a specified composition which is formulated to replicate the combustion 

properties of a more complex fuel with the intent of enabling more facile chemical kinetics modeling. In 

addition, since each parent fuel molecule has numerous decomposition and reaction pathways, modeling 

of a fuel blend comprised of only a few components, compared to several hundred, reduces the overall 

mechanism size from the smaller amount of additional species and requisite sub-mechanisms.  
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The benefit of a reduced mechanism is the reduction in computational demands when complex reacting 

flows are modeled using both fluid mechanics (i.e. the Navier-Stokes equations) and chemical kinetics. 

Solutions to each of these equation sets are independently demanding and, due to present computational 

limits, a balance-point is sought after wherein one of the mechanisms (fluid mechanics or chemistry) is 

reduced to capture global phenomena rather than detailed processes (e.g. vortices in the case of fluid 

mechanics, or short-lived radical species chemistry in the case of chemical kinetics). While detailed 

chemistry is important from the perspective of fundamental science for proper analysis of reaction 

pathways, nascent soot chemistry, and other important processes, reduced chemistry models are often used 

when coupled with a complex fluid flow environment such as high-speed flow through a combustor or the 

control volume of an internal combustion engine.  

 

Prior to reducing chemical kinetics mechanisms, detailed chemistry is in fact required. To this end, out of 

interest in the development of petroleum-based fuel replacements, chemical kinetics modeling has been 

devoted to the area of surrogate fuel modeling, the modeling of single- or multi-component fuels 

chemically and/or physically representative of more complex fuels. Motivated in part by reducing foreign 

oil consumption, due to the restrictions imposed on the operation of jet engines such as stringent 

requirements on power production, energy density of the fuel, mass density, and cooling requirements, 

numerous efforts have been dedicated towards developing jet fuel surrogates [72 – 77]. Considering the 

length of time biofuels have received experimental interest, while individual biofuel components have 

received some modeling treatment, only recently have chemical kinetics models that describe blended 

biofuel combustion become more prevalent (Table 2.1). No studies on blended biofuel oxidation have 

included either cycloalkanes or iso-alkanes. 
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Table 2.1. Volume percentages of hydrocarbon classes utilized as representative formulations of biofuel 
surrogates. Numerical designations of 1 and 2 are assigned to experimental and modeling studies, 
respectively. No studies on blended biofuel oxidation have included either cycloalkanes or iso-alkanes. 

n-Alkane Aromatic Distillate Methyl Ester Alcohol Reference 

74/26 - - - - 1/2: [26] 

74 - - 26 - 1/2: [26] 

49 21 - 30 - 1/2: [27] 

50 - - 50 - 2: [28] 

- - Diesel ≤ 50 - 1: [78] 

80/50 - - - 20/50 1/2: [29] 

92/80/50/45 - - - 8/20/50/55 1/2: [41] 

50 - - 25/25 - 2: [30] 

 

 

2.2 Literature review of combustion studies involving methyl octanoate, n-nonane, and 

methylcyclohexane 

Literature reviews of the three constituent fuels comprising ternary fuel blends in the current study are 

provided in the sections below, including both experimental and modeling studies. While ignition delay 

time measurements for n-nonane and MCH are summarized from the literature, measurements for methyl 

octanoate are reported for the first time in the present work. MCH has received the most experimental and 

modeling work, followed by n-nonane and methyl octanoate.  

 

2.2.1 Methyl octanoate 

Due partly to the oxygen present in the molecule and to the numerous production sources (biomass, 

vegetable oils, tallow) methyl esters have been widely studied as a biofuel [34 – 39, 43, 66, 79 – 81]. 

Several low- to intermediate-temperature experimental and modeling studies on methyl esters have been 

performed [37 – 39]. The comparative reactivity over the temperature range 650 < T (K) < 850 of 

common-carbon-number methyl esters and n-alkanes was studied from 4- to 20-bar using a rapid 
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compression machine, where the carbon numbers ranged from C5 to C8: methyl butanoate (C5H10O2), 

methyl pentanoate (C6H12O2), methyl hexanoate (C7H14O2), and methyl heptanoate (C8H16O2) [37]. It was 

observed that the negative-temperature coefficient (NTC) region for methyl esters manifested at a lower 

temperature than that typical of linear alkanes.  

 

Experimental data on higher-molecular-weight saturated methyl esters approaching those found in 

biological sources have more recently been reported, particularly from jet-stirred reactor [38, 42, 70] and 

diffusion-flame experiments [65, 66, 82]. Ignition delay time experiments using a rapid-compression 

machine (RCM) have also been performed [37]. Higher-order saturated methyl esters ranging from C7 to 

C10 have been the subject of recent experiments, and several chemical kinetics models for these species 

have been developed [39, 83 – 85]. Automatic mechanism generation has been implemented to produce 

detailed chemical kinetics mechanisms for methyl hexanoate, methyl heptanoate, and methyl decanoate 

(C11H22O2) [38] and extension to C19H38O2 [39] where C13, C15, and C17 methyl esters were included. In 

both studies, oxidation chemistry near 1 bar pressure is presented with each using temperature-dependent 

species concentration profiles produced from jet-stirred reactor experiments as validation data; 

temperature is limited to approximately 1100 K. 

 

Fuel properties (e.g. density, viscosity, pour point, distillation temperature, flash point) of diesel fuel were 

characterized as a function of methyl ester concentration (2% – 75% by vol.) using commercially 

available, plant-derived oils [71]. Transesterification using methanol (H3COH) and potassium hydroxide 

(KOH) as a catalyst was employed to produce methyl esters from five different plant-derived oils which 

were blended with two types of diesel fuel: Shell Extra Diesel and Normal Diesel. Neither the atomic 

composition nor the molecular structure of the methyl esters used in the study was specified. Detailed 

analysis of pure- and blended-fuel properties resulted in an important blending rule for maintenance of 

diesel fuel properties. It was proposed that the consistency in diesel fuel properties were retained for up to 

20% methyl ester addition by volume.  
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Battin-Leclerc performed a thorough analysis on elementary reactions involving ethers, esters, and other 

fuel species utilized in biofuel surrogates [86] and, more recently, has composed a seminal review 

concerning chemical kinetics modeling of biofuel combustion [87]. Biet et al. reported computational 

findings using automatic mechanism generation (EXGAS) in which saturated methyl esters above methyl 

octanoate (C9:0) show strong similarity with respect to both low- and intermediate-temperature reactivity 

and ignition behavior above 1000 K [84]. Therefore, using this assessment, methyl octanoate can be used 

as a representative for the higher-order methyl ester species common to biological oils, tallow, and other 

biofuel sources, while placing a ceiling on the number of species and reactions requisite for a detailed 

mechanism. 

 

In the interest of arriving at a methyl ester which appropriately represents the ester function and overall 

reactivity of larger methyl esters (e.g. methyl palmitate, C17H34O2; methyl stearate, C19H38O2) which are 

principal components of vegetable and other heavy bio-derived oils, smaller methyl esters have received 

experimental and modeling attention [40 – 42, 64, 65]. The interest in smaller methyl esters arises 

primarily out of the effort to minimize or limit the number of species and reactions present in a chemical 

kinetics mechanism and also in part due to the associated difficulty in studying gas-phase reactions of 

methyl esters due to extremely low room-temperature vapor pressures; vapor pressures of C17H34O2 and 

C19H38O2 are ~ 1 mtorr at 20 °C. Herbinet et al. have performed low-temperature jet-stirred reactor 

experiments and complementary modeling of temperature-dependent species concentration profiles from 

C11 to C19 methyl esters [39]. Fundamental high-temperature chemical kinetics measurements on high-

carbon-number methyl esters (> ca. C11) using shock tubes, which complement low-temperature data and 

modeling, require special consideration due to the imposed vapor pressure constraints and are therefore 

not found in the literature for methyl esters above C11 (methyl decanoate) [65], with the exception of 

methyl dodecanoate droplet ignition work in a microgravity chamber by Marchese et al. [69]. Opposed-

flow flame and flow reactor experiments have however been performed on methyl decanoate at high 

temperatures [40, 65, 66] and HCCI engine tests were performed using n-heptane, methyl decanoate, and 

dimethyl ether (H3COCH3) [64].  
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Shock-tube studies on methyl esters have been performed on lower-molecular weight esters [79, 81, 88], 

yet data on species with carbon number greater than 9 are relatively scarce. Methyl octanoate (other names 

include: caprylic acid /octanoic acid /methyl caprylate) is a methyl ester with a high molecular weight yet 

a manageable vapor pressure (~ 0.3 torr, 20 °C; ~ 12.6 torr, 80 °C) and could serve as a balance-point 

between larger methyl esters where both low- and high-temperature studies may be performed using 

multiple facilities due to the similarity of methyl esters for alkyl chains larger than C7. Jet-stirred reactor 

experiments have been performed on blends of methyl octanoate with bio-butanol [36] and ethanol [41] 

over a wide range of conditions of equivalence ratio ( = 0.5 – 2.0), temperature (560 – 1190 K), and 

pressure (1, 10 bar), the results from which led to the development of a chemical kinetics model describing 

radical intermediate production and oxidation products. Mole fractions from the oxidation of pure methyl 

octanoate in air at 1 atm were measured for fuel-lean and fuel-rich equivalence ratios from 800 K to 1350 

K using an opposed-flow diffusion flame apparatus and a jet-stirred reactor wherein species profiles were 

reported as a function of temperature and distance from the fuel port [42]. Pyrolysis and oxidation 

experiments on methyl octanoate have recently been the subject of experimental treatment with regards to 

NO formation [31, 32]. Using an extraction technique, stable species formed from reactions occurring 

behind reflected shock waves were removed from the shock tube and analyzed offline using thermal 

conductivity and flame-ionization detection in conjunction with gas-chromatography. A wide range of 

equivalence ratios and temperatures were covered, and high experimental pressures were used (27 atm – 

52 atm) from which detailed analysis of reaction pathways [31], model structure and rate parameters [32] 

was given. Ignition delay times from methyl decanoate combustion in air near 15 atm have recently been 

reported [67]. 

 

2.2.2 n-Nonane 

Fundamental chemistry measurements of higher-order n-alkanes are a necessity in developing adaptive 

chemical kinetics models which benefit from comprehensive studies spanning a large parameter space, 

including temperature, pressure, equivalence ratio, fuel concentration, and dilution level. Fundamental 

data on n-alkanes from methane to octane are abundant, and combustion-related measurements on n-
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decane, n-dodecane, and other heavy hydrocarbons are also available, although to a lesser extent. Studies 

on n-nonane oxidation chemistry are, however, scarce. Normal alkanes make up a significant proportion of 

diesel and aviation fuels, with jet fuels containing alkanes at levels of 50-70% by volume [44 – 46]. n-

Nonane is present in petroleum-based fuels [46], and it is thus of interest to treat the straight-chained 

alkane experimentally with the aim of building a comprehensive kinetics mechanism to describe its 

oxidation over a wide range of thermodynamic conditions.  

 

Fundamental combustion studies on n-C9H20 ignition, temperature- and pressure-dependent reactivity, and 

oxidation pathways are not abundant in the literature. A detailed chemical kinetics study on hydroxyl 

reactions with linear hydrocarbons focused mainly on OH rate coefficient measurement with ethane and 

for n-alkanes from C6 to C10 [89]. Measurements of the rate coefficient of n-C9H20 + OH were obtained at 

high temperature (1100 K) using a shock-tube facility, and a second-order rate coefficient for consumption 

of OH by n-nonane of 4.55·10–11 cm3·molecule–1·s–1 resulted from a series of experiments near 1 atm 

spanning a wide range of n-nonane concentration. A pyrolysis study was conducted in a downflow reactor 

for C9, C12, C13, C16, and C22 straight-chain alkanes to determine the major yield products using gas 

chromatography [90]. n-Nonane, at 9.3% decomposition by weight, was observed to have decomposed 

into the following, predominantly 1-alkene species near 900 K (in descending weight percentage of 

combustion products): 1-heptene (1-C7H14), 1-hexene (1-C6H12), 1-pentene (1-C5H10), 1-butane (1-C4H8), 

and ethylene. Rate coefficients were also measured for thermal decomposition of n-nonane. Kunzru et al. 

performed a detailed study on the thermal decomposition of pure n-nonane using a flow reactor with 

pressure maintained at 1 atm and temperature varied from 920 K – 1020 K, reporting the frequency factor 

(Arrhenius pre-exponential, ܣ), order of reaction, and activation energy for the decomposition reaction 

[91]. Product distributions were measured as a function of n-nonane conversion percentage and 

temperature using gas chromatography. Over the range of temperatures covered in the study, ethylene 

production from n-nonane decomposition was shown to be considerably higher than any other 

hydrocarbon species considered. In agreement with the work of Zhou et al. [90], the results of [91] also 

agreed with a model proposed by kinetic theories of Rice [92] and Kossiakoff and Rice [93]. 
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n-Nonane served as a fuel for investigating the sooting dynamics and droplet morphology of single-droplet 

combustion where, using a low-gravity approach, spherical gas-phase combustion is promoted around 

600-m droplets of nonane [94]. The paper investigates the effect of pressure (10 atm – 30 atm) on the 

growth of soot clouds from combustion of the droplet and droplet morphology after ignition. A similar 

series of independent experiments was conducted wherein the droplet combustion dynamics of JP-8 jet 

fuel were compared against those of nonane [95, 96]. 

 

An expansive modeling study on n-alkane reactivity by Westbrook et al. covered hydrocarbons from C8 to 

C16 in which a kinetics mechanism was developed using a plethora of experimental data [47]. The model is 

shown to agree well with n-nonane pyrolysis measurements of Zhou et al. [90]. Model computations were 

carried out for stoichiometric ignition delay times of the group of higher-order alkanes at 13.5 bar, where 

overlap was observed at temperatures higher than 1000 K. Due to differences in chain length, the 

hydrocarbons displayed some variation in ignition delay times over certain regions of temperature. Within 

the negative temperature coefficient region, 890 K – 960 K, variance in ignition times amongst the 

hydrocarbons of as much as 1 ms is reported. Near 800 K, the fuels differ in ignition delay time by at most 

a measure of 600 s. Ignition delay times remained distinguishable as temperature decreased to ~ 700 K, 

below which the ignition behavior amongst the various fuels again overlaps.  

 

A chemical kinetics model for constructed jet-fuel surrogate testing (JetSurF v1.0/1.1) includes n-nonane 

among the n-alkanes incorporated into the mechanism [97]. The initial version of JetSurF has been 

expanded to include n-alkanes up to n-dodecane, cyclohexane, and mono-alkylated cyclohexane up to n-

butyl-cyclohexane [15]. The JetSurF model has been well validated against laminar flame speed 

measurements [98 – 102], shock tube measurements of ignition delay times [49, 103 – 106] and ground-

state species profiles [107 – 110], and jet-stirred and flow reactors [111 – 113]. Ji et al. [99] utilized 

JetSurF for prediction of laminar flame speeds and extinction strain rates of C5 – C12 n-alkanes in air. 

Model calculations were compared to experimental data at 1 atm, where deviation from flame speed 
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measurements was highest (2.5 cm/s) for n-nonane-air mixtures within 0.9 < < 1.1. Davidson et al. [49] 

reported measurements of n-nonane ignition delay times using a heated shock tube and compared the 

experimental results to the JetSurF model. Fuel-lean and stoichiometric conditions were utilized where 

oxygen concentration remained fixed at 4% and pressure was maintained near 2.0 atm or 3.5 atm. Ignition 

delay times were also reported for dilute conditions in Rotavera et al. [16]. Table 2.2 summarizes ignition 

delay time experiments on n-nonane. 

  

Table 2.2. Summary of ignition delay time measurements of n-nonane. All studies were conducted using 
shock tubes. 

P (atm)  %n-Nonane Inert Diagnostic Reference 

1.5 – 3.5 0.5 – 1.0  0.14 – 0.29 Ar Pressure [49] 

1.5 – 10.5  0.5 – 2.0 0.10 Ar OH* [16] 

1.5 – 10.5  0.5 – 2.0 0.14 – 0.57  Ar Pressure/OH* Present Study 

 

 

2.2.3 Methylcyclohexane 

Volume-based percentages of cycloalkanes in jet and diesel fuels can reach up to 35% and 45%, 

respectively [44 – 46]. Methylcyclohexane (MCH) has been studied over a wide range of conditions using 

shock tubes [114 – 118], rapid compression machines [24, 25, 119], and non-premixed flames [120]. 

Three models for MCH oxidation chemistry are present in the literature [24, 25, 121], where Orme et al. 

[24] serves as the base for Pitz et al. [25]. Under highly diluted conditions in Ar, MCH decomposition 

rates were measure using initial concentrations ranging from 300 to 1500 ppm MCH. Infrared absorption 

measurements of MCH decomposition and ethylene production at 3.39 m and 10.53 m, respectively, 

were taken behind reflected shock waves during MCH pyrolysis near 2.5 atm from 1150 K to 1430 K, and 

rate coefficient measurements were deduced using absorption cross sections of the both the parent fuel and 

of the products, the latter used to account for absorption by other hydrocarbons [114]. Ground-state 

hydroxyl (OH) ring-dye laser absorption measurements during lean ( = 0.5) MCH oxidation near 15 atm 
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were performed using a shock tube [115]. Initial fuel concentrations were varied from 750 to 1000 ppm, 

and temperature was controlled from 1121 to 1332 K. Time-dependent OH concentration measurements 

were compared against three chemical kinetics mechanisms with the strongest agreement exhibited by the 

Ranzi et al. mechanism [121]. Excited-state OH and CH emission measurements were used to extract 

ignition delay time measurements for MCH/O2/Ar and MCH/air mixtures behind reflected shock waves 

from 795 K to 1560 K over a wide range of pressure (1 – 50 atm), fuel concentration (0.25 – 2.0% vol.), 

and equivalence ratio (0.5 – 2.0) where agreement with previous rapid-compression machine (RCM) 

measurements was reported [116]. The range of pressure for ignition delay time measurements was 

extended beyond that reported in [116] by Vanderover et al. [117] to pre-ignition pressures near 70 atm. 

The study reported ignition times of MCH/air from 880 K to 1319 K under lean ( = 0.25, 0.50) and 

stoichiometric conditions from 10.8 atm to 69.5 atm. The chemical kinetics model given in Pitz et al. [25] 

is validated using shock tube and RCM ignition delay times [24] and diffusion flames [120]. Table 2.3 

summarizes ignition delay time studies on MCH. 

 

Table 2.3. Summary of ignition delay time measurements of MCH. 

P (atm)  %MCH Inert Diagnostic Reference 

0.6, 1, 1.7 0.1, 0.2, 0.5, 1.0, 2.1 0.0094 – 0.374 Ar VIS Emission [118] 

1.5, 3 0.5, 1.0 0.19 – 0.38 Ar OH*, CH*, Pressure [54] 

1, 17, 50 0.5, 1.0, 2.0 0.25 – 1.96 Air, Ar OH*, CH*, Pressure [116] 

15, 25  0.5, 1.0, 1.5 1.05 Air, Ar Pressure [119] 

1, 2, 4 0.105, 0.5, 1.0, 2.0 0.099 – 1.0 Ar VIS, CH*, Pressure [24] 

12, 70 0.25, 0.5, 1.0 0.498 – 1.962 Air OH*, Pressure [117] 

15 0.5 0.075 – 0.100 Ar OH [115] 

10, 15, 20 1.0 1.96 
Ar, 50/50 
Ar/N2, N2 

Pressure [25] 
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3. EXPERIMENTAL METHODOLOGY 

Described below are details concerning the preparation of the liquid fuel blends, fuel-injection technique, 

composition of gas-phase reactive mixtures, and saturation conditions for the fuel blends. A description of 

the heated shock tube facility is then given, including the design and specifications of the heating system, 

shock-tube temperature profiles, measurement of thermodynamic test conditions, definition of test time, 

diagnostics used in the present work, definition of ignition delay time, and measurement uncertainties. 

Details on shock wave theory, shock-tube design, boundary layer effects, and uncertainties in shock-tube 

experiments have been covered to a considerable degree in the literature [122 – 130], therefore only 

facility-specific details are discussed herein. The first appearance of shock tubes in the literature is in the 

work of Vielle in 1899 [131] and since the middle of the 20th century the device has become a well-

established, reliable means of measuring a wide range of physical phenomena of interest to physics, 

chemistry, astrophysics, and astronomy [122, 123]. 

 

The flame speed facility used in the present work is described in detail in the work of Krejci [132]. 

Discussed below, for the flame speed measurements performed herein, is the procedure for injection of the 

liquid fuel blends into the flame speed vessel, details on the optical diagnostic used for flame visualization 

and subsequent measurement, the analytical procedure for determination of laminar flame speed, and 

measurement uncertainties.   

 

3.1 Composition and preparation of ternary liquid fuel blends and gas-phase reactants 

Due to the inherently low vapor pressure of the fuel constituents studied herein, ternary liquid fuel blends 

comprised of methyl octanoate, n-nonane, and methylcyclohexane were prepared to syringe-inject the 

blend into a heated mixing chamber in the shock-tube experiments and, in separate experiments, directly 

into the flame speed vessel. Direct-injection of the liquid blends assures that the exact relative proportions 

present in the liquid-phase are present in the gas phase, thereby avoiding preferential vaporization wherein 

species within a blend with the highest vapor pressure occupy, with increasing temperature, larger 

percentages of the gaseous state under phase equilibrium. Using a Design of Experiments approach [133, 
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134], an L9 orthogonal array was assembled to systematically approach the effect of variation of 

equivalence ratio, pressure, and hydrocarbon class on species time histories and ignition delay times 

(Table 3.1). Only laminar flame speeds of pure fuel constituents are presented in the present study. The L9 

array allows for testing of the influence of four different independent variables (chosen here to be P, , 

%C9H18O2, and %MCH) with each variable having three assigned values. The independent variables and 

corresponding levels are outlined explicitly in Table 3.2. The concentration of n-nonane is excluded from 

the construction of the L9 array, yet is included in the test set using a molar balance of the fuel volume 

fractions from the relation: 1 ൌ ஼వுభఴைమݕ ൅ ௡ି஼వுమబݕ ൅  ஼ళுభర. Equivalence ratio is defined herein usingݕ

fuel-to-oxidizer ratios (Eqn. 3.1). 

 

  ൌ ൬
x୊୳ୣ୪

x୓୶୧ୢ୧୸ୣ୰
൰ ൬

x୊୳ୣ୪
x୓୶୧ୢ୧୸ୣ୰

൰
ୗ୲୭୧ୡ୦୧୭୫ୣ୲୰୧ୡ

൘  (3.1) 

 

 

Table 3.1. Relative proportions (fuel vol.) of ternary fuel blends and respective test pressures and 
equivalence ratios. n-Nonane percentage is not included in the L9 array. 

Blend P (atm)  %C9H18O2 %MCH %n-C9H20 

1 1.5 0.5 10 20 70 

2 1.5 1.0 20 30 50 

3 1.5 2.0 30 40 30 

4 5.0 0.5 20 40 40 

5 5.0 1.0 30 20 50 

6 5.0 2.0 10 30 60 

7 10.0 0.5 30 30 40 

8 10.0 1.0 10 40 50 

9 10.0 2.0 20 20 60 
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Table 3.2. Independent variables and associated levels included in the L9 array. 

Independent Variable Level 1 Level 2 Level 3 

P (atm) 1.5 5.0 10.0 

Equivalence Ratio () 0.5 1.0 2.0 

%Methyl Octanoate (Fuel Vol.) 10 20 30 

%Methylcyclohexane (Fuel Vol.) 20 30 40 

 

The volumetric proportions of the ternary fuel blend constituents were designed with the intent of 

spanning a large range in concentration, while maintaining levels which are consistent with common 

surrogate fuels reported in the literature. The chosen methyl ester concentration range from 5% to 30% 

(vol.) extends slightly beyond the limits of addition to diesel fuel as discussed by Alptekin and Çanakçi 

[71] where concentrations up to 20% were found not to compromise properties such as density and 

viscosity. The increase in the upper limit was chosen to identify whether the additional methyl ester 

concentration impacts combustion properties, namely ignition properties. Ideal mole fractions were 

assigned to the three constituents in a given liquid mixture, and from the volumetric relationships relative 

masses were calculated and used to prepare the blends. The individual masses of the liquids were 

measured on an Ohaus ARA520 scale with 10-mg precision. Calculations were performed during 

preparation to ensure that the ternary mixtures were comprised of the appropriate molar proportions. 

Relative errors were calculated for each constituent, and a weighted error was then determined for a given 

blend from the summation of the relative errors. Purity levels for each constituent were  99%: Methyl 

octanoate (Sigma Aldrich: W272809-1KG-K), n-Nonane (Sigma Aldrich: N29406), Methylcyclohexane 

(Sigma Aldrich: M37889). The procedure for preparing the liquid blends is provided in the steps below 

(Blend 7 is used in the example calculation). All calculations are based on relative volume percentages and 

methyl octanoate was chosen as the initial input. Tabulation of the liquid masses and volumes used for the 

ternary blends and temperature-dependent liquid densities are provided in Appendix A and Appendix B, 

respectively. 
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Step 1 – Inject an arbitrary mass of methyl octanoate into beaker (e.g. 58.51 g) depending on the total fuel-

blend volume desired. The numerical value of mass is not significant, however it dictates the final mass 

(and volume) of the liquid fuel blend. Volume for methyl octanoate is then calculated using the density of 

the fuel at 295 K. V Methyl Octanoate, Blend 7 = 66.8 mL.  

 

Step 2 – The ideal volume of n-nonane is then calculated relative to the actual volume of methyl octanoate 

from Step 1 using the prescribed molar relationship. For Blend 7, Vn-Nonane = (40%/30%)VMethyl Octanoate, Blend 

7 = 89.1 mL. The ideal mass of n-nonane to be added to the methyl octanoate is then determined using the 

density of n-C9H20 at room temperature: ݉ ൌ ܸ ∙   .ሻ. mn-Nonane = 63.8 gܭ	௡ି௡௢௡௔௡௘ሺ295ߩ

 

Step 3 – n-Nonane is then introduced into the beaker with the target mass calculated in Step 2 (e.g. 63.80 g 

of n-Nonane ideally added to the 58.51 g of methyl octanoate for a combined mass of 122.33 g). Actual 

mass of n-nonane is determined by subtracting the mass of the methyl octanoate in the liquid blend from 

the measured mass of the combined fuels (e.g. 122.04 g). The actual n-nonane volume is then calculated 

using the measured mass (e.g. 63.53 g) and the density of n-C9H20 at 295 K. Vn-Nonane, Blend 7 = 88.7 mL.  

 

Step 4 – The ideal volume of methylcyclohexane (MCH) is then calculated relative to the actual volume of 

methyl octanoate from Step 1. The ideal mass of methylcyclohexane to be added to the methyl 

octanoate/n-nonane blend is then determined using the ideal volume of MCH based on the relative amount 

to methyl octanoate and the density of MCH at room temperature: ݉ ൌ ூܸௗ௘௔௟,ெ஼ு ∙   .ሻܭ	ெ஼ுሺ295ߩ

 

Step 5 – Methylcyclohexane is then introduced into the beaker containing methyl octanoate and n-nonane 

with the target mass calculated in Step 4 (e.g. 51.29 g of methylcyclohexane ideally added to the 122.04 g 

of methyl octanoate/n-nonane blend for a combined mass of 173.33 g). The actual mass of 

methylcyclohexane is determined by subtracting the mass of the combined fuels (e.g. 173.55 g) from the 

total mass of the liquid blend in Step 3. The actual MCH volume is then calculated using the measured 

mass (e.g. 173.55 g – 122.04 g = 51.51 g) and the density of MCH at 295 K. VMCH, Blend 7 = 67.1 mL.  
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Step 6 – Total mixture volume is calculated using the individual volumes. For Mixture 7, using 58.51 g of 

methyl octanoate, a total mixture volume of 222.7 mL is produced as a result of the predefined relative 

mole fractions.  

 

Step 7 – Error in the measured mole fractions is calculated and tabulated for each mixture and an overall, 

weighted error is assigned to each fuel blend. Relative errors are determined using absolute values by the 

product of the actual volume ratios in the blend and the individual errors in mole fractions (Eqn. 3.2). 

Weighted error for each blend is determined using Eqn. 3.3. Error results are provided in Table 3.3. 

Weighted errors of less than 0.3% were maintained for all liquid blends.  

 

ݎ݋ݎݎܧ	݁ݒ݅ݐ݈ܴܽ݁  ≡ ௜,௔௖௧௨௔௟ݕ ∙ ൣ൫ݕ௜,௔௖௧௨௔௟ െ ௜,௜ௗ௘௔௟൯ݕ ௜,௔௖௧௨௔௟ൗݕ ൧ ∙ 100 (3.2) 

݀݁ݐ݄ܹ݃݅݁  ݎ݋ݎݎܧ ≡෍ሺܴ݈݁ܽ݁ݒ݅ݐ ሻ௜ݎ݋ݎݎܧ

ଷ

௜ୀଵ

 (3.3) 

 

Table 3.3. Measured mole fractions, relative and weighted errors for ternary liquid fuel blends. Blend x, 
from Rotavera and Petersen [135] uses 5% (fuel vol.) methyl octanoate, and is not included in the L9 
array. 

Blend C9H18O2 % Error n-C9H20 % Error MCH % Error Weighted Error 

1 0.10 0.00 0.70 0.00 0.20 0.16 0.03 

2 0.20 0.00 0.50 0.29 0.30 0.03 0.15 

3 0.30 0.00 0.30 0.14 0.40 0.01 0.05 

4 0.20 0.00 0.40 0.01 0.40 0.02 0.01 

5 0.30 0.00 0.50 0.03 0.20 0.01 0.02 

6 0.10 0.00 0.60 0.02 0.30 0.02 0.02 

7 0.30 0.00 0.40 0.46 0.30 0.42 0.31 

8 0.10 0.00 0.50 0.11 0.40 0.02 0.06 

9 0.20 0.00 0.60 0.07 0.20 0.12 0.06 

x 0.05 0.00 0.50 0.09 0.45 0.04 0.07 
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Characterization of the volatility of the liquid fuels is of significant importance to the study due to the 

aforementioned potential for condensation. Temperature-dependent vapor pressures were determined by 

applying an empirical expression for the Clapeyron equation along the liquid-vapor phase boundary. 

Antoine [136] extended the Clapeyron equation for vapor-liquid phase equilibrium by adding a third 

constant (Eqn. 3.4). The values of the (Antoine) constants A, B, and C were calculated using regression 

analysis from experimental data over a prescribed range of temperature and are listed for fuel constituent 

in Table 3. The Antioine constants from Rose and Supina [137] for methyl octanoate yield pressure in 

units of torr, while the constants for n-nonane and methylcyclohexane from [138] yield pressure in units of 

bar. 

 

݋݈  ଵ݃଴ ൫ ௏ܲ௔௣௢௥൯ ൌ ܣ െ
ܤ

ܶ ൅ ܥ െ 273.15
 (3.4) 

 

Table 3.4. Antoine constants for methyl octanoate [137], n-nonane [138], and methylcyclohexane [138]. 

Species A B C Units of Pressure 

C9H18O2 7.57031 1920.100 216.780 torr 

n-C9H20 4.07356 1438.030 202.694 bar 

C7H14 3.98232 1290.968 223.701 bar 

 

 

Calculations of vapor pressure were performed over the possible range of initial (pre-shock) temperatures 

in the present study (Fig. 3.1), and it was identified that the limiting factor in terms of temperature 

requirements is the methyl ester species due to its larger molecular size and comparatively more complex 

structure relative to n-nonane or methylcyclohexane. Shock-tube experiments performed herein 

maintained a nominal initial temperature of 50 °C. The initial temperature of the flame speed experiments 

was maintained at 170 °C. In the latter experiments, methyl octanoate had the lowest saturation 

temperature (143.6 °C) at the maximum partial pressure required for performing fuel-rich experiments 
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(175.0 torr). Correspondingly, the 170 °C temperature was chosen to maintain partial pressures below 50% 

of the saturation pressure at 143.6 °C (175.0 torr). The saturation pressure of methyl octanoate at 170 °C, 

using the Antioine equation, is 406 torr.  

 

Tables 3.5 and 3.6.a/.b detail the saturation pressures for the fuel constituents at these temperatures and 

partial pressures used in the experiments. Noting the diminutive quantity of fuel used in the highly dilute 

shock-tube experiments from Table 3.5, the saturation temperature for these pressures are below room 

temperature. The initial temperature of the shock tube of 50 °C is therefore sufficient to neglect concerns 

for condensation during the experiment (tests were performed to validate this assumption nonetheless, as 

described towards the end of the present section). In all cases, noting the ppm-level of fuel present in the 

experiments, temperature ceilings are lower than those required for non-dilute studies where the partial 

pressure of the fuel is significantly higher. 

 

Fig. 3.1. Calculated vapor pressure curves for methyl octanoate, n-nonane, and methylcyclohexane as a 
function of temperature using the Antoine equation (Eqn. 3.4). 
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Table 3.5. Maximum partial pressures of fuel present in shock-tube experiments. Blend 7 was studied 
under lean, high-pressure conditions ( = 0.5, 10 atm) which required the highest initial test pressure in the 
series and therefore the highest partial pressures. n-Nonane is not included since the ignition results 
presented herein for this species use the empirical correlation of Rotavera et al. [16]. 

Blend PC9H18O2 (torr) Pn-C9H20 (torr) PMCH (torr) 

(Pure) 0.150 - 0.171 

7 0.045 0.056 0.045 

 

Table 3.6a. Maximum partial pressures of fuels present in laminar flame speed experiments. Only pure 
fuel (i.e. single component) tests were conducted in the present work. The maximum partial pressures are 
calculated at  = 1.4, the terminal equivalence ratio for the flame speed measurements in the present work. 

Fuel PC9H18O2 (torr) Pn-C9H20 (torr) PMCH (torr) 

(Pure) 175.0 156.0 207.0 

 

Table 3.6b. Saturation temperatures corresponding to the maximum partial pressures of fuels present in 
laminar flame speed experiments from Table 3.6.a. The initial temperature of the flame speed experiments 
was maintained at 170 °C. 

Fuel Tsat., P, C9H18O2 Tsat., P, n-C9H20 Tsat., P, MCH 

(Pure) 143.6 99.7 60.6 

 

 

3.1.1 Preparation of gas-phase reactants from liquid fuel blends for shock tube experiments 

The stoichiometric reaction equation for the ternary blends is written according to Eqn. 3.5 to account for 

the three species in the blend, where the relative mole fractions are defined according to the L9 array. The 

oxygen content of methyl octanoate is included in the calculation of the number of oxygen moles, ݔ.  

 

ଵ଼ܱଶܪଽܥଵݕ  ൅ ଶ଴ܪଽܥ‐ଶ݊ݕ ൅ ଵସܪ଻ܥଷݕ ൅ ଶܱݔ → ଶܱܥܽ ൅  ଶܱ (3.5)ܪܾ
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A mole fraction calculator was developed to determine the partial pressures, for a given fuel blend and 

corresponding equivalence ratio, required to prepare gaseous mixtures. Appendix C contains an outline of 

the spreadsheet used. The details are summarized below. 

 

Mole fractions of a given constituent depend on the relative amounts of fuel species in the blend, 

equivalence ratio, and level of dilution (99% Ar for the present study). Stoichiometric oxygen-to-fuel 

ratios, (O:F)Stoich., were determined by solving Eqn. 3.5 for ݔ based on 1 mole of total fuel (Eqn. 3.6). 

 

 ሺܱ: .ሻௌ௧௢௜௖௛ܨ ൌ ஼వுభఴைమݕ12.5 ൅ ௡‐஼వுమబݕ14 ൅  ெ஼ு (3.6)ݕ10.5

 

Fuel mole fractions were then calculated using Eqn. 3.7: 

 

௜ݕ  ൌ ,௜ݕ ஻௟௘௡ௗ൫ݕைమ ܱ: ⁄ܨ ൯ (3.7) 

 

Mole fraction of oxygen calculated using Eqn. 3.8. 

 

ைమݕ  ൌ ሺ1 െ :஺௥ሻሺܱݕ ܨ 1 ൅ ܱ: ⁄ܨ ሻ (3.8) 

 

Oxygen-to-fuel ratios depend on the composition of the blend and the corresponding equivalence ratio 

(Eqn. 3.9): 

 

 ܱ: ܨ ൌ ሺܱ: ሻௌ௧௢௜௖௛ܨ ⁄  (3.9) 

 

 

The results of the calculations for fuel and oxygen mole fractions for each mixture are provided in Table 

3.7. The balance of the sum of the mole fractions in Table 3.7 is the diluent (0.99 Ar). Over the range of 

mole fractions required for the particular blends, and corresponding stoichiometry, methyl octanoate, n-
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nonane, and MCH concentrations were varied by factors of 12, 5, and 8, respectively. Oxygen 

concentration varied only 10% over the range of equivalence ratios due to the constraint of 99% Ar. The 

larger variation in fuel percentage affords the development of a well-constrained experimental correlation 

dependent on concentration (Section 3.2.5)  

 

Table 3.7. Molar composition and stoichiometry of blends in shock tube experiments (balance: 0.99 Ar). 

Blend  Mole Fractions 


C9H18O2 n-C9H20 MCH O2 

1 0.5 0.000037 0.000256 0.000073 0.009634 

2 1.0 0.000147 0.000366 0.000220 0.009267 

3 2.0 0.000424 0.000424 0.000565 0.008587 

4 0.5 0.000078 0.000156 0.000156 0.009609 

5 1.0 0.000217 0.000361 0.000144 0.009278 

6 2.0 0.000135 0.000811 0.000405 0.008649 

7 0.5 0.000115 0.000154 0.000115 0.009615 

8 1.0 0.000074 0.000372 0.000297 0.009257 

9 2.0 0.000267 0.000800 0.000267 0.008667 

x 1.0 0.000040 0.000370 0.000340 0.009250 

 

 

After the liquid mixtures were prepared a scientific-grade syringe, constructed of a borosilicate body with 

a stainless steel needle, was used to extract a specific volume of fuel for injection into either the shock 

tube or laminar flame speed vessel. For shock-tube experiments, only small amounts of fuel were used due 

to the high level of dilution (ratio of moles of Ar to moles of fuel ~ 100); the typical range of liquid fuel 

injected into the shock-tube mixing chamber was ca. 0.5 – 2.5 mL. For flame speed experiments where 
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fuel makes up approximately 2% of the total mixture by volume, ca. 5 – 15 mL were injected directly into 

the vessel. Mole fractions of fuel and oxygen were calculated for fixed Ar concentration (99% by vol.) 

using the desired equivalence ratio (Table 3.7).   

 

The gas-phase mixtures were prepared in a chamber separate from the shock tube using the partial 

pressure method. Inside the mixing chamber, turbulent mixing is promoted through an internal multi-hole 

delivery tube where the 800-m-diameter holes span the length of the chamber. High-purity research-

grade (> 99.9995%) oxygen and Ar were employed. Precautions were taken to ensure mixture 

homogeneity and avoidance of condensation inside of the supply lines and in the mixing chamber. First, 

mixtures were made with the partial pressures below 20% of respective saturation pressures at the nominal 

50 °C temperature of the system. During the addition of the other constituents (O2 and Ar), pulses were 

used to further promote mixing during their individual injection.  

 

A second precaution was taken whereby a minimum waiting time of 12 hours was adopted prior to using 

the mixture for experiments to allow for further mixing through diffusive processes. Since repeatability is 

of particular importance due to the low vapor-pressure of the fuel and corresponding concerns over fuel 

condensation, the issue being the potential for an inhomogeneous mixture, repeat mixtures were tested. 

Mixtures were repeated a minimum of two times, with some mixtures (C9H18O2,  = 1.0) being repeated 

beyond the minimum to ensure repeatability of the mixing procedure and resulting measurements. Further, 

in the stoichiometric mixtures, fuel was intentionally left isolated in the mixing tank for 12 hrs., 18 hrs., 

and 24 hrs. during the repeat tests with varying amounts of fuel used in each case. Oxygen leakage into the 

mixing system over the longest time pereiod (24 hrs.), equal to 21% of total leak rate (ambient air sepage), 

was at most 50 mtorr, or less than 0.2% of the total oxygen content in the mixture. 

 

A remaining uncertainty, and third precautionary measure taken due to the tendency of polar molecules to 

form temporary bonds with metal surfaces (ion-dipole bonding), was the use of passivation in experiments 
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involving methyl octanoate and the ternary blends. In the single-component methyl octanoate experiments, 

the shock tube was filled to the pressure used for the initial pressure in the experiment (ca. 50 torr for 1-

atm experiments) and left to reside inside of the shock tube for approximately 1 min., after which the 

shock tube was evacuated and re-filled to the desired initial pressure. No differences in the ignition delay 

time results were observed with or without the use of passivation.  

 

Lastly, the potential for fuel loss (through either condensation and/or ion-dipole bonding of the methyl 

ester) from expansion into the shock tube during filling was also monitored. Initial pressure levels in the 

shock tube were maintained for several minutes and no change in pressure was observed. Waiting time, 

filling rate, and initial pressures, in addition to the repeats provided confidence in the results. Given the 

diminutive quantities of fuel used in the present experiments, even a small change in fuel concentration 

from losses would strongly impact the results.  

 

Consistent trends produced from a given mixture eliminate the concern of fuel loss during variation in 

waiting time (1 min. – 5 min.) and filling rate and provided confidence in repeatability for each individual 

mixture. Further, and repeatable trends from different mixtures supported the consistency of the 

measurement technique. Therefore, the four above precautions (partial pressures of fuels maintained below 

20% of respective saturation pressures at 50 °C, 12-hr. waiting time for completed gas-phase mixtures to 

undergo diffusion processes and further enhance mixture homogeneity beyond that attained using induced 

turbulence, use of passivation to verify no loss in concentration of the polar species, and monitoring of 

pre-test pressure) provided assurance in the composition of the reactive mixture entering the shock tube, 

leading to repeatable measurements of species profiles and ignition times.  

 

3.2 Description of heated shock tube facility 

The heated shock-tube facility makes use of the 4.0-m long stainless steel driven section and a 2.0-m long 

driver section described in detail in Rotavera [139]. The internal dimensions for the circular driver and 

square driven sections are 7.6 cm and 10.8 cm, respectively. The driver section (L /D = 23.6) was supplied 
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He driver gas for the present experiments. Shock-front velocity is precisely measured through the use of 

four high-frequency piezoelectric pressure transducers (PCB 113A) mounted atop the driven section at 

locations toward the end of the shock tube in conjunction with 120-MHz counters /timers (Phillips P6666), 

using respective distances between pressure sensors and the recorded time intervals. For a given 

measurement of shock speed, two pressure transducers are employed to report an initial time and final 

time where the initial time indicates the arrival of the (incident) shock at the first transducer, and the final 

time indicates the arrival at the second. The 120-MHz sampling rate allows the timers to provide shock 

velocities on microsecond timescales. In total, the four pressure sensors make up a three-interval field 

within which velocities is measured. A linear extrapolation of the measured velocities is used to calculate 

the shock speed at the plane of the endwall where the reflected shock forms. An extrapolation is required 

due to physical limitations in positioning the pressure transducer directly at the endwall. Three 

measurements of shock speed are made, and a linear trend of the three data points is then calculated from 

which then the velocity of the shock at the arrival of the endwall is extracted. 

 

3.2.1 Heating system and shock-tube temperature profiles 

When performing gas-phase shock-tube experiments using high-molecular-weight hydrocarbons, due to 

the inherent low vapor pressure, heating is required to (i) raise the saturation pressure to levels which 

allow for preparation of a gas-phase reactive mixture and (ii) limit the potential for condensation. 

Modifications were implemented in the 4-m long, 117-cm2 shock-tube facility described in Rotavera 

[139], wherein a series of heating systems were recently implemented as a part of the present study to 

allow for precise control over the initial temperature of both the system and reactive mixture. Feedback-

controlled heating elements were installed over six regions along the shock tube to minimize axial 

temperature gradients, while the gas preparation system and mixing tank have additional, independent 

temperature control.  

 

Figure 3.2 provides a detailed schematic of the shock tube facility. Figure 3.3 shows axial temperature 

measurements of heated atmospheric air along the shock-tube centerline at three nominal temperatures. 
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Temperature measurements were made using a K-type bead thermocouple mounted inside of an extended 

temperature probe. The probe was inserted through the endwall at prescribed, relative distances with 

measurements made along the shock-tube centerline at intervals of 15 cm. The thermocouple remained 

fixed at a given position for a time sufficiently long for the temperature reading to reach steady-state, 

which was roughly 30 s. As shown in Fig. 3.3, temperature along the shock tube remains highly uniform 

with a maximum T relative to the average of ±0.6 °C, ±1.2 °C, and ±2.5 °C for the 52 °C, 82 °C, and 112 

°C average temperatures, respectively. Temperature closer to the diaphragm station was measured to be 

outside the narrow deviation observed for the main part of the shock tube. However, average temperatures 

within 60 cm of the diaphragm were set higher than the saturation temperature of the condensable species. 

In addition, the region nearest the diaphragm station (the shock-formation region) passes undeveloped, 

highly turbulent flow which makes relatively slight temperature non-uniformities insignificant. Careful 

attention was paid to ensure a highly uniform temperature profile near the endwall region. The shock-tube 

facility utilized for the present work is temperature-controlled with heating capability up to 110 °C, which 

provides assurance in mixture composition in that low-vapor-pressure fuels remain in the vapor phase (i.e. 

mole fractions remain constant). 

 

 

 

 

 

 

 

 

Fig. 3.2. Schematic of heated shock-tube facility. Feedback-controlled heating elements cover seven 
regions along the shock tube to minimize axial temperature gradients. Heating Zones 2 and 3 supplied 
with 1 kW, Zone 1 supplied with 0.5 kW. Supplementary heating elements and independent temperature 
controllers are placed around the diaphragm station, two connecting flanges, and endwall flange. 
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Fig. 3.3. Shock-tube centerline temperature as a function of longitudinal distance from the endwall. Peak 
temperature deviation for 112 °C, 82 °C, and 52 °C average temperatures are +4.9 °C, +3.3 °C, and –2.5 
°C, respectively. 
 

 

3.2.2 Measurement of thermodynamic test conditions 

Shock tubes serve an important role in high-temperature chemical kinetics experiments due to the ability 

to produce controlled and repeatable conditions of temperature and pressure. Temperatures reported herein 

for shock tube experiments are calculated, rather than intrusively measured, using 1-D shock relations and 

real-gas (i.e. temperature dependent) thermodynamic properties described by Gaydon and Hurle [122] and 

are subject to uncertainty resulting from non-ideal gas dynamics. Temperature is of significant importance 

due to the exponential dependence in rate coefficients of Arrhenius form. The calculated temperature 

uncertainty for the present facility is approximately 1%. Calculating an arbitrary rate coefficient at the 

peak temperature of the present study (1675 K), for ܧ௔ = 20 kcal/mol, ݊ = 0, 1 = ܣ, a 6% error in ݇ሺܶሻ is 

shown from a 1% variation (17 K) in temperature. The error in ݇ሺܶሻ increases with increasing activation 

energy (a 25% error occurs from the 1% variation in temperature for ܧ௔ = 72 kcal/mol). Detailed 

calculations on temperature uncertainty in shock tubes are documented in Petersen et al. [140].  
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Due to non-ideal viscosity effects between fluid moving behind the incident shock wave and the internal 

walls of the shock tube, boundary layers are formed behind the incident shock front which itself inherits 

attenuation resulting from momentum degradation during propagation. These two effects contribute to 

uncertainty in temperature from the reflected shock wave propagating through an area smaller relative than 

that of the incident shock front and from uncertainty in shock velocity, respectively. The reduced area 

through which the reflected shock wave traverses is the result of boundary layer formation. For the 

reflected shock front the area can be calculated: ܣ ൌ ൫ܣௌ௛௢௖௞	்௨௕௘ െ 4ሺ݄ ∙ ܹሻ஻௢௨௡ௗ௔௥௬	௅௔௬௘௥൯, where 

boundary layer width is that of the shock tube and thickness depends on test pressure, temperature, and the 

time of incident shock passage at a particular location. The theoretical boundary-layer calculations of 

Petersen [141, 142] extensively cover boundary layer growth in shock-tube experiments for both laminar 

and turbulent conditions. Using a shock velocity of 0.8385 mm/s, a representative reflected-shock front 

velocity for the present experiments, boundary layer thickness at the diagnostic plane 3.18 cm from the 

endwall (Section 3.2.3) for the present experiments conducted near pressure and temperature of 1 atm and 

1650 K, respectively, is approximately 1 mm, causing an area reduction for the reflected shock front of 

less than 1%.  

 

Rates of shock attenuation increase as the reflected shock wave passes through a higher-temperature gas 

and has to interact with the boundary layer formed by the flow behind the incident shock wave. Shock 

velocity is known within the bounds of the calculated rate of attenuation, which for the present series of 

experiments is less than 1% per meter, imposing a maximum uncertainty in the calculation of temperature 

of approximately ±15 K. The consequence of shock velocity attenuation is shown in Fig. 3.4 (velocity 

decreases towards the endwall). Attenuation is quantified by considering the change in shock front 

velocity over a given distance (Eqn. 3.10). The degradation of shock velocity translates to a decrease in 

momentum, which is measured using velocity measurements from pressure transducers. Uncertainty arises 

in definition of the reflected-shock temperature due to physical limitations of measuring shock velocity 
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immediately adjacent to the endwall and the required linear extrapolation of velocity from the last 

measurement point 3.18 cm from the endwall to the face of the endwall. 

  

ݎ݁݌	݊݋݅ݐܽݑ݊݁ݐݐܣ	ݐ݊݁ܿݎ݁ܲ  ݎ݁ݐ݁ܯ ൌ
ቀ
Vி௜௡௔௟ െ Vூ௡௜௧௜௔௟

Vூ௡௜௧௜௔௟
ቁ ∙ 100

݄ݐ݃݊݁ܮ ݂݋ ݐ݊݁݉݁ݎݑݏܽ݁ܯ ሺ݉ሻ	݊݋ܴ݅݃݁
 (3.10) 

 

 

Fig. 3.4. Incident-shock velocity measurements. Linear extrapolation is used to calculate velocity at the 
endwall. The 0 cm position on the abscissa indicates the endwall location. R2 = 0.99. Representative 
attenuation rate for the experiments herein  1%/m. Solid line indicates experimental fit. 
 

Computation of shock velocity serves as one of two input variables, the other of which being the initial 

pressure of the driven gas (P1), to arrive at a characteristic solution of the Rankine-Hugoniot shock 

relations, which are derived from energy and momentum equations. The shock relations are solved 

iteratively using real-gas thermodynamics, employing cP(T), s(T), and h(T) data from Sandia National 

Laboratories to define conditions within the reflected-shock region pertinent to a given experiment. The 

temperature dependence of the thermodynamic properties is characterized using the NASA polynomials 

[143]. Appendix D provides the NASA equations for specific heats, entropy and enthalpy as a function of 

temperature. 
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In order to predict the thermodynamic conditions within the shock tube, the waves are assumed planar 

which is a valid approximation past a distance of several diameters of length after the diaphragm station. 

From the planar-wave assumption, a one-dimensional (1D) simplification of the fundamental equations of 

motion and energy describing shock-gas interaction is employed (Rankine-Hugoniot equations). From the 

solution of these equations, one can determine with high accuracy (within 1%) the conditions of 

temperature and pressure to which the test variable is subjected. These equations require two input 

variables to reach a characteristic solution, a Mach number and a specific heat ratio. Detailed and highly 

comprehensive work is performed by M. D. Salas [144] on the history of shock wave theory, dealing with 

the works of William John Macquorn Rankine [145] and Pierre Henri Hugoniot [146]. 

 

Embedded assumptions include propagation of the shock through an ideal gas with variable specific heats 

(cP and cV). The shock process is considered adiabatic as there is both insufficient time and insufficient 

area for appreciable quantities of heat to transfer. In terms of incident-shock Mach number ܯଵ, pressure 

and temperature conditions behind the reflected shock wave ( ହܲ and ହܶ, respectively) relative to initial 

conditions are given in Eqns. 3.11 and 3.12, respectively. 

 

 ହܲ

ଵܲ
ൌ 	 ቊ

ଵܯߛ2
ଶ െ ሺߛ െ 1ሻ

ߛ ൅ 1
ቋ ቊ
ሺ3ߛ െ 1ሻܯଵ

ଶ െ 2ሺߛ െ 1ሻ
ሺߛ െ 1ሻܯଵ

ଶ ൅ 2
ቋ (3.11) 

 

 

 ହܶ

ଵܶ
ൌ
ሼ2ሺߛ െ 1ሻܯଵ

ଶ ൅ ሺ3 െ ߛሻሽሼሺ3ߛ െ 1ሻܯଵ
ଶ െ 2ሺߛ െ 1ሻሽ

ሺߛ ൅ 1ሻଶܯଵ
ଶ  (3.12) 

 

Mach number ܯ (ratio of the speed of an object (shock wave) relative to the characteristic sound speed of 

the medium through which the object travels) is defined in Eqn. 3.13. 

 

ܯ  ൌ
V

ܽ
 (3.13) 
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or, using the ideal gas equation of state and shock velocity, 

 

ܯ  ൌ
Vௌ௛௢௖௞ ௐ௔௩௘

்ܽ௘௦௧ ீ௔௦
ൌ
Vௌ௛௢௖௞ ௐ௔௩௘

ሺߛሺܶሻܴܶሻ଴.ହ
 (3.14) 

 

As observed from the above 1D shock relations, the thermodynamic conditions within the shock tube are 

dictated strictly by the specific heat ratio ߛ and the Mach number ܯ. Bath gases can range widely in 

composition to match experimental goals. Table 3.8 shows several solutions for the Rankine-Hugoniot 

shock relations for commonly used bath gases using helium as a driver gas. The term bath gas implies a 

nonreactive gas (Ar, Xe, Kr) or air, differing from test gas which contains reactive fuel with O2 or air. 

 

 

Table 3.8. Variance of thermodynamic condition for changing bath gas composition using helium as 
driver gas. Lower acoustic speeds imply that the fluid has a lower response time to react to oncoming 
pressure perturbations resulting in a larger Mach number (for fixed-velocity shock) and correspondingly 
larger step-changes in both pressure and temperature.  

Species 1 5 P5/P1 T5 /T1 MIncident Shock a1 (m/s) a5 (m/s) 

Ar 1.67 1.67 29.03 5.15 2.50 320 726 

79/21 Ar/O2 1.58 1.53 30.01 4.53 2.51 318 667 

Air 1.40 1.34 24.25 3.00 2.32 345 586 

N2 1.40 1.35 23.05 2.96 2.29 350 593 

 

 

3.2.3 Diagnostics 

Optical and spectroscopic measurements frequently involve differential laser diagnostic techniques 

whereby a single laser beam of certain wavelength or multiplexed array of wavelengths is passed through 

the shock tube to interrogate the formation/depletion of certain species, probe for temperature, or to 
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measure velocities. Additionally, emission spectroscopy measured from the exiting of electromagnetic 

radiation from the reacting fuel and oxidizer provides pertinent insight into the underlying chemical 

kinetics due to the dependence of excited-state species on ground-state chemistry. For these and other 

measurements, optical access is required in shock tubes which are routinely employed for experiments 

which utilize such techniques. In the facilities employed in the present work, a sidewall diagnostic station 

positioned close to the endwall monitors reaction progress using chemiluminescence and pressure time 

histories.  

 

Pressure measurements at the sidewall provide time-of-arrival information for both incident and reflected 

shock waves. Sidewall pressure is recorded using a 500-kHz quartz pressure transducer (Kistler 603B1). 

Sidewall emission of photons from excited species during combustion is tracked using a detector which 

employs a photomultiplier tube (Hamamatsu Type 1P21), the output signal from which undergoes 

amplification using a low-noise pre-amplifier (SRS SR560). UV-filtering is employed to observe emission 

at two specific wavelengths, OH* and CH*. One narrowband filter (10 nm FWHM) centered at 430.0 nm 

is utilized to capture the ultra-violet CH* chemiluminescence while a separate, 40-nm FWHM filter 

centered at 300 nm passes emission near the emission band of the OH* species (307.1 nm). The sidewall-

positioned window and centerline of the sidewall pressure transducer form a diagnostic plane (field of 

view) which is positioned 3.18 cm from the endwall. The distance between the sidewall diagnostic plane 

and the endwall is minimized to reduce the uncertainty in shock speed and resulting uncertainty in 

thermodynamic state of the reflected-shock gas. Experimental data for pressure and optical diagnostics 

appended to the sidewall are recorded using two 16-bit, 25-MHz Gage Applied Sciences data acquisition 

boards (CS8482). 

 

Careful attention is paid to the set up and optical alignment of the photomultiplier (PMT) detector to 

maximize signal-to-noise (S /N) ratio, force the detector to see a thin plane inside of the test section of the 

shock tube, and avoid interference emission. A visible Helium-Neon (HeNe) laser (632 nm) is centered 

with and passed through a window on one side the shock tube directly into a medium placed inside of the 
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test region which causes the light to disperse, simulating the multi-directional emission that occurs during 

combustion. The dispersed light is then transmitted through an identical window on the opposite side of 

the shock tube and collected onto a concave mirror of focal length f = 10 cm. The concavity of the mirror 

reforms the collected, yet still dispersed light emitting from the shock-tube window into a single, focused 

point positioned directly onto the detector. Minor adjustments are then made to maximize the S/N while 

monitoring signal output. During alignment, the PMT detector is unfiltered so that it may see the visible 

632 nm light. After optimal alignment is achieved, a bandpass filter is appended to the PMT viewport. The 

window from which emission exits is unobstructed during alignment, however throughout the experiment, 

emission from combustion exits a single CaF2 window through the 400 m slit. The other (opposing) 

window is covered so that peak intensity is observed through a single window on the side of the shock 

tube the detector is positioned. Purposely obstructing the window using a 400-m slit reduces the field of 

view of the detector, ensuring minimal interference from wall reflections is incurred. The slit also acts to 

restrict the detector to a narrow plane (ideally infinitesimally thin) which is representative of a chemically 

reacting cross-section within the volume of the test region. To further restrict the viewing area of the 

detector inside of the shock-tube test region, the sidewall PMT detector is positioned at an angle 

approximately 60° from the sidewall-mounted optical window. The converse to this approach, aligning the 

detector face normal to the window, results in an enlarged conical-like viewing area as opposed to the 

intended narrow plane which then artificially increases signal intensity. An optical schematic of the PMT 

system with which OH* and CH* profiles are measured is shown in Fig. 3.5. A detailed description on the 

formation of the reflected-shock (test) conditions is given in Appendix E.   
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Fig. 3.5. Emission from reacting fuel and oxidizer behind reflected-shock is measured at a sidewall 
location 1.25 in. (3.18 cm) from the endwall using a UV-filtered photomultiplier tube.  

 

 

Combustion reactions, driven from the breaking of chemical bonds and formation of new bonds, proceed 

through an array of hundreds to thousands of elementary reactions depending on the size of the parent fuel. 

The production of radicals (short-lived species with unpaired valence electrons) occurring during the 

initial stages of combustion instigates oxidation through branching and propagation reactions prior to the 

onset of ignition. In cases where energy is absorbed by certain species through collisions with surrounding 

molecules/atoms (third-body inert species, stable and unstable species) or through highly exothermic 

reactions, molecules can become excited and reach a higher electronic state. Shortly after excitation, a 

relaxation period ensues during which the radical tends toward a lower energy (ground) electronic state 

and in the process the emission of energy in the form of light occurs proportional to the product of the 

Planck constant and frequency of light by hc/ (chemluminescence). Temporal measurement of species-

specific emission of radiation (OH*, CH*) resulting from the release of photons during relaxation are 

obtained behind reflected-shock waves in the present work using a high-sensitivity detector coupled with a 

filter which excludes wavelengths other than the given wavelength of interest (bandpass filter), yielding 

species-time histories.  
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Specific transitions measured in the present study for excited-state OH and CH were A2+  X2 and 

A2  X2, respectively, where the numerical superscripts indicate constant quantum number during 

transition (n = 2) and wave function symmetry (+) about the vertical mirror plane (v). Electronic state 

designation  indicates zero orbital angular momentum () along the z axis of the molecule ( = 0). 

Similarly, for  and  electronic states,  = 1 and  = 2, respectively. Figure 3.6 shows schematically a 

Morse potential energy curve of OH transition from the first electronic excited state (A) to the ground state 

(X). The expression P + Energy  P* is generalized to include energy imparted by collision and from 

highly exothermic reactions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.6. Morse potential energy curves for electronically-excited and equilibrated product species (P) of a 
chemical reaction or collision. Relaxation brings the species from an elevated electronic level (A) to the 
ground-state electronic level (X). From the transition of an excited radical (P*) to the ground-state (P), 
photons of energy E = hc / are emitted and measured for intensity according to wavelength . For OH* 
and CH*,   307.1 nm and  430.0 nm, respectively.  
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Optical bandpass filters possess a specific bandwidth comprised of a center wavelength bound by a 

minimum wavelength and a maximum wavelength the filter is capable of passing, defined by the FWHM, 

forming a near-Gaussian distribution of intensity as a function of wavelength. In the measurements of 

excited-state species profiles in the present work, the bandwidth for the CH* filter was 10 nm. For the 

OH*, a bandwidth of 40 nm was used. The two principal measurements reported herein, ignition delay 

times and species time-histories, were obtained from chemiluminescence measurements of excited 

hydroxyl radicals (OH*). Experiments were performed to determine the impact on measured OH* profiles 

from the use of more-narrow bandpass filter (i.e 10 nm FWHM) compared to a filter broader with broader 

bandwidth (i.e. 40 nm FWHM). Transmission curves as a function of wavelength for the two OH* filters 

are given in Fig. 3.7. OH* profiles from oxidation of fuel-rich Blend 3 (Table 3.7) were obtained under 1.5 

atm pressure at 1627 K and 1630 K for the 40-nm FWHM and 10-nm FWHM filters, respectively. No 

difference in profile shape is shown from the use of the two filters differing in allowable wavelength 

transmission (Fig. 3.8). For completion, the transmission curve of the CH* optical filter is provided in Fig. 

3.9. 

 

Fig. 3.7. Transmission profiles for optical filters used to measure OH* species (Andover Corporation). 
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Fig. 3.8. Comparison of OH* time history measurements using two bandpass filters differing in center 
wavelength and FWHM. The 40-nm FWHM optical filter employed in the present work yields time 
histories identical to those measured using the narrow filter with the 307-nm center wavelength, therefore 
no additional interference is detected relative to the more-narrow bandwidth filter. 

 

Fig. 3.9. Transmission profile for optical filter used to measure CH* species (Andover Corporation). 
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The test time begins upon arrival of the reflected shock wave at the measurement station, which in the 
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generated behind the reflected shock wave initiate the ignition process by raising the temperature of the 

0 200 400 600 800
0.0

0.2

0.4

0.6

0.8

1.0  
c
  307 nm (5 nm FWHM)

 
c
  300 nm (40 nm FWHM)

 
O

H
* 

E
m

is
si

on
 (

N
or

m
al

iz
ed

)

 

Time (s)

410 420 430 440 450
0

10

20

30

40

50

60

P
er

ce
nt

 T
ra

ns
m

is
si

on


c
  430 nm

FWHM  20 nm

 

 

Wavelength (nm)



 

 
 

45

gas within a few microseconds. After a period of time, coupled with rapid collisions between atoms and 

molecules, thermal energy from the shock process is subsequently absorbed in respective energy storage 

modes (translation, rotation, vibration, electronic) leading towards chemical bond rupture. Radical species 

are generated from these processes which then incite oxidation of other species, and the process continues 

up to a point where radical pools have sufficiently populated leading to the onset of primary ignition 

(marked by abrupt rise in pressure rise and/or the emission of light). The period of time over which this 

process occurs is the ignition delay time. 

 

In the present work, shock-tube measurements of OH* or CH* chemiluminescence profiles and ignition 

delay times are conducted behind the reflected shock wave under highly dilute conditions (99% Ar by 

volume) to minimize unsteady thermodynamic conditions from reaction exothermicity. Species profiles 

and ignition delay times extracted during fuel oxidation serve as validation targets for a chemical kinetics 

model compiled from individual mechanisms for each species, the impetus of which is the need for a 

robust mechanism to predict characteristic combustion properties and reaction pathways. 

 

Ignition delay times are defined herein using the method of steepest ascent as applied to OH* 

chemiluminescence measurements (Fig. 3.10). The method entails constructing a horizontal line 

representing zero-concentration of the intermediate species being measured. The line is extended from 

time-zero throughout the length of the profile to establish a reference (zero) concentration from which 

changes with time are measured. A second line is then drawn along the slope with the steepest ascent in 

the profile, indicative of rapid population of the intermediate radical pool, to intersect with the reference 

line. The difference in time between time-zero (arrival of reflected shock wave at sidewall location) and 

the intersection point is the ignition delay time, Ignition, measured in microseconds (s). 

 

Although shown below to have negligible impact in the present work, existing in all shock-tube facilities 

due to non-ideal gas dynamic effects are pressure increases over time which depend highly on shock-tube-

specific geometry, test temperature and pressure, and diluent species (Ar, N2). Figure 3.10 displays time-
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dependent OH* formation measured experimentally from methyl octanoate oxidation and compares it to 

the model prediction of Dayma et al. [42]. To capture the effect of non-ideal gas dynamics (i.e. pressure 

rise) behind the reflected shock wave, pressure time histories were integrated into the model solutions to 

account for the slight increase in pressure with time. Three model-predicted OH* profiles are calculated in 

Fig. 3.10: one under isobaric conditions, one using a linear fit to the characteristic dP/dt trend in the 

experiment (ca. 2.5% per ms), and an exaggerated dP/dt trend of 10% per ms. Incorporation of the 

pressure variation behind the reflected shock wave at a rate of 2.5%/ms relative to reflected-shock pressure 

shows no significant impact on ignition delay times or time-dependent profile behavior within the 

timeframe of the measurement. In contrast, higher rates of pressure increase, such as those present in 

smaller-diameter shock tubes, could accelerate ignition kinetics to an appreciable degree due to boundary 

layer effects as described in detail by Petersen and Hanson [141]. The typical test duration up to and 

including the main chemical reactions in the present study is on the order of 1-2 ms, which does not allow 

enough time for dP/dt and dT/dt effects to impact appreciably the results herein, as implied in Fig. 3.10. 

 

Fig. 3.10. Sidewall pressure and OH* time histories for  = 0.5 C9H18O2 oxidation (380 ppmv). Ignition = 
181 s, 1378 K, 1.44 atm. dP/dt = 2.5%/ms relative to reflected-shock conditions. Model [42] calculations 
incorporating isobaric conditions, dP/dt behavior observed in the current work (2.5%/ms), and an 
exaggerated 10%/ms are shown and indicate no appreciable difference in predicted OH* profiles, 
justifying that the dP/dt behavior of the shock-tube facility has an insubstantial effect on the 
thermodynamic conditions and, by extension, ignition delay time measurements. 
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Calculations were performed to quantify the effect of time-dependent pressure behavior on temperature 

behind reflected shock waves. The slight compression process post-reflected shock can be modeled as 

adiabatic, adhering to Eqn. 3.15, due to insufficient time present for appreciable heat transfer to occur. 

Assuming a linear rate of pressure increase with time (dP/dt) relative to the initial, reflected-shock 

pressure of 2.5%/ms and 10%/ms, the corresponding rates of temperature increase (relative to the 

reflected-shock temperature) are 1.5%/ms and 6%/ms using the assumption of an isentropic relationship 

between temperature and pressure. For a test temperature of 1600 K (the higher range herein), the 

2.5%/ms increase in pressure corresponds to a 15-K temperature increase after 1 ms, while the higher 

6%/ms rate corresponds to a 60-K temperature increase after 1 ms. 

 

 ହܶ,௦

ହܶ
ൌ ቆ ହܲ

ʹ

ହܲ
ቇ

ఊିଵ
ఊ

 (3.15) 

 

where, 

 ହܶ,௦  Isentropic temperature behind reflected shock at time t (K) 

 ହܶ  Initial reflected-shock temperature (K) 

 ହܲ
ʹ   Isentropic pressure behind reflected shock at time t (atm) 

 ହܲ  Initial reflected-shock pressure (atm)  

    Specific heat ratio within reflected-shock region ߛ 

 

 

3.2.5 Correlation equations for ignition delay time measurements 

Ignition delay times are plotted using a logarithmic scale (ordinate) as a function of inverse temperature 

(abscissa), thus increasing temperature occurs from the right to left. Logarithmic scales are routinely used 

to report ignition delay time data such that the behavior can be described using a linear relation, 

constructed using empirical equations of Arrhenius form. In the physical sense, ignition delay times 
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commonly form an exponential dependence on inverse temperature. The activation energy of a mixture is 

defined qualitatively as the energy required for chemical reaction to take place or, in a quantum 

mechanical sense the energy required to bring species in the reactive mixture above respective potential 

energy barriers. Recall the form of the Arrhenius expression for the temperature dependence of reaction 

rate constants: 

 

 ݇ ൌ ݌ݔ݁ܣ ൬
െܧ௔
ܴ௨ܶ

൰ (3.16) 

 

or, 

 ln ݇ ൌ െ
௔ܧ
ܴ௨

൬
1
ܶ
൰ ൅  (3.17) ݐ݊ܽݐݏ݊݋ܥ

 

where, 

 ݇  Rate constant (s–1) 

 ௔  Activation energy (kcal /mol)ܧ 

 ܴ௨  Universal gas constant (kcal /mol · K) 

 ܶ  Temperature (K)  

 

In terms of an ignition delay time, noting the inversion of the natural log parameter the natural log of the 

Arrhenius equation can be expressed: 

 

 ln ߬ ൌ
௔ܧ
ܴ௨

൬
1
ܶ
൰ ൅  (3.18) ݐ݊ܽݐݏ݊݋ܥ

 

Using the ignition delay time data distributed over inverse temperature (ln Ignition – 1 /T), the above 

equation takes on a linear form (y = mx + b), where ܧ௔ ܴ௨⁄  is the slope and inverse temperature is the 

abscissa. From this expression, a numeric value for the slope (m) of the linear trend is determined, from 
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which then the activation energy is calculated through multiplication by the universal gas constant ܴ௨ = 

1986 kcal /mol·K. In a similar manner to that shown for the Arrhenius expression in Eqns. 3.16 and 3.17, 

ignition activation energies for a given fuel blend, which can vary with blend composition, equivalence 

ratio, pressure, and dilution level, are characterized by a linear dependence on inverse temperature when 

plotted logarithmically and can be determined using the method of least squares. The procedure is applied 

to Eqn. 3.18 for a complete data set over a specified set of conditions to calculate statistics describing a 

common linear trend. Ignition delay time dependence with inverse temperature takes the linear form of 

Eqn. 3.19 with species concentration dependence introduced. 

 

 lnሺ߬ሻ ൌ lnሺܣሻ ൅ ሿ݈݁ݑܨሾ݈݊ݔ	 ൅ ሿݎ݁ݖ݅݀݅ݔሾܱ݈݊ݕ ൅ ሿݐݎ݁݊ܫሾ݈݊ݖ ൅ ሺܧ௔ ܴ௨⁄ ሻܶ (3.19) 

 

The pre-multipliers x, y, z, and ܧ஺ ܴ௨⁄  represent respective slopes for each term, and the lnሺܣሻ term 

represents the constant (y-intercept). Solution of these parameters is reached using the method of least 

squares and after taking the exponential of the relation, an equation describing the complete ignition data 

set as a function of species concentration (mol /m3) and temperature is defined. A similar expression to 

that of the Arrhenius equation of ݇ሺܶሻ can be formed with ignition delay times plotted in the same manner 

as reaction rates (log10 – 1 /T), where ܣ represents a fitting parameter rather than a frequency factor (Eqn. 

3.16). For large variation in dilution level, inert-gas concentration may be included (Eqn. 3.20). In the 

present study, Ar concentration remains fixed at 99% (vol.). Empirical correlations are then defined using 

fuel and oxidizer concentrations (Eqn. 3.21). 

 

 ߬ሺݏߤሻ ൌ ݀ݎሿ௬ሾ݄ܶ݅ݎ݁ݖ݅݀݅ݔሿ௫ሾܱ݈݁ݑܨሾܣ ݕ݀݋ܤ ௔ܧሿ௭expሺݐݎ݁݊ܫ/ ܴ௨ܶ⁄ ሻ (3.20) 

 

 ߬ሺݏߤሻ ൌ ௔ܧሿ௬expሺݎ݁ݖ݅݀݅ݔሿ௫ሾܱ݈݁ݑܨሾܣ ܴ௨ܶ⁄ ሻ (3.21) 
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3.3 Description of laminar flame speed facility 

A cylindrical, heated laminar-flame-speed vessel capable of pre-ignition temperature of 300 °C equipped 

with a high frame rate camera (up to 20,000 frames per second) is employed for measurements of laminar 

flame speed as a function of equivalence ratio and initial pressure and described in detail by Krejci [132]. 

Only a brief description of the flame speed facility is provided herein. Flame speed facility dimensions 

include an inner diameter of 31.75 cm, internal length of 35.6 cm, resulting in an internal volume of 28.2 

L. Measurements of the flame velocity are made using a Z-type schlieren optical diagnostic (Fig. 3.11) 

which magnifies density gradients within its line of sight. In the experiment, the steepest gradient occurs at 

the interface between the reacting fuel-oxidizer and the unburned fuel-air mixture.   

 

 

 

Fig. 3.11. Z-type schlieren optical setup for measurement of flame speed. Flame initiation controlled by 
centered spark electrodes [132]. 
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Similar precautions to those in the shock-tube experiments, with regards to fuel condensation, were taken 

to ensure mixture composition. Due to the low vapor pressures of the fuels studied in the present work, 

heating of the flame speed facility is required and is dependent on the saturation temperature of the least 

volatile species in the ternary fuel blend (Section 3.1). Temperature measurements were made at five 

locations: two radial measurements, two axial measurements, and a measurement at the center (Fig. 3.12).  

Thermocouple measurements at these locations show that temperature within the heated vessel is highly 

uniform (Fig. 3.13). Maximum deviation from the average measured temperature for the 100 °C, 150 °C, 

and 200 °C temperature settings were determined to be -0.5 °C, 0.9 °C, and 0.9 °C, respectively. 

 

 

 

 

 

 

 

Fig. 3.12. Front and profile views of flame speed vessel showing radial (Left) and axial (Right) location of 
thermocouples for temperature profile measurement. Thermocouples are positioned 6.35-cm apart. 

 

Fig. 3.13. Axial and lateral temperature profiles of stainless steel flame facility (set temperatures 100 °C, 
150 °C, and 200 °C). 
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3.3.1 Procedure for injection of liquid fuel in laminar flame speed experiments 

In these experiments, the liquid fuel blend was injected into the flame speed vessel using the same high-

vacuum septum apparatus as that appended to the shock-tube mixing chamber. After injection of the fuel, 

a waiting period of 30 min was implemented to ensure the fuel blend had appropriately evaporated and 

reached a steady-state pressure. Once the gaseous fuel pressure stabilized, the appropriate amount of UHP 

air (79/21 N2/O2) was introduced into the flame speed vessel. Upon introducing the UHP air and reaching 

the initial test pressure, a waiting period of 30 min was maintained for all flame speed experiments to 

ensure homogeneity was reached. Assurance in a uniform mixture was provided by varying the amount of 

waiting time the fuel/air mixture experienced. No difference in the flame speed results was observed using 

either a 120 min or 180 min waiting period. 

 

3.3.2 Determination of laminar flame speed 

The laminar flame speed is determined from an analytical treatment of the Markstein relation (Eqn. 3.22) 

which is valid in the limit of weakly stretched flames and relates the measured (burned) velocity (ܵ௕), 

which intrinsically contains flame stretch, to the burned, unstretched flame velocity (ܵ௕
° ) by means of the 

Markstein length (ܮ௕) and the rate of flame stretch (ߙ): 

 ܵ௕ ൌ ܵ௕
° െ  (3.22) ߙ௕ܮ

where the rate of flame stretch, determined experimentally, is defined: 

ߙ  ൌ ሺ2 ܴ⁄ ሻሺܴ݀ ⁄ݐ݀ ሻ (3.23) 

and the rate of change in flame radius is measured using schlieren imaging of the propagating flame. 

Regression analysis is performed on an integrated form of Eqn. 3.23: 

௜ݎ  ൌ ܵ௕
° ௜ݐ െ ௕ܮ2 lnሺݎ௜ሻ ൅ ܿ (3.24) 

 

The unburned, unstretched flame velocity is then calculated iteratively from the burned, unstretched flame 

velocity by the density ratio across the flame. This density ratio comes from the equilibrium solver in the 

ChemKin computer package which is used to calculate the burned-gas density. Conservation of mass 

applied at the boundary of the flame (where reacting flow meets unburned fuel-air) yields the relation: 
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 ܵ௨° ൌ ܵ௕
° ⁄ߪ  (3.25) 

where ߪ is the ratio of unburned- to burned-gas density (Eqn. 3.26) 

ߪ  ൌ ௨ߩ ⁄௕ߩ  (3.26) 
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4. BLENDED-FUEL CHEMICAL KINETICS MECHANISM DEVELOPMENT AND 

CHEMISTRY MODELING 

A detailed chemical kinetics model was compiled to study the reaction chemistry pertaining to ignition of 

the ternary fuel blends (methyl ester/ linear alkane/ cycloalkane) studied herein. The development of a 

chemistry model for blended biofuels is imperative since the ignition behavior of fuel blends cannot be 

studied in detail using the individual trends of the pure fuels. The model compiled in the present work 

serves as an initial version of such a model. Sub-mechanisms were extracted from two well-validated 

models and integrated into a base mechanism for n-nonane. Described in the sections below are details for 

the sub-mechanisms for methyl octanoate (Section 4.2) and methylcyclohexane (Section 4.4) and details 

of the base mechanism (Section 4.3) for the present model. The reaction mechanism is utilized for 

calculations of time-dependent species profiles, time-dependent sensitivity coefficients, and rate-of-

production of species, and to assess the influence of blending effects on ignition. Details on these analyses 

and solution procedures are discussed in Sections 4.5 – 4.7. 

 

4.1 Reaction mechanism for methyl octanoate/n-nonane/methylcyclohexane blends 

The ternary fuel blends studied herein include components of interest as blended biofuel components. The 

linear alkane and cycloalkane serve as a conventional, petroleum-based fuel species and the methyl ester 

serves as the bio-derived compound. The supporting chemical kinetics mechanism compiled in the present 

work to model the experiments integrates two sub-mechanisms into a base mechanism describing the 

chemical kinetics. Three chemical kinetics mechanisms were utilized to model species profiles and 

ignition delay times for the pure fuels to serve as a basis for comparison for the present model. The 

mechanisms of Dayma et al. [42], Rotavera et al. [48], and Pitz et al. [25] were chosen for methyl 

octanoate, n-nonane, and methylcyclohexane (MCH), respectively. A single mechanism combining the 

chemistry of the three separate fuels was needed to model the ignition chemistry of the fuel blends. The 

base chemistry of Dagaut [147] is used for both [42] and [48]. Therefore, the C9H18O2 and MCH sub-

mechanisms were chosen as sub-mechanisms to integrate into the model of Rotavera et al. [48] since this 

latter mechanism and that in [42] share base reaction sets. Table 4.1 provides details on the base model 
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and integrated sub-mechanisms. To enable modeling of shock-tube ignition delay times and OH* profiles, 

the chemiluminescence subset proposed by Hall and Petersen [148] is included in the present model from 

integration into the base n-nonane mechanism [48].  

 

Table 4.1. Components of the reaction mechanism compiled for blended-fuel ignition analysis in the 
present study. 

Mechanism Species Reactions Role 

C9H18O2 /Dayma et al. [42] 144 1080 Sub-Mechanism 

n-C9H20 /Rotavera et al. [48] 729 3445 Base Mechanism 

MCH /Pitz et al. [25] 209 260 Sub-Mechanism 

Compiled Mechanism (Present Study) 1082 4785   

 

4.2 Sub-mechanism: methyl octanoate 

The methyl octanoate sub-mechanism integrated into the ternary fuel blend model utilizes 144 species and 

1080 reactions from the work of Dayma et al. [42]. The base model for methyl octanoate from [42] was 

validated using jet-stirred reactor (JSR) measurements of stable species from oxidation of 1000 ppmv 

C9H18O2 in O2/N2. Concentration profiles as a function of temperature (800 < T (K) < 1350) at 1 atm from 

lean ( = 0.5) to rich ( = 2.0) equivalence ratios were obtained using a 70 ms residence time in the 

reactor. Species profiles from JSR experiments for 1-olefins, C2H2, CH4, C2H6, H, CO, CO2, H2O, and 

stable decomposition products of methyl octanoate were well-predicted. Under stoichiometric conditions, 

no low-temperature (< 800 K) fuel reactivity was observed in the 1-atm experiments. Reaction pathway 

analysis (RPA) was performed under stoichiometric conditions at the temperature (1050 K) where 50% 

(vol.) consumption of the fuel was measured. Under these conditions, approximately 50% of the fuel is 

consumed by H-atom abstraction by H or OH. Supporting measurements of species profiles from opposed-

flow diffusion flames were also used in the work to further constrain model predictions. The same species 

were measured in the diffusion flame experiments with model agreement exhibited for CO, CO2, C9H18O2, 

CH4, C2H6, 1-butene, 1-heptene. Under-predicted species profiles were noted for C2H4, propene, 
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formaldehyde, 1-pentene, and 1-hexene.  Temperature profiles were also calculated with high accuracy. 

Discrepancies in the model predictions are to some extent attributable to the experimental correction 

applied to the results of the diffusion flame experiment due to thermal radiation losses causing uncertainty 

in temperature, as described in Sinha et al. [149].  

 

Jet-stirred reactor experiments on methyl octanoate blends with ethanol (C2H5OH) and bio-butanol 

(C4H9OH) at 10 atm were performed in the work of Togbé et al. [41, 36]. Similar to the 1-atm work of 

[42], species concentration profiles for stable intermediates were measured as a function of temperature 

from lean ( = 0.5) to rich ( = 2.0) equivalence ratios. A 700-ms residence time in the reactor was used in 

the study due to the elevated pressure. Fuel concentrations of blends were kept below 1000 ppmv to 

mitigate temperature gradients within the reactor during chemical reaction of the fuel. Table 4.2 provides 

the base mechanism from which the methyl octanoate model is derived and the conditions over which it 

has been validated.  

 

Table 4.2. Valid regimes for the methyl octanoate model. 

Base Model P (atm) T (K)  Dilution Level Apparatus 

[42] 1 – 10 800 – 1350 0.5 – 2.0 97% – 99% 
Jet-Stirred Reactor,  
Diffusion Flames 

 

 

4.3 Base mechanism: n-nonane 

The n-nonane mechanism of Rotavera et al. [48] serves as the base mechanism for the present model to 

which the methyl octanoate and methylcyclohexane chemistry sets were integrated. The n-nonane model is 

comprised of 729 species and 3446 reactions, including the chemiluminescence mechanism (29 reactions) 

from Hall and Petersen [148]. The initial version of the mechanism, developed around experimental results 

covering from low- to intermediate-temperature JSR experiments (species concentration profiles), and 

intermediate- to high-temperature shock-tube experiments (ignition delay times, excited-state species 
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profiles), utilizing constant fuel concentration (1000 ppmv) and spanned 1 atm and 10 atm pressures and 

lean ( = 0.5) to rich ( = 2.0) equivalence ratios.  

 

A brief overview of the JSR facility experiments performed for the n-nonane study is provided herein. 

Complete details of the JSR facility are discussed in Dagaut et al. [150]. Temperature and pressure 

dependence of product-species concentration produced from the oxidation of n-C9H20/O2/N2 mixtures were 

measured using a fused-silica jet-stirred reactor with an internal volume of 30 cm3. The fuel/O2 mixture 

was preheated to a given initial temperature (> 100 °C) to set reaction temperature and avoid condensation 

of the low-vapor-pressure alkane and then injected into the reactor body using four nozzles (i.d. = 1 mm). 

Turbulence was induced prior to entry into the reactor body, thus homogeneity of conditions through 

enhanced mixing (jet-stirring) of the already turbulent gases is attained. The high dilution level (> 97% 

diluent) reduces temperature gradients and the release of energy from oxidation reactions. Residence times 

within the reactor remained fixed at 70 ms and 700 ms for 1-atm and 10-atm conditions, respectively. A 

vertically adjustable probe positioned along the centerline of the reactor provided assurance of temperature 

uniformity (~ 1 K/cm) and uniformity of the gaseous mixture. Fourier-transform infrared spectroscopy 

(FTIR), flame ionization detection (FID), and thermal conductivity detection (TCD) were employed to 

measure species concentrations. Concentration analysis of select product species was performed during the 

experiment using FTIR in a 413-K, temperature-controlled gas cell after which combustion products (~ 40 

mtorr) were captured using a quartz probe and collected in Pyrex bulbs for immediate analysis using gas 

chromatography in concert with either FID or TCD. 

 

The base n-nonane kinetics mechanism, derived from a mechanism previously developed for n-decane 

oxidation in the work of Diévart [151], has a strong hierarchical structure and was designed to model both 

low- and high-temperature oxidation. The low-temperature n-nonane subset involves the formation of 

nonylperoxy radicals and derived reactions (isomerization, cyclization, peroxidation, etc., to form cyclic 

ethers, ketohydroperoxides, and aldehydes). Rate coefficients mainly come from Buda et al. [152]. The 

high-temperature reactions primarily consist of C–C and C–H bond scissions from n-nonane and nonyl 
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radicals. Thermodynamic data were taken from the Burcat and Ruscic database [153] when available, or 

were estimated using the THERGAS software [154] based on group additivity methods proposed by 

Benson [155]. Rate coefficients for reverse reactions were computed from the corresponding forward rate 

coefficients and the appropriate equilibrium constant, ܭ௖ ൌ ݇ி௢௥௪௔௥ௗ ݇ோ௘௩௘௥௦௘⁄ , calculated from 

thermochemical data. Table 4.3 provides the conditions over which the n-nonane model has been 

validated.  

 

The first version of the n-nonane model used as the base model in the present work was developed by the 

author in a previous study [16]. Improvement in the low- and intermediate-temperature region was made 

to the initial version using rate parameters for the formation of cyclic ethers from Wijaya et al. [156]. 

Several improvements were additionally made in the high-temperature regime using sensitivity and 

reaction pathway analyses, the specific results and impact of which are described in Section 6. The 

numerical details for the modified reactions are presented in Table 4.3. The modified reactions (MR) and 

associated rate parameters responsible for the high-temperature improvements are provided in Table 4.3. 

Initial changes involved the homolysis rates for n-nonane which in the initial version of the model were 

those of n-decane from the mechanism of Zeppieri et al. [157]. In the present model, n-nonane homolysis 

rates (MR1 – MR4) were reduced by decreasing the frequency factor from 2.0·1017 to 3.0·1016 s–1.  

 

The rate of H-abstraction by H from C2H4 forming vinyl and H2 (MR5), H-abstraction from formaldehyde 

by H, yielding formyl + H2 (MR8), and thermal decomposition of 1-hexyl were increased. The rate of the 

latter reaction was increased by multiplying the frequency factor by 102 (arrived at parametrically) over 

the Tsang et al. value [158] used in the initial version. The thermal decomposition rate of propene (MR6) 

forming vinyl + methyl was reduced. 

 

Rate parameters for MR5 – MR8 were taken from the literature. Parameters for MR5 were obtained from 

transition state theory (TST) results of Weissman and Benson [159], MR6 from Dean [160], MR7 from 

JetSurF v2.0 [15], and MR8 from the RRKM extrapolation of Irdam et al. [161]. The H-abstraction 
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reaction by H2 on CH was written as CH2 + H  CH + H2 in the initial version of the model. The 

corresponding rate coefficient depended only on A (i.e. no temperature dependence or activation energy 

was assigned to the reaction. The reaction was replaced using the reverse reaction from [15] which 

includes both a dependence on temperature and on activation energy (MR7). 

  

Table 4.3. Modified reactions (MR) and associated rate parameters (units: cal, mol, cm3, K). Rate 
coefficients are of modified Arrhenius form: ݇ሺܶሻ ൌ ሺܶܣ ⁄ܭ	298 ሻ௡݁݌ݔ	ሺെܧ௔ ܴ௨ܶሻ⁄ . 

Reaction ܧ ݊ ܣ௔ (kcal /mol) Reference 

MR1: n-C9H20  pC4H9 + AC5H11 
3.000·1016 0.00 83180.0 Present Work 

2.000·1017 0.00 83180.0 Initial Parameters 

MR2: n-C9H20  nC3H7 + AC6H13 
3.000·1016 0.00 83400.0 Present Work 

2.000·1017 0.00 83400.0 Initial Parameters 

MR3: n-C9H20  C2H5 + AC7H15 
3.000·1016 0.00 83680.0 Present Work 

2.000·1017 0.00 83680.0 Initial Parameters 

MR4: n-C9H20  CH3 + AC8H17 
3.000·1016 0.00 85570.0 Present Work 

2.000·1017 0.00 85570.0 Initial Parameters 

MR5: C2H4 + H  C2H3 + H2 
1.710·1013 0.70 8003.3 [159] 

1.000·1014 0.00 15009.0 Initial Parameters 

MR6: C3H6  C2H3 + CH3 
7.940·1016 0.00 99594.0 [160] 

1.100·1021 –1.20  97720.0 Initial Parameters 

MR7: CH + H2  CH2 + H 
(Reversed) 

1.107·108 1.79 1670.0 [15] 

3.500·1014 0.00 0.00 Initial Parameters 

MR8: CH2O + H  HCO + H2 
2.879·1012 1.90 2740.4 [161] 

1.100·108 1.80 3000.0 Initial Parameters 

MR9: AC6H13  pC4H9 + C2H4 
1.020·1014 0.30 27276.0 Present Work 

1.020·1016 0.30 27276.0 Initial Parameters 
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Table 4.4. Valid regimes for the n-nonane model of Rotavera et al. [16]. 

Base Model P (atm) T (K)  Dilution Level Apparatus 

[151] 1 – 10 550 – 1600 0.5 – 2.0 95.4% – 99.2% 
Jet-Stirred Reactor, 

Shock Tube 
 

 

4.4 Sub-mechanism: methylcyclohexane 

The methylcyclohexane mechanism from the experimental and modeling study of Pitz et al. [25], 

consisting of 1011 species 4436 reactions, was chosen as the model from which to extract the MCH sub-

mechanism implemented into the ternary kinetics model for the present study. The construction of the 

MCH model involved the integration of the high-temperature Orme et al. mechanism [24] into the iso-

octane model of Curran et al. [22]. Table 4.4 provides the mechanisms from which the Pitz et al. MCH 

model is derived and the conditions over which the model has been validated. Only reactions involving 

MCH were utilized in the sub-mechanism in the present model. The development of the MCH mechanism 

in [25] stemmed from the interest in identifying reaction pathways pertaining to the negative temperature 

coefficient (NTC) behavior which have been studied previously for linear and branched alkanes. For both 

linear and branched alkanes, RO2 formation and subsequent isomerization leads to QOOH formation. 

Hydroperoxyalkyl radicals (QOOH) then proceed through one of several reaction pathways during the 

low-temperature ignition process: (i) conversion into RO2 from isomerization; (ii) cyclization to form 

epoxide + OH; (iii) C–O bond fission to yield an olefin and hydroperoxy (HO2); or (iv) -scission 

reaction. In the Pitz et al. study, for which the impetus was accurate prediction of low- and intermediate-

temperature  hydrocarbon ignition, detailed chemical kinetics analyses were performed to identify whether 

analogies could be made among linear and branched alkanes and cycloalkanes, specifically with regards to 

RO2 isomerization rates and relative rates of branching and propagation reactions. It was concluded in the 

study that isomerization rates of RO2 which are accepted for linear- and branched-alkane systems 

produced modeled ignition delay times longer than those observed in the rapid compression machine 

(RCM) experiments. Consequently, the mechanism developed from the study utilized rate constant 
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estimates for methylcyclohexylperoxy radical isomerization in place of the previous RO2 isomerization 

rates employed in the base mechanism [22] formulated for iso-octane.  

 

Table 4.5. Valid regimes for the MCH model of Pitz et al. [25]. 

Base Model P (atm) T (K)  Dilution Level Apparatus 

[25] 1 – 45 550 – 1700 0.3 – 1.5 70% – 99% RCM 

 

 

4.5 Modeling of chemiluminescence profiles 

Species time histories (OH*, CH*) were calculated with the ternary chemical kinetics model in the present 

work using the time-dependent 0-D homogeneous reactor module in ChemKin v10101 which is void of 

fluid mechanic implications and considers only the reaction chemistry for the specified set of initial 

conditions. Absolute and relative tolerances for solution convergence for all calculations performed herein 

were set to 1·10–20 and 1·10–8, respectively. Settings for solver integration steps and maximum time step of 

20 and 1 s, respectively, were used. The constrained pressure/solution of energy equation setting was 

chosen as the setting (problem type) within the ChemKin module since pressure time histories are well-

characterized for the shock-tube experiments. Shock tubes afford the ability to generate controllable and 

repeatable conditions of temperature and pressure behind the reflected shock. In the present shock-tube 

work the high level of dilution (99% Ar by volume) renders the thermodynamic conditions behind the 

reflected shock effectively constant within the timeframe of the experiment (ca. 1.6 ms). Unless 

specifically stated, due to the nature of highly dilute shock-tube experiments, conditions in the 

homogeneous reactor module were modeled as isobaric. In addition to ignition delay times full-width half-

maximum (FWHM) values were determined and utilized as a model constraint to compare with model 

calculations in assessing accuracy (Fig. 4.1). 
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Fig. 4.1. OH* time history showing model definition of ignition delay time and FWHM. Measurement and 
model calculation performed of C9H18O2 oxidation ( = 0.5/380 ppmv). 1378 K; 1.44 atm. Model: [42]. 

 

 

4.6 Modeling of rate of production of species and reaction pathways 

Rates of production/consumption of species (mol/cm3·s) are calculated using post-processing of the 

solution data from the 0-D homogeneous reactor module in ChemKin v10101. The analysis provides a 

time-dependent indication of the most dominant production and consumption channels of the species of 

interest. H-atom production/consumption from stoichiometric oxidation of C9H18O2 in O2 is shown in Fig. 

4.2. Reaction pathway analysis (RPA) is performed using ChemKin PRO v15101 and provides specific 

pathways from an initial species (e.g. methyl octanoate) to any terminal species of interest (CO2, OH…). 

RPA includes rate of production results in conjunction with skeletal diagrams to quantitatively compare 

which paths are responsible for higher absolute and relative rates of species formation and/or 

consumption. 
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Fig. 4.2. Dominant reactions and corresponding rates of atomic hydrogen production/consumption during 
 = 1.0 oxidation of n-C9H20 (667 ppmv) calculated using the present model. 1460 K; 9.0 atm; 99% Ar. 

 

 

4.7 Sensitivity analysis (0-D homogeneous batch reactor simulation) 

Sensitivity analysis is a means by which influential reactions within a chemical kinetics model which drive 

a process of interest (ignition, CO2 formation…) can be elucidated for a given set of thermodynamic 

conditions. The identified reactions may then be isolated for further study or replacement using literature 

parameters, leading ultimately to improvements in the chemistry model. Sensitivity coefficients ( ௜ܵ), 

defined for illustrative purposes for OH* in Eqn. 4.1, are produced from the analysis for a given species of 

interest from perturbation of all of the reaction rate coefficients of all reactions in the model. The change 

in concentration of the selected species, as a result of individual and isolated perturbations of the reactions 

in the mechanism, is quantified over the specified period of time. In the present work, only the ten most 

influential reactions were considered for model improvement. Time-dependent numerical values of ௜ܵ are 

calculated for the selected number of reactions and the results are normalized to the maximum value of ௜ܵ 

within the specified time range for the conditions. Figure 4.2 shows representative normalized results for 

sensitivity coefficients of OH* from oxidation of  = 2.0 n-nonane (1000 ppmv) at 1555 K, 1.5 atm, 

calculated using the model from Rotavera et al. [16]. Under the conditions, the chain branching H + O2 
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reaction was the reaction to which OH* is most sensitive over the 200 s time interval. Correspondingly, 

the peak sensitivity coefficient for this reaction within the 200-s calculation became the normalization 

parameter for the entire set of ௜ܵ.  

 ௜ܵ ൌ ߲݈݊ሾܱܪ∗ሿ ߲݈݊݇௜ሺܶሻ⁄  (4.1)  

 

 

Fig. 4.3. Normalized OH* mole fraction and sensitivity coefficients describing pertinent OH*-sensitive 
reactions during incipient oxidation of n-C9H20/O2 calculated using [16]. 1555 K; 1.5 atm;  = 2.0; 99.2% 
Ar. C3H6 + H  aC3H5 + H2 (dotted line), C2H4 + H  C2H3 + H2 (dashed line). 

 

 

Sensitivity coefficients of OH* formation to the 3881 reactions comprising the reaction mechanism 

compiled in the present work are calculated using the SENKIN module in ChemKin v10101. Sensitivity 

analysis was used extensively to improve the base (n-nonane) model prior to the synthesis of the present 

reaction mechanism. Sensitivity of OH* formation to individual rate coefficients ݇௜ሺܶሻ in the model are 

evaluated by perturbation of respective frequency factors ܣ௜ of the individual reactions. Rate coefficients 

݇௜ሺܶሻ are of modified Arrhenius form (Eqn. 4.2). The analysis is performed using a Jacobian matrix 

calculated for the modified Newton iteration utilized to find a converged solution. The perturbation of ܣ௜ 

is related to absolute and relative tolerances for solution convergence, which for all calculations performed 

herein were set to 1·10–6 and 1·10–4, respectively, and is not explicitly specified in the output. The 
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threshold for ௜ܵ was set to 0.001. Calculated sensitivity coefficients below 0.001 were disregarded in the 

solution procedure. Detailed theory and development of the solution procedures are given in Lutz et al. 

[162]. 

 

 ݇௜ሺܶሻ ൌ ௜ሺܶܣ 298 ⁄ܭ ሻ௡݁݌ݔሺെܧ௔ ܴ௨⁄ ܶሻ (4.2)  

 

where, 

 ௜: frequency factor for reaction i ݊: temperature coefficient (nonlinear temperature behavior)ܣ 

 ܶ: temperature   ܧ௔: activation energy 
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5. MEASUREMENTS AND MODELING OF OH* TIME HISTORIES AND IGNITION DELAY 

TIMES OF METHYL OCTANOATE 

Excited-state hydroxyl radical time histories were measured behind reflected shock waves during 

oxidation of methyl octanoate, and ignition delay times were extracted using the method described in 

Section 3.2.4 over a broad range of thermodynamic conditions (Table 5.1). Provided in the sections below 

are species time history and ignition delay time results for methyl octanoate oxidation under fuel lean 

(Section 5.1), stoichiometric (Section 5.2), and fuel-rich (Section 5.3) conditions. Ignition delay times for 

methyl octanoate are provided in Appendix F. Species profiles and ignition delay times were calculated 

using the model compiled in the present study and with the parent model from which the methyl octanoate 

sub-mechanism came are compared to the measurements. Sharp differences in model predictions from the 

Dayma et al. model [42] and the model compiled in the present study were observed relative to one 

another and with the experimental results. The relative difference in the modeling results indicates that the 

blending of the mechanisms has an adverse effect on the reproducibility of pure fuel results for methyl 

octanoate. Experimental dependencies of methyl octanoate ignition on equivalence ratio and pressure, 

Ignition, OH*(Constant P, ) and Ignition, OH*(P, Constant ), are compared in Section 5.4. In total, 72 shock-

tube measurements of C9H18O2 oxidation were obtained, and an empirical ignition delay time equation was 

developed (Section 5.5) by correlating the data as a function of concentration (mol /cm3) and temperature 

using linear regression as discussed in Section 3.2.5.  

 

Table 5.1. Experimental ranges for fuel and oxygen volume percentages and reflected shock wave 
conditions. 

%n-C9H20 %O2 %Ar P (atm) T (K) 

0.038 – 0.138 0.862 – 0.926 99 1.3 – 9.7 1243 – 1559 0.5 – 2.0 
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5.1 Fuel-lean condition 

The fuel mole fraction of methyl octanoate for lean measurements was maintained at 3.8·10–4 and 

measurements were taken under near-atmospheric pressure (1.5 atm) spanning a temperature range of 216 

K (1263 K – 1479 K). Figure 5.1 shows a comparison of a measured OH* profile to model calculations. 

Under fuel-lean conditions, incipient formation of OH* is evident near time-zero, and this behavior is 

captured by both the present model and that of Dayma et al. [42]. The incipient oxidation is attributed to 

rapid fuel decomposition and subsequent formation of CH which then supplies the dominant OH* 

formation channel: CH + O2  OH* + CO. Discussed in Section 6 are detailed mechanisms of incipient 

OH* formation at high temperatures. At 1.5 atm pressure, the time-dependence of OH* is well-predicted 

by both models over the range of temperature covered. For the compiled model, the FWHM is calculated 

within 20 s of the experiment (90 s) at the high-temperature extreme. The difference in FWHM between 

measured and model-predicted values became larger with decreasing temperatures; experimental profiles 

increased in FWHM from 1263 K – 1479 K from 110 s to 345 s, respectively, while model predictions 

show 130 s – 80 s over this temperature range. (i.e. model-predicted behavior of FWHM is inverse to 

that shown in the experiment, with profiles becoming increasingly small with decreasing temperature).  

 

Fuel-lean ignition delay times (Fig. 5.1) are shown with error bars representing an uncertainty of ±10%. 

The uncertainty, discussed in Section 3.2.6, is systematic and therefore the same for all ignition delay time 

measurements herein. The experimental results of ignition are predicted well by the Dayma et al. model, 

yet are overpredicted over the entire temperature range using the compiled model of the present study. 

Ignition delay times at both the low-temperature extreme (1263 K) and the high-temperature extreme 

(1479 K) differ by a factor of two.  The ignition activation energy of the experimental trend is calculated 

to be 51.7 kcal/mol, while model predictions are 59.3 kcal/mol and 53.3 kcal/mol for [42] and the present 

model, respectively.  
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Fig. 5.1. (Left): Measured and model-predicted OH* time history during oxidation of 385 ppmv C9H18O2 
( = 0.5) in 99% Ar. 1.4 atm, 1479 K, Ignition, OH*: 75 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of C9H18O2 ( = 0.5) in 99% Ar at 1.5 atm. 
Calculations were performed using Dayma et al. [42] and the present chemical kinetics model. 3.850·10–

4C9H18O2 + 9.615·10–3O2 + 0.99Ar. Error bars reflect an uncertainty of ±10%. 
 

 

Measurements taken at a nominal elevated pressure of 9.5 atm spanned a temperature range of 118 K 

(1272 K – 1390 K). Figure 5.2 shows a comparison of a measured OH* profile to model calculations. The 

FWHM of the modeled OH* profile in Fig. 5.2 (40 s) is smaller than that indicated in the measurement 

(135 s). Differences in FWHM between modeled and experimental OH* time histories increase with 

decreasing temperature. The temperature dependence of the model-predicted trend in FWHM is in 

agreement with that of the experiment, however differences at the high- and low-temperature extremes of 

75 s and 205 s exist, with FWHM of modeled profiles under-predicting the measurements. Increased 

pressure suppressed incipient formation of OH* under the fuel-lean condition experimentally and in the 

model predictions.  

 

Fuel-lean ignition delay times at 9.5 atm are accurately predicted by the compiled model over the entire 

range of temperatures (within ~ 15%), capturing the ignition activation energy within ~ 20% (52.2 

kcal/mol compared to 42.7 kcal/mol). The Dayma et al. mechanism [42] overpredicts the ignition 

activation energy of the experimental trend by ~ 50% (64.4 kcal/mol compared to 42.7 kcal/mol). As a 
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result of the overprediction, ignition delay times predicted at higher temperatures are in closer agreement 

than those at lower temperatures. At 1390 K, ignition delay times are slightly underpredicted (within 15%) 

and are overpredicted by 50% at the low-temperature extreme. 

 

 
Fig. 5.2. (Left): Measured and model-predicted OH* time history during oxidation of 385 ppmv C9H18O2 
( = 0.5) in 99% Ar. 9.5 atm, 1322 K, Ignition, OH*: 459 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of C9H18O2 ( = 0.5) in 99% Ar at 9.5 atm. 
Calculations were performed using Dayma et al. [42] and the present chemical kinetics model. 3.850·10–

4C9H18O2 + 9.615·10–3O2 + 0.99Ar. 
 

 

5.2 Stoichiometric condition 

The fuel mole fraction of methyl octanoate in stoichiometric experiments was maintained at 7.41·10–4 and 

measurements were obtained under near-atmospheric pressure (1.5 atm) over a temperature range of 175 

K (1269 K – 1444 K). Figure 5.3 shows a comparison of a measured OH* profile to model calculations. 

The time dependence of OH* is captured well by the Dayma et al. model. Comparing FWHM between 

OH* measurements and model predictions, overlap is shown at the high-temperature extreme (1444 K) 

below which the deviations become apparent, with model predictions showing a difference in FWHM of 

65 s at 1333 K. Measured FWHM at these temperatures are 90 s and 195 s, respectively. 
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Ignition activation energy is largely overpredicted the Dayma et al. model and within 10% from 

calculations using the compiled model in the present work. The experimental results yield an ignition 

activation energy of 44.0 kcal/mol, while the Dayma et al. model and present model predict 58.6 kcal/mol 

and 40.8 kcal/mol, respectively. Although the compiled mechanism predicts the temperature trend of 

ignition reasonably well, ignition delay times are highly overpredicted (by a factor of 3 at higher 

temperatures and a factor of 2.5 at lower temperatures). While neither models perform with high fidelity 

for C9H18O2, this overprediction is similar to that shown for  = 0.5, 1.5 atm and buttresses the observation 

that integration of the mechanisms does not, in turn, reproduce methyl octanoate ignition behavior well.  

 
Fig. 5.3. (Left): Measured and model-predicted OH* time history during oxidation of 741 ppmv C9H18O2 
( = 1.0) in 99% Ar. 1.5 atm, 1342 K, Ignition, OH*: 600 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of C9H18O2 ( = 1.0) in 99% Ar at 1.5 atm. 
Calculations were performed using Dayma et al. [42] and the present chemical kinetics model. 7.410·10–

4C9H18O2 + 9.260·10–3O2 + 0.99Ar. 
 

 

Measurements were obtained at an elevated nominal pressure of 9.3 atm over a temperature range of 256 

K (1243 K – 1499 K). Figure 5.4 shows a comparison of a measured OH* profile to model calculations. 

Resulting from integration of the methyl octanoate model into the compiled mechanism of the present 

work, the FWHM of model-predicted OH* profiles became smaller relative to those calculated using the 

Dayma model. Relative to the experimental value of 50 s at 1499 K, model calculations predict a FWHM 
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of 20 s. With decreasing temperature this difference becomes highly exaggerated. At 1243 K, the model 

differs from the experimental value of 740 s by 680 s. 

  

The temperature dependence of the model predictions of ignition delay time trends are in disagreement 

relative to the experimental trend of 49.5 kcal/mol. The Dayma et al. model predicts an activation energy 

of 56.4 kcal/mol, a difference of ~ 15% while the compiled mechanism predicts an activation energy of 

43.6 kcal/mol, differing by approximately 10%. Ignition delay times using the Dayma et al. model differ 

by a factor of 1.4 at lower temperatures and approximately 40% at higher temperatures. Ignition delay 

times using the compiled model are overpredicted by a factor of 2 at the high-temperature extreme and by 

approximately 40% at the low-temperature extreme, over the range of temperatures covered. 

 
Fig. 5.4. (Left): Measured and model-predicted OH* time history during oxidation of 741 ppmv C9H18O2 
( = 1.0) in 99% Ar. 9.2 atm, 1436 K, Ignition, OH*: 112 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of C9H18O2 ( = 1.0) in 99% Ar at 9.3 atm. 
Calculations were performed using Dayma et al. [42] and the present chemical kinetics model. 7.410·10–

4C9H18O2 + 9.260·10–3O2 + 0.99Ar. 
 

 

5.3 Fuel-rich condition 

The fuel mole fraction of methyl octanoate for lean measurements was maintained at 13.8·10–4 and 
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K (1370 K – 1559 K). Figure 5.5 shows a comparison of a measured OH* profile to model calculations. 

Both models largely overpredict the incipient OH* formation observed near time-zero in the experiment. 

The causes for OH* formation immediately upon formation of the reflected-shock conditions are 

discussed in detail in Section 6. Integration of the Dayma et al. sub-mechanism as part of the model in the 

present study resulted in calculations of FWHM values in closer agreement with experimental values 

relative to the base methyl octanoate model. Using the compiled model, in contrast to previous conditions 

(both lean and stoichiometric), FWHM values are overpredicted in the calculations. At the high-

temperature extreme (1559 K), the experimental value (100 s) is calculated to be 80 s longer using the 

compiled model. At the lower temperature extreme (1370 K), a difference of 210 s is shown (210 s 

experimentally, 420 s computationally). 

 

The experimental ignition activation energy of 57.0 kcal/mol measured at  = 2.0, 1.5 atm is highly 

overpredicted using the base methyl octanoate model of Dayma et al. by nearly 30% (72.6 kcal/mol). The 

compiled model calculates an ignition activation energy of 42.6 kcal/mol, significantly below the 

experimental value by 25%. With all pure fuels, the fuel-rich conditions posed the most disagreement.  

 
Fig. 5.5. (Left): Measured and model-predicted OH* time history during oxidation of 1380 ppmv C9H18O2 
( = 2.0) in 99% Ar. 1.4 atm, 1559 K, Ignition, OH*: 92 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of C9H18O2 ( = 2.0) in 99% Ar at 1.5 atm. 
Calculations were performed using Dayma et al. [42] and the present chemical kinetics model. 13.80·10–

4C9H18O2 + 8.620·10–3O2 + 0.99Ar. 
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Ignition delay time measurements at  = 2.0 were obtained at an elevated (nominal) pressure of 9.2 atm 

over a temperature range of 208 K (1327 K – 1530 K). Figure 5.6 shows a comparison of a measured OH* 

profile to model calculations. Evident in Fig. 5.6 is the significant overprediction in FWHM of the 

measure OH* profile. Using the mechanism compiled in the present work, calculations differ by 160 s at 

the high-temperature extreme (1530 K) and by 1230 s at the low-temperature extreme (1327 K). This 

corresponds to an increase in FWHM of over 1 ms from the nearly 200-K temperature decrease–the largest 

increase shown by the calculations.  

 

Ignition delay times measure at  = 2.0, 9.2 atm yielded a temperature dependence (ignition activation 

energy) of 47.4 kcal/mol. Both models are highly inaccurate for this condition. Dayma et al. model 

predicts 71.2 kcal/mol, while the compiled model calculates 21.8 kcal/mol. Considering the substantial 

temperature dependence of the calculated FWHM results and the large error in activation, the model 

requires significant improvement at the fuel-rich, high-pressure condition. 

 
Fig. 5.6. (Left): Measured and model-predicted OH* time history during oxidation of 1380 ppmv C9H18O2 
( = 2.0) in 99% Ar. 9.6 atm, 1327 K, Ignition, OH*: 957 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of C9H18O2 ( = 2.0) in 99% Ar at 9.2 atm. 
Calculations were performed using Dayma et al. [42] and the present chemical kinetics model. 13.80·10–

4C9H18O2 + 8.620·10–3O2 + 0.99Ar. 
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5.4 Pressure and equivalence ratio effects on methyl octanoate ignition 

Figure 5.7 shows the effect of equivalence ratio (from 0.5 to 2.0) under conditions of fixed pressure. 

Comparison of ignition delay times at 1.5 atm show similar ignition activation energies for the fuel-lean 

and fuel-rich conditions, 51.7 kcal/mol and 57.0 kcal/mol, respectively, and a lower value for 

stoichiometric measurements (44.0 kcal/mol). Quantifying the effect of equivalence ratio at a given 

temperature between  = 2.0 and  = 0.5, using 1500 K, ignition delay times were approximately a factor 

of 3.5 shorter for the lean condition on average over the range of comparable temperatures. With 

decreasing temperature, stoichiometric ignition delay times at 1.5 atm approach the fuel-lean trend.  

 

Increasing pressures reduced the relative differences in ignition delay times trends. At the increased 

pressure of 9.5 atm (nominal), ignition activation energies were also brought to more similar values: 42.7 

kcal/mol ( = 0.5); 49.5 kcal/mol ( = 1.0), 47.4 kcal/mol ( = 2.0). Stoichiometric ignition delay times 

displayed ignition behavior similar to that for the fuel-lean measurements. Above 1380 K, the trends 

completely overlap and deviate beyond the experimental uncertainty below 1340 K. Comparing the fuel-

lean and fuel-rich trends over the range of comparable temperature, fuel-rich ignition delay times are 

approximately a factor of 2.5 longer than those measured under fuel-lean conditions.  

 
Fig. 5.7. Effect of equivalence ratio on ignition delay times of C9H18O2 in 99% Ar at 1.5 atm (Left) and 
9.5 atm (Right). 
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The effects of increased pressure from 1.5 atm to 9.5 atm (nominal) under conditions of fixed equivalence 

ratio on ignition delay times are shown in Figs. 5.8 – 5.10. For fuel-lean measurements, the ignition trends 

at 1.5 atm and 9.5 atm overlap near 1340 K and deviate to shorter times with decreasing temperature. At 

the lowest comparable temperature, the higher-pressure trend differs from that of the 1.5 atm trend by 

45%. The increase in pressure of approximately 8 atm lowered the ignition activation energy by 20% 

(from 51.7 kcal/mol to 42.7 kcal/mol). 

 

Fig. 5.8. Effect of pressure on ignition delay times of methyl octanoate at  = 0.5 (99% Ar). 

 

 

Stoichiometric ignition delay time measurements at 1.5 atm and 9.3 atm are shown in Fig. 5.10. No 

overlap in the ignition trends was exhibited. The increase in pressure resulted in a ~ 10% increase in 

ignition activation energy (44.0 kcal/mol to 49.5 kcal/mol). Over the range of comparable temperatures, 

ignition delay times were shortened by 40% at the high-temperature extreme for the 1.5 atm measurements 

(1440 K) and by 25% at the low-temperature extreme (ca. 1270 K). 
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Fig. 5.9. Effect of pressure on ignition delay times of methyl octanoate at  = 1.0 (99% Ar). 

 

 

Temperature-dependent ignition trends for  = 2.0 at 1.5 atm and 9.2 atm are shown in Fig. 5.10. Similar 

to the stoichiometric trend and in contrast to the fuel-lean trend, no overlap in the ignition behavior of 

fuel-rich trends was shown. The increase in pressure resulted in a ~ 15% increase in ignition activation 

energy from 57.0 kcal/mol to 47.4 kcal/mol. Ignition delay times were shortened by 30% at the highest 

temperature for the 1.5 atm measurements (1530 K) and 50% at the low-temperature extreme (~ 1370 K).  

 

Fig. 5.10. Effect of pressure on ignition delay times of methyl octanoate at  = 2.0 (99% Ar). 
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5.5 Empirical ignition delay time correlation 

Using linear regression analysis, an experimental correlation was developed from 72 experiments 

measuring methyl octanoate ignition (Eqn. 5.1), yielding an overall ignition activation energy of 48.7 

kcal/mol. Error bars representing 10% uncertainty in measured ignition delay time are shown. The linear 

fitting procedure resulted in an R2 of 0.95. In previous temperature-dependent plots of ignition delay times 

logarithmic ordinates were used, therefore the 10% error is less apparent. In Fig. 5.12 both the ordinate 

and abscissa are on linear scales, giving the 10% uncertainty a seemingly larger effect. Pressure 

dependence for the species was calculated to be n = –0.19. Units in Eqn. 5.1 consist of mol/cm3, kcal, and 

K for species concentration, activation energy, and temperature, respectively. Conditions over which the 

equation is valid are given in Table 5.1. The difference in appearance of the ignition delay time plot of Fig. 

5.11 compared to those shown previously is due to linear scaling of the abscissa (log10 scaling is used for 

Ignition, OH* – 1/T ignition delay times plots). 

 

 ߬ሺݏߤሻ ൌ 3.09 ∙ 10ି଺ሾܥଽܪଵ଼ܱଶሿ଴.଼ସሾܱଶሿିଵ.଴ଷexpሺ48.7 ܴ௨ܶ⁄ ሻ (5.1) 

 

 

Fig. 5.11. Prediction of experimentally measured ignition delay times of methyl octanoate in 99% using 
Eqn. 5.1. 
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5.6 Concluding remarks on oxidation experiments and modeling of C9H18O2 

The first measurements of methyl octanoate ignition delay times were obtained. OH* profiles were 

measured over ranges of pressure and temperature 1.5 < P (atm) < 9.7 and 1243 < T (K) < 1559, 

respectively, under highly dilute conditions behind reflected shock waves. Measurements and model-

predictions of OH* time histories and ignition delay times were discussed for all pressure/equivalence 

ratios studied, where both the base methyl octanoate mechanism and the compiled mechanism were used 

in the calculations for purposes of comparison to one another. The dependence of the ignition trends on 

pressure for fixed equivalence ratio and on equivalence ratio for fixed pressure was delineated. The order 

of ignition delay times at both pressures was identical to that for typical hydrocarbon fuels: lean < 

stoichiometric < rich. Some overlap at high pressure was exhibited by methyl octanoate at high pressure. 

Under stoichiometric conditions, increased pressure converged ignition times at lower temperatures. In 

contrast, at  = 2.0, ignition times tended toward convergence with increasing temperature.  

 

From the ignition delay times measured, 72 in total, an empirical concentration- and temperature-

dependent trend was calculated using linear regression. The empirical equation can be used to reproduce 

ignition delay times of methyl octanoate within the range of experimental conditions covered herein. The 

pressure dependence for C9H18O2 (n = –0.19) is notably lower than that which is typical for conventional 

hydrocarbon fuels. The overall ignition activation energy (48.7 kcal/mol), however, is similar to other 

higher-order hydrocarbons (ca. 50 kcal/mol). 

 

The base mechanism from which the methyl octanoate sub-mechanism in the present work was derived 

predicts fuel-lean ignition trends well at both 1.5 and 9.5 atm, yet for other conditions the model 

overpredicts ( = 1.0) and underpredicts ( = 2.0) the measured ignition delay times. The compiled model 

in the present work only predicts ignition delay times accurately at fuel-lean high-pressure conditions. 

Therefore since the base model is not well-validated for shock tube measurements the compiled model 

does not, in turn, reproduce pure methyl octanoate ignition behavior well. However, the present model is 
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intended to serve as a first generation mechanisms for blended fuel study. Refinement is required over all 

of the conditions in the present section, yet is beyond the scope of the present work. 
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6. MEASUREMENTS AND MODELING OF OH* AND CH* TIME HISTORIES AND IGNITION 

DELAY TIMES OF n-NONANE 

The linear alkane chosen in the present work, n-C9H20, serves as both the main constituent in the majority 

of the fuel blends studied herein, and as the species around which the base model for the compiled 

chemical kinetics mechanism in the present work was constructed. The initial version of what is used in 

the present work as the base model was developed around the jet-stirred reactor (JSR) and shock-tube 

experiments of Rotavera et al. [16]. Improvements were made over the initial version using emission 

spectroscopy measurements of the A2+  X2 transition of OH. More specifically, the characteristic 

shapes of the time histories of OH* were utilized to refine the high-temperature predictive capability of the 

model in [16]. The conditions over which 230 experiments on n-nonane were taken are given in Table 6.1. 

 

Table 6.1. Summary of conditions for dilute (99% Ar) shock tube experiments on n-nonane.  

%n-C9H20 %O2 %Ar P (atm) T (K) 

0.1 – 0.6 0.7 – 4.0 95.4 – 99.2 1.3 – 10.8 1176 – 1653 0.5 – 2.0 

 

 

In the initial version of the n-nonane model [16], strongly under fuel-rich conditions at elevated 

temperatures, oxidation occurred immediately upon formation of the reflected-shock conditions (referred 

to herein as time-zero). While ignition delay times and OH* time histories were reproduced well for lean 

( = 0.5) and stoichiometric equivalence ratios, model predictions of OH* time histories at  = 2.0 

presented difficulty in defining ignition delay times. The difficulty arose from unclear ignition peaks due 

to an overprediction, relative to the measurements, of OH* within the first 10 – 20 s post reflected-shock 

(referred to herein as incipient OH*). The principle issue with modeling of the incipient OH* was a 

substantial overprediction in peak OH* within the first 5 – 10 s. 
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The present section (Section 6) is broken into two primary parts. The first part (Section 6.1) discusses the 

details concerning the improvement of the n-nonane mechanism from [16] as it pertains to OH* time 

history and ignition delay time predictions. Analysis on the underlying mechanisms responsible for 

incipient OH* formation under the two equivalence ratio extremes covered in the experiments ( = 0.5 and 

 = 2.0) then ensues. The second part (Sections 6.2 – 6.7) focuses on experimental and modeling trends in 

n-nonane oxidation at high temperature (> 1100 K) in 99% Ar dilution using both the improved base n-

nonane model and the compiled model in the present work. Section 6.2 – 6.4 are separated according to 

equivalence ratio, from  = 0.5 (Section 6.2) to  = 2.0 (Section 6.4) and present measured OH* time 

histories and ignition delay times compared to model predictions. Section 6.5 discusses experimental and 

modeling differences observed in OH* and CH* and the remaining sections present pressure and 

equivalence ratio dependence of n-nonane ignition delay times (Section 6.6) and details on the empirical 

ignition delay time equation developed for the dilute (> 97% Ar) experiments of the present work (Section 

6.7). Correlated n-nonane ignition delay times presented in Sections 6.2 – 6.4 are provided in Appendix F. 

 

6.1 Development of base n-nonane chemical kinetics model using OH* chemiluminescence profiles 

Ground-state chemistry governs excited-state species formation. Therefore, for well-characterized 

chemiluminescence reaction rates, OH* profiles, when used as an ignition diagnostic, can serve as a basis 

for identifying influential ground-state reactions which are important to processes such as ignition delay 

time. With emphasis placed on high-temperature chemistry, improvements were made in a detailed 

chemical kinetics mechanism for n-nonane oxidation developed previously [16]. Using characteristic 

features of time-dependent OH* species profiles measured in shock tube experiments as the primary 

metric for assessing the predictive capability of the model at elevated temperatures, calculations were 

performed over the following range of conditions: T > 1000 K, 1.5 < P (atm) < 10.5,  = 0.5, 1.0, 2.0. 

 

The base model in the present work is the result of the improvements made to the n-nonane model in 

Rotavera et al. [16]. The sections below primarily include details of the complications in modeling OH* 
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profiles using the first version of the model [16], detailed analysis on the root of the complications, and the 

modification steps taken to improve the model. The impact of experimental parameters on characteristics 

OH* time histories, which were employed in the model development is also discussed. Resulting from the 

modifications to the initial version of the mechanism are definable ignition delay times under fuel-rich 

conditions and improved ignition delay time predictions for lean and stoichiometric equivalence ratios. 

 

6.1.1 Definition of problem 

In the initial version of the mechanism, oxidation processes at fuel-rich conditions taking place 

immediately behind reflected shock waves (time-zero) interrupted the main ignition event as observed in 

modeled OH* profiles such that ignition times were indefinable. The objective of reaching definable 

model-predicted ignition times at this condition ( = 2.0) led to improvements being sought after in three 

principle areas: (1) accurate prediction of incipient oxidation processes near time-zero (quantified by the 

ratio of the incipient OH* peak to the main ignition peak), (2) improved OH* time-dependence/profile 

shape, and (3) definable ignition delay times. In moving towards better agreement in the fuel-rich profiles, 

improvements were also for both  = 0.5 and  = 1.0 conditions, both in terms of OH* profile shape and 

ignition delay times, the latter of which were captured well with the initial version of the mechanism. 

 

In dilute shock-tube experiments of n-nonane, occurring strongly under fuel-rich conditions at elevated 

temperatures, OH* formation occurred immediately upon formation of the reflected-shock conditions 

(time-zero) resulting in formation of two distinct peaks: an incipient peak near time zero and a main 

ignition peak feature (Fig. 6.1). While ignition delay times and OH* time histories were reproduced 

accurately for lean ( = 0.5) and stoichiometric equivalence ratios, model predictions of the incipient OH* 

behavior at  = 2.0 were considerably longer in duration and larger in magnitude than those observed 

experimentally. The overprediction of the modeled incipient OH* peak being substantially greater than the 

peak resulting from ignition served as an impediment to ignition time definition due to unclear ignition 

peaks. Model-produced time histories were also significantly longer in duration relative to those measured 
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experimentally under  = 2.0 conditions (Fig. 6.2). Model-calculated OH* profiles are shown in Fig. 6.2 

normalized to the main OH* peak (occurring shortly after primary ignition). As a result of the 

normalization, since the incipient OH* peaks were predicted to exceed the main ignition peaks in both 

cases, the modeled profiles take on values greater than unity within the first 100 s. The overprediction in 

the stoichiometric case is a factor of 5, while the fuel-rich case is considerably higher (by a factor of 135).  

 

Fig. 6.1. Representative OH* time history from Rotavera et al. [16] showing incipient OH* peak near 
time-zero over a period of ~ 65 s relative to the main ignition peak. 0.10%n-C9H20 + 0.70%O2 + 
99.2%Ar ( = 2.0), 1472 K, 1.5 atm. The magnitude of the incipient peak is ~ 11% of the main peak 
marking ignition. 

 
Fig. 6.2. Initial model prediction of OH* time history using [16], normalized to the main ignition peak, 
during oxidation of 1000 ppmv of n-nonane.  = 1.0, 1487 K, 1.5 atm (Left);  = 2.0, 1525 K, 1.5 atm 
(Right).  
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Despite definable ignition delay times at other conditions, the initial version of the n-nonane mechanism 

[16] did not permit definition of ignition delay time for  = 2.0 cases using the steepest ascent approach 

due to unclear ignition peak. Extrapolation of a line from the steepest ascent in the  = 2.0 profile yields 

negative time for ignition. 

 

Figure 6.3 compares peak ratios for  = 2.0 at three temperatures determined from experimental 

measurements and model predictions using the initial n-nonane mechanism [16]. Noting the axis break, 

evident in Fig. 6.3 is the overprediction of the relative OH* peaks (incipient-to-ignition peaks) from initial 

version of the model by almost 3 orders of magnitude. Moreover, experimental measurements of OH* 

showed that the incipient oxidation behavior displayed a proportional dependence on temperature 

(increasing with increasing temperature), yet the initial model calculations displayed an inverse 

relationship between the incipient behavior and temperature. 

 

Fig. 6.3. Temperature trends for measured and modeled [16] incipient-to-ignition peak OH* ratios.  = 
2.0, 1000 ppmv n-C9H20, 1.5 atm. 
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Resulting from the abovementioned discrepancies between model and experiment, three primary issues 

were identified as targets for improving the chemical kinetics mechanism using excited-state OH 

measurements: (1) overprediction of the incipient-to-ignition peak OH* ratio; (2) time-dependent 

prediction of OH* (profile shapes); and (3) the inability to define ignition delay times for conditions of 

fuel-rich equivalence ratio at either 1.5- or 10.5-atm reflected-shock pressure. Observations made on the 

ratio of the incipient OH* peak relative to peak OH* formation resulting from ignition (defined herein as 

, shown in Fig. 6.4), led to the conclusion that the phenomenon showed strong dependence on several 

experimental parameters (in descending order of impact): equivalence ratio, temperature, fuel 

concentration, and pressure. Experimentally, the individual influences of these parameters on  were 

elucidated by holding all other experimental conditions constant. The ratio serves as a characteristic 

feature of the chemiluminescence profiles which is then used to study the influence of ground-state 

reactions on its value. 

 

Fig. 6.4. Definition of incipient-to-ignition OH* ratio, . 0.10%n-C9H20 + 0.70%O2 + 99.2%Ar ( = 2.0), 
1472 K, 1.5 atm,  = 0.11.  
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Prior to any detailed analysis or modification to any reaction rates within the model, a series of time-

response experiments were performed to ensure the incipient OH* behavior measured experimentally did 

not suffer from inadequate time response. The photomultiplier tube (PMT) detector electronics, to control 

the output voltage level, incorporate an externally applied resistance integrated into the signal output 

channel; an artifact of this control implementation is a characteristic time response that depends on the 

level of applied resistance. The added resistance increases the output voltage signal, yet increases the RC 

time constant of the output signal. For the majority of the experimental data presented herein, the PMT 

was equipped with a signal output resistance of 4.8 k. The time constant for this resistance in prior 

calculations is less than 5 s. Further, to maintain optical measurements within the region of linearity of 

the PMT detector, the output voltage was limited to levels less than 500 mV (from previous calibration). 

To ensure that the entire process leading to the formation of incipient OH* was captured, in terms of peak 

level of OH* near time-zero, the resistance applied to the PMT was altered from the 4.8-k level used in 

the experiments herein to 470-, 1-k, or 10-k where lower resistance decreases time response and 

higher resistance increases signal output. Employing the different resistors,  = 2.0 n-nonane ignition 

experiments were performed using 99.2% Ar dilution (1000 ppmv n-nonane). Qualitatively, from a series 

of measurements made near 1600 K, lower levels of resistance led to higher magnitudes of incipient OH* 

due to the more rapid time response (Fig. 6.5). The change in resistance also had a quantifiable impact on 

the time constant and, by extension, the incipient OH* magnitude. Incipient OH* magnitude increased by 

a factor of nearly 2 as a result of decreasing the resistance from 10 k to 470 (470  = 0.48; 10 k = 

0.27). Of importance to note is the slower time response exhibited by higher-resistance measurements of 

chemiluminescence impacts only the first ~30 s of the experiment and the overall profile shape during 

the main ignition event is unaffected.  
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Fig. 6.5. OH* profiles from n-nonane oxidation experiments near 1600 K, 1.5 atm in 99.2% Ar. using 
three values of output resistance: 470-, 1-k, and 10-k PMT resistance. 

 

 

For all equivalence ratios,  strongly increased with increasing temperature. Figure 6.6 shows a 

juxtaposition of two OH* measurements taken under fuel-rich conditions at 1412 K and 1555 K in 99.2% 

Ar near 1.5 atm. The 140-K increase in temperature led to an increase in incipient OH* formation relative 

to the ignition peak OH* by a factor of 3.5. While the chemistry differs between the formations of OH and 

OH*, this phenomenon mirrors the incipient oxidation behavior observed in the ground-state hydroxyl 

measurements in Vasu et al. [103] during n-dodecane oxidation. The laser absorption measurements of 

ground-state OH indicated incipient oxidation immediately behind the reflected shock (time-zero) were 

marked by an appreciable increase in OH absorption in both fuel-lean and stoichiometric mixtures. Similar 

to the present work, an initial n-dodecane concentration of 1000 ppmv was used. Near 1420 K and 15.5 

atm, a 20-ppmv level of incipient OH was measured and sustained for approximately 20 s.  
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Fig. 6.6. Effect of temperature on incipient OH* at  = 2.0, 1.5 atm; 1412 K (Left), 1555 K (Right). 

 

 

The effect of equivalence ratio at fixed conditions of temperature (1450 K), pressure (1.5 atm), and 

dilution concentration (99.2% Ar) is shown in Fig. 6.7. Fuel-lean and fuel-rich equivalence ratios show 

similar values for  (~ 0.12) at 1450 K. However, the ignition delay times are substantially different 

between the two profiles. Since temperature has the strongest influence on , the OH* peak ratios were 

compared at similar ignition times holding the other parameters constant (Fig. 6.8).  

 

Fig. 6.7. Comparison of OH* time histories at two equivalence ratios ( = 0.5, 2.0) in 99.2% Ar near 1450 
K and 1.5 atm. Ignition delay times:  = 0.5, 89 s;  = 2.0, 761 s.  
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Fig. 6.8. Comparison of OH* time histories near 200-s ignition time for two equivalence ratios ( = 0.5, 
2.0) in 99.2% Ar at 1.5 atm ( = 0.5, 1408 K;  = 2.0 1543 K). (T) is more pronounced at higher 
equivalence ratios. The incipient OH* formation for similar ignition delay time is greater for  = 2.0 than 
for the leaner cases by a factor of 5. 

 

 

Over the range of experimental conditions covered, the most salient effect on incipient OH* was the 

growth of the incipient OH* peaks with increasing equivalence ratio. Comparison of three OH* 

measurements at 1478 K near 1.5 atm shows the dependence of incipient OH* on equivalence ratio for a 

fixed fuel concentration of 1000 ppmv (Fig. 6.9). Relative to the height indicating peak OH* yield from 

ignition, formation of early OH* occurs with the least magnitude for lower equivalence ratio (i.e.  

increases with ). The inset in Fig. 6.9 details more closely the behavior for the duration of the first peaks. 

Also noteworthy in Fig. 6.9 is the increase in the duration of OH* time history with increasing equivalence 

ratio. Comparing the trend with equivalence ratio, FWHM values increase substantially with increasing 

equivalence ratio: 50 s ( = 0.5), 100 s ( = 1.0), 315 s ( = 2.0). 
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Fig. 6.9. Comparison of experimental OH* profiles at 1478 K near 1.5 atm for three equivalence ratios at a 
fuel concentration of 1000 ppmv showing the dependence of incipient oxidation on stoichiometry. 
Relative incipient-peak-to-ignition-peak percentages were quantified:  = 0.5 ( = 3.5%),  = 1.0 ( = 
4.5%),  = 2.0 ( = 15.0%). 
 

 

The effect of fuel concentration on , which is coupled to a change in diluent concentration for the same 

equivalence ratio, was investigated by selecting conditions where the incipient phenomenon was most 

pronounced: fuel-rich, high-temperature, low-pressure conditions. The effect of n-nonane concentration on 

incipient OH* was determined using  = 2.0 experiments conducted at 1.5 atm at 1515 K in 95.4% Ar and 

99.2% Ar using a 10-k PMT resistance (Fig. 6.10). In contrast to comparisons of profiles under 

conditions of similar dilution, the more dilute profile (99.2% Ar) displays a larger . One plausible 

explanation for the smaller amount of incipient behavior in the profile measured in 95.4% Ar could be the 

higher concentration of OH* formed during chemical reaction and consequently overshadowing the 

smaller, incipient profile. Calculations were performed using the two different levels of dilution for the 

fuel-rich case, employing the base n-nonane model in the present work (the model of Rotavera et. al [16] 

is unable to produce usable fuel-rich profiles) and show an increase in mole fraction of OH* with 

decreasing dilution level (from increase oxygen concentration) by nearly an order of magnitude (5.3·10–10 

for the 99.2% Ar case compared to 3.4·10–9 for the 95.4% Ar case). It is likely, then, that with increased 
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fuel concentration the incipient OH* is present in the experiment yet eclipsed within the noise of the 

diagnostic.  

 

Fig. 6.10. Effect of increased fuel concentration on incipient formation of OH* at fixed equivalence ratio 
( = 2.0) and temperature (1515 K) near 1.5 atm. At 99.2% and 95.4% Ar dilution, fuel concentration is 
1000 and 5700 ppmv.  

 

 

To further illustrate the effect of equivalence ratio on  under conditions of fixed fuel concentration, Fig. 

6.11 delineates the temperature dependence of  for  = 0.5, 1.0, and 2.0 from oxidation of 1000 ppm of 

n-nonane. Measurements shown in Fig. 6.11 were obtained using a 10-k PMT resistance. While the 

specific quantities are not significant, the experimental trends indicate that  is strongly dependent on 

equivalence ratio for a given temperature. With increasing temperature the fuel-rich trend deviates sharply 

from those of either the stoichiometric or lean trends. At 1400 K, incipient-to-ignition OH* peak ratios 

were 0.022, 0.031, and 0.051 for  = 0.5, 1.0, and 2.0. At 1555 K the differences became more 

exaggerated:  = 0.045 ( = 0.5);  = 0.087 ( = 1.0);  = 0.267 ( = 2.0). 
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Fig. 6.11. Experimental trends of incipient-to-ignition peak OH* ratios produced from oxidation of 1000 
ppm of n-nonane (1.5-atm); Resistance applied PMT  10 k. 
 

 

Table 6.2 provides a summary of the experimental observations on incipient OH* formation from 

oxidation of n-nonane. Note that since [Ar] is inversely proportional to both [Fuel] and [O2], a decrease in 

diluent concentration simultaneously corresponds to an increase in the concentration of these constituents. 

The effect of pressure holding other conditions constant was observed only to slightly decrease  within a 

reasonable amount of uncertainty for assessing the magnitude of the incipient peaks. Conditions 1, 2, 3, 

and 4 in Table 6.2 correspond to Figs. 6.9, 6.6, 6.10, and 6.7/6.8, respectively. 
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Table 6.2. Summary of the impact of experimental parameters on the ratio of OH* peaks (). Parentheses 
indicate a coupled effect (e.g. Condition 1: increased equivalence ratio at fixed temperature, pressure, and 
fuel concentration is coupled by a slight increase in Ar concentration and leads to an increase in ). 

Condition  Temperature Pressure [Fuel] [Ar] Effect 

 
      

1 Increase Fixed Fixed Fixed (Increase) Increased  

2 Fixed Increase Fixed Fixed Fixed Increased  

3 Fixed Fixed Fixed Increase (Decrease) Decreased  

4 Increase Fixed Fixed (Increase) Fixed Increased  

 

 

Utilizing the measured incipient-to-ignition OH* peak ratio () as a tuning parameter for model 

improvements in time-dependent kinetics and ignition delay times, detailed analysis on the chemical 

kinetics model was performed. The impact of chemiluminescence rates on model predictions of species 

time histories were varied by multiplying/dividing k(T) for the dominant production channels in order to 

assess the level of influence of chemiluminescence rates on . Rates of reactions responsible for producing 

or consuming OH chemiluminescence were examined to elucidate any impact on the over-predicted 

incipient OH*. The rates of dominant OH* production channels, Eqns. R1 and R2, respectively, were 

varied to determine the effect of the tuning parameter (i.e. peak ratio). 

 

ܪܥ  ൅ ܱଶ → ∗ܪܱ ൅  R1 ܱܥ

ܪ  ൅ ܱ ൅ܯ → ∗ܪܱ ൅ܯ R2 

 

Figure 6.12 shows the effect of varying the frequency factor in the Arrhenius expression of the rate 

coefficient k(T) of the primary OH* production channel (R1) by factors of 10. The chemiluminescence 

profiles of OH* were unchanged by the order-of-magnitude increase or decrease in R1. The same non-

impacting result on  using multiplying/dividing R2 is observed in Fig. 6.13. Calculations were performed 
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using increased rates of collisional de-excitation by Ar and O2 and did not result in any influence on the 

OH* profile shape. The lack of impact of the chemiluminescence rates leads to the conclusion that 

overprediction of OH* near time-zero cannot be attributed to any uncertainty in the chemiluminescence 

mechanism. 

 

Fig. 6.12. Calculated OH* mole fraction normalized to the primary ignition peak (near 900 s), showing 
highly overpredicted OH* near time-zero. Variation in the rate coefficient of R1 shows no impact on OH* 
production near time zero. 0.10% n-C9H20 + 0.70% O2 + 99.2% Ar ( = 2.0), 1555 K, 1.5 atm. 

 

Fig. 6.13. Calculated OH* mole fraction normalized to the primary ignition peak (near 900 s), showing 
highly overpredicted OH* near time-zero. Variation in the rate coefficient of R2 shows no impact on OH* 
production near time zero. 0.10% n-C9H20 + 0.70% O2 + 99.2% Ar ( = 2.0), 1555 K, 1.5 atm. 
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Reactions leading to improvement of ignition delay time predictions can be assessed using OH* profiles 

due to the independence of profile shape from chemiluminescence rates shown in Figs. 6.12 and 6.13. 

Since ground-state species furnish radicals and intermediates which are involved copious other reactions 

and in the reactions leading to formation of OH*, as a result of the chemiluminescence reactions having no 

impact on the tuning parameter , the experimental OH* time histories were then employed as targets for 

improving the high-temperature chemistry of the mechanism. To this end, sensitivity, rate-of-production, 

and reaction pathway analyses were applied to the conditions covered in the experiment to identify 

ground-state reactions which impact the production/consumption of OH*. Calculations were focused 

initially at the conditions where incipient OH* formation was most pronounced (fuel-rich, high-

temperature, 1.5 atm). The identified reactions are then considered in closer detail with respect to ranges 

of conditions over which the rates are calculated and/or measured. The majority of the modifications came 

from utilizing literature results for the various rate coefficients. 

 

6.1.2 Source for incipient OH* formation 

The chemiluminescence mechanism [148] contains 14 reactions involving OH*. Under all of the 

conditions in the present study, reactions R1 and R2 (ܪܥ ൅	ܱଶ → ∗ܪܱ ൅ ܪ and ܱܥ ൅ 	ܱ ൅ܯ → ∗ܪܱ ൅

 respectively) are the dominant reactions responsible for the formation of OH*. Improvement of the ,ܯ

initial n-nonane model [16] relied in part on calculations of OH* rate of production and consumption. 

Figure 6.14 shows the five most influential reactions involving OH* calculated for  = 2.0, 1555 K, 1.5 

atm, 1000 ppmv n-C9H20. Dominant consumption reactions involve collisional de-excitation by O2 and Ar 

(occurring more strongly for O2 collisions) and unimolecular de-excitation (releasing of h). The trend of 

R1 reaches a maximum within the first 5 s. This is coincident in the OH* profiles with the incipient 

peaks also reaching a maximum within 5 s. The rate calculations of OH* emphasize the significance of 

CH in the formation of OH*.  
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Fig. 6.14. Rates of formation and consumption of OH* calculated using [16].  = 2.0, 1555 K, 1.5 atm, 
1000 ppmv n-C9H20. 
 

 

Reactions to which OH* formation shows the highest sensitivity (at the conditions selected for detailed 

analysis of incipient OH* formation) are shown in Fig. 6.15 using sensitivity analysis to calculate 

respective sensitivity coefficients. Although the ten most influential reactions were determined, only seven 

reactions are shown in Fig. 6.15 for clarity. The other three reactions were n-nonane homolysis: 

 

ଶ଴ܪଽܥ‐݊  → ଽܪସܥ݌ ൅   ଵଵܪହܥܣ

ଶ଴ܪଽܥ‐݊  → ଻ܪଷܥ݊ ൅   ଵଷܪ଺ܥܣ

ଶ଴ܪଽܥ‐݊  → ହܪଶܥ ൅   ଵହܪ଻ܥܣ

 

The fourth homolysis reaction of n-nonane (formation of methyl and octyl radicals) did not appear in the 

results. CH is involved explicitly in two of the reactions and other species yielding CH (shown in the 

ensuing section from reaction pathway analysis) are also indicated. Reactions R1 and R2 appeared in the 

sensitivity analysis results. Noteworthy in Fig. 6.15 is the nature of the time histories of R1 and R2, 

specifically the time-independence after the first 2 s. The insensitivity to time for these reactions explains 

the results obtained previously on the impact of OH* profile shape by varying the respective rate 
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coefficients for the dominant OH* production reactions. Time-independence shown in the sensitivity 

analysis plots points to a change only in magnitude, and not the time dependence, of a particular species. 

As a result, the variation in k(T) for reactions R1 and R2 (Figs. 6.12 and 6.13), resulted only in a change in 

the absolute value of OH* and not a change in . The ground-state reactions shown in Fig. 6.15 served as 

the initial set which were modified using literature values for respective rate parameters. 

 

Fig. 6.15. Time-dependent sensitivity coefficients for OH* calculated using [16] at a time-step of 1 s.  = 
2.0, 1555 K, 1.5 atm, 1000 ppmv n-C9H20. 

  

 

6.1.3 Analysis of incipient OH* formation mechanisms 

Calculations on dilute (99.2% Ar) oxidation of n-nonane under fuel-rich conditions ( = 2.0) were 

performed at an arbitrary high temperature of 1525 K at a pressure 1.5 atm using reaction pathway 

analysis (RPA) to identify the mechanisms of incipient OH* formation up to the time of the incipient peak 

(5 s) using the model of Rotavera et. al [16]. The analysis, conducted on 1-s intervals over the first 5 s 

of reaction shows that initial fuel decomposition leads immediately to alkyl radicals which then proceed 

through a series of elementary reactions ultimately leading to the formation of CH. Figure 6.16 shows the 

unimolecular decomposition steps of n-nonane.  
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Fig. 6.16. Primary decomposition reactions of n-nonane ( = 2.0, 1525 K, 1.5 atm, 1000 ppmv n-C9H20). 

 

 

Due to the conditions of elevated temperatures (> 1400 K), where unimolecular decomposition competes 

with H-abstraction reactions for parent fuel consumption, calculations of fuel decomposition under the 

conditions selected show that homolysis of n-nonane yields alkyl radicals preferentially. Decomposition 

into 1-butyl + 1-pentyl consumes 31% of the parent molecule. The n-Propyl + 1-hexyl and ethyl + 1-

heptyl pathways consume 29% and 26% of n-nonane, respectively, and the least preferred decomposition 

pathway is methyl + 1-octyl (14% of n-nonane consumption). After the initial fuel decomposition step, the 

fragmented fuel components (alkyl radicals) react in a series of steps which lead the formation of CH3 

after which the pathway to OH* remains independent of time. Figure 6.17 outlines the time history of 

formation mechanisms of incipient OH* up to the peak incipient yield time of 5 s. The mechanisms 

shown in Fig. 6.17, ordered from 6.17a – 6.17c, progress forward in time from 1 s (Fig. 6.17a, to 3 s 

(Fig. 6.17b), ending at the time observed in the calculations to be the peak incipient OH* yield time, 5 s 

(Fig. 6.17c). The slowing of incipient OH* production comes as a result of a propagation reaction between 

two methyl radicals yielding ethyl + H. The consumption of methyl radicals through this channel slows the 

formation of singlet-state methylene by ~ 30% which then ultimately slows the rate of OH* formation.  
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The mechanism of incipient OH* can be generalized into six steps: 

Step 1: Homolysis of n-nonane (formation of 1-pentyl, 1-butyl, 1-propyl, ethyl, methyl radicals)  

Step 2: Alkyl radicals form methyl  

Step 3: Methyl radical reacts with H or OH to produce singlet-state methylene (sCH2) 

Step 4: Singlet-state methyl radical undergoes collision with M to form methylene (CH2) 

Step 5: H-abstraction from methylene by H produces CH 

Step 6: CH reacts with O2 to form OH* 

Incipient OH* Retardation Step: Propagation reaction of two methyl radicals into ethyl + H 

 

 

 

 
Fig. 6.17a. Dominant reaction pathway of OH* formation at 1 s using [16];  = 2.0, 1525 K, 1.5 atm, 
1000 ppmv n-C9H20. Of the dominant channels of methyl production, 83% comes from decomposition of 
1-propyl and 17% comes from fuel decomposition. 

 

 

 
Fig. 6.17b. Dominant reaction pathway of OH* formation at 3 s using [16];  = 2.0, 1525 K, 1.5 atm, 
1000 ppmv n-C9H20. Of the dominant channels of methyl production, 68% comes from ethyl + H, 22% 
comes from fuel decomposition, and 10% comes from decomposition of 1-butyl. 
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Fig. 6.17c. Dominant reaction pathway of OH* formation at 5 s (time of peak incipient OH* yield) using 
[16];  = 2.0, 1525 K, 1.5 atm, 1000 ppmv n-C9H20. Rate of singlet-state methylene production slowed by 
preferential formation of ethyl radicals (CH3 + CH3  C2H5 + H). Of the dominant channels of methyl 
production, 65% comes from ethyl + H, 20% comes from ethylene + O, and 15% comes from fuel 
decomposition. 

 

 

6.1.4 Model improvement using incipient/ignition peak OH* ratios 

Detailed below are the specific impacts of the individual modifications which were made to the initial 

version of the mechanism [16]. Experimental conditions of 1477 K and 1.5 atm at  = 2.0 were arbitrarily 

chosen to compare measured and modeled profiles of OH* during oxidation of 1000 ppm n-C9H20. Noting 

the importance of fuel decomposition, the n-nonane homolysis rates were altered first. The initial model 

for n-nonane made use of rate parameters for n-decane, the species to which the model is rooted. Using 

gas kinetic theory equations, Appendix G, first-order approximations as to the magnitude of reduction in 

collision number were made, due to the slightly smaller collision diameter of n-nonane (14.52 Å) 

compared to n-decane (16.06 Å), to determine an initial estimate for the reduction in frequency factors 

relative to those contained initially contained in the model. Collision with Ar atoms was used in the 

calculations due to the relative abundance (99.2% Ar) of the species. The reduction in collision number led 

to an approximated decrease in A of 50%, changing the initial values of 2.0·1017 to 1.0·1017. Continued 

iterations were made in the interest of reducing the incipient OH* peak. Frequency factors for the 

homolysis rates of n-nonane were ultimately reduced from 2.0·1017 to 5.0·1016 mol/cm3·s, which are the 

sCH2 CH2 CH OH* CH3 
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values in the present model. The iteration ceased at 5.0·1016 mol/cm3·s due to a practical limit in the effect 

of fuel decomposition rates on incipient OH* production, pointing to the need to examine ground-state 

oxidation reactions. While the overall profile shape of OH* did not change, the incipient OH* peak was 

reduced by a factor of nearly 10 as a result of decreasing the fuel decomposition rate (inset of Fig. 6.18). 

 

Fig. 6.18. Effect of decreased fuel decomposition rates through homolysis pathways. Rates were initially 
based on n-decane and reduced for n-nonane from 2.0·1017 to 5.0·1016 mol/cm3·s. (1): experiment; (2) 
initial model [16]; (3) OH* profile modeled with modified rate. 1000 ppmv n-C9H20;  = 2.0; 1477 K; 1.5 
atm. 

 

 

Modifications continued using the reduced fuel decomposition rates. Transition state theory calculations of 

Weissman and Benson [159] for the rate of C2H4 + H  H2 + C2H3 over the temperature range 300 < T 

(K) < 1500 K were chosen to replace the initial rate parameters in the model. Figure 6.19 shows the effect 

of the (increased) rate of H-abstraction from ethylene (including the previous modification) on the 

modeled OH* profile compared to the experiment, and a comparison of k(T) for the initial and modified 

sets of rate parameters. The incipient OH* peak was decreased further, relative to the previous 

modification, by a factor of nearly 18. Note that Fig. 19 shows the effect of the modification relative to the 

initial OH* peak calculated using the initial model. The reaction rate for the abstraction reaction increased 

substantially relative to the initial rate (by a factor of nearly 4 at 1600 K).   
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Fig. 6.19. (Left): Effect of increase in rate of H abstraction from ethylene, forming vinyl + H2 using 
parameters of Weissman and Benson [159] on OH* profile. (Right): Comparison of rate coefficients from 
[16] and [159]. (1): experiment; (2) initial model [16]; (3) OH* profile modeled with modified rate. 1000 
ppmv n-C9H20;  = 2.0; 1477 K; 1.5 atm. 
 

 

The third modification resulted in continued decrease in incipient behavior (by a factor of 5 relative to the 

previous modifications), OH* profiles more representative of those measured experimentally and, for the 

first time, definable ignition delay times at  = 2.0. Figure 6.20 shows the effect of the (decreased) rate of 

addition of C2H3 + CH3 (including the previous modifications) on the modeled OH* profile compared to 

the experiment, and a comparison of k(T) for the initial and modified sets of rate parameters, where the 

modified rate parameters are those of Dean [160]. Dean employed quantum RRK (QRRK) methods, 

accounting for pressure and temperature effects, to determine rate coefficient parameters for the radical 

vinyl + methyl addition reaction over the temperature range 300 < T (K)  2500. The rate coefficient, over 

the entire range of temperature of interest in the present study, is substantially lower than that of the initial 

rate from Tsang [163]. The improvement in the OH* profiles, visible in comparing Fig. 6.19 and Fig. 6.20, 

can be quantified by considering the FWHM. The initial prediction of the model calculated a FWHM of 2 

ms. No significant improvement in this value resulted from the first two modifications. The decrease in the 

rate of propene decomposition into vinyl and methyl led a decrease in the FWHM of the modeled OH* by 
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over a factor of 5 (370 s compared to 2 ms.). For the conditions at which the calculations were 

performed, the experiment is characterized by a FWHM of 315 s. 

 
Fig. 6.20. (Left): Effect of decreased rate of C3H6 → C2H3 + CH3 on OH* profile using Dean parameters 
[160]. (Right): Comparison of rate coefficient from [163] to [160]. (1): experiment; (2) initial model [16]; 
(3) OH* profile modeled with modified rate. 1000 ppmv n-C9H20;  = 2.0; 1477 K; 1.5 atm. 
 

 

The fourth modification to the initial n-nonane model resulted in improved profile shape and ignition 

delay times in closer agreement with experimental values (Fig. 6.21). The reaction of CH2 + H forming 

CH + H2 appeared as highly sensitive to OH* formation (Fig. 6.15) in the first 10 s of n-nonane oxidation 

under fuel-rich, high-temperature conditions. Further, due to the formation of CH, this reaction holds 

significant importance to OH* formation for all times and conditions. Several studies have focused on this 

reaction [164 – 167], however rate parameters from these studies did not lead to better agreement with the 

measured OH* profiles. 
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Fig. 6.21. Effect of rate of modified rate for H-abstraction from H2 by CH. The initial rate, written CH2 + 
H  CH + H2, did not include either a temperature dependence or an activation energy. The rate obtained 
from [15] employs a temperature dependence of 1.79 and an activation energy of 1670 cal/mol. (1): 
experiment; (2) initial model [16]; (3) OH* profile modeled with modified rate. 1000 ppmv n-C9H20;  = 
2.0; 1477 K; 1.5 atm. 
 

 

A comparison was made to OH* profiles modeled using JetSurF v2.0 [15], which produced an OH* 

profile more close to the experiment. The JetSurF model employs the reaction written in the reverse 

direction, with temperature dependence and an activation energy (two parameters which were set to zero 

in the initial n-nonane model). The reverse reaction and associated parameters from JetSurF v2.0 replaced 

those of the initial CH2 + H reaction. Since the two reactions are written in opposing directions, a 

comparison of rate coefficients is therefore not possible. A FWHM of the modeled OH* of 300 s resulted 

from the fourth modification. This is in strong agreement with the experiment, characterized by a FWHM 

of 315 s for the conditions at which the calculations were performed. 

 

With the four modifications discussed above, strong agreement in the FWHM between experimental and 

model-predicted OH* profiles became evident, yet the modeled profiles from the initial model and from 

the model with the inclusion of the four modifications above did not re-attain a level close to zero-

concentration prior to ignition as in the experimental profiles which affects ignition delay times definition. 
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Modifications were continued to bring the model-predicted ignition delay times in closer agreement with 

the experimental values. Sensitivity analysis conducted over all conditions ( = 0.5, 1.0, 2.0; 1.5 atm, 10.0 

atm) and expanded out beyond the modeled ignition delay times, revealed a plethora of reactions to which 

OH* formation showed sensitivity. Out of the nearly 160 iterations of model modifications, two reactions 

led to better ignition delay time predictions across the abovementioned broad range of conditions. The 

fifth modification made to the initial n-nonane model involved an increase in the rate of H-abstraction 

from formaldehyde by atomic hydrogen using the rate parameters of Irdam et al. [161]. The effect of the 

increase on modeled the representative OH* profile and a comparison of the magnitude in the rate change 

are shown in Fig. 6.22. For this reaction modification, OH* concentration between incipient formation and 

ignition reached a zero level which improved the agreement relative to the experimental profile.  

 
Fig. 6.22. (Left): Effect of increased rate of CH2O + H → HCO + H2 on OH* profiles using Irdam et al. 
parameters [161]. (Right): Comparison of rate coefficient from [16] to [161]. (1): experiment; (2) initial 
model [16]; (3) OH* profile modeled with modified rate. 1000 ppmv n-C9H20;  = 2.0; 1477 K; 1.5 atm. 
 

 

The sixth modification to the initial mechanism led to improved ignition delay times at the other 

conditions outside of those of interest in improving OH* time histories. While no significant impact on the 

time history of OH* at the fuel-rich condition resulted, an increase in the frequency factor of AC6H13  

pC4H9 + C2H4 by 102 led to improved ignition delay times over the complete range of conditions in the 
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study. Figure 6.23 shows the (non-impacting) effect of the increased rate on modeled fuel-rich OH* 

profiles and a comparison of the rate coefficients between the initial and present versions of the model. 

Outside of the study by Tsang et al. [158], 1-Hexyl decomposition is not well-studied and the change to 

the frequency factor resulted from parametric alteration. Substantial improvements in the model-predicted 

OH* were made at the condition of interest (1477 K, 1.5 atm,  = 2.0) using the six modifications.  

 

Fig. 6.23. (Left): Effect of increased rate of AC6H13  pC4H9 + C2H4 on OH* profile from 102 increase in 
the frequency factor. (Right): Comparison of rate coefficients. (1): experiment; (2) initial model [16]; (3) 
OH* profile modeled with modified rate. 1000 ppmv n-C9H20;  = 2.0; 1477 K; 1.5 atm. 

 

 

Figure 6.24 juxtaposes modeled OH* profiles peak-shifted to overlap with the time of the experimental 

OH* peak. From the shifting, the time dependence predicted by the initial and modified models is 

contrasted. Strong improvements were made in the prediction of OH* time histories resulting from 

modifications to ground-state reactions. Table 6.3 summarizes the reactions which were employed in 

improvement of the predictions of OH* time histories and ignition delay times, including the modified rate 

parameters and specific impact of the modifications. The effects of the first four reactions (n-nonane 

homolysis), modified collectively, were shown in Fig. 6.18. For the subsequent reactions, the effects were 

shown in Figs. 6.19 – 6.23.  
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Fig. 6.24. Comparison of experimental model-predicted OH* profiles at  = 2.0, 1477 K, 1.5 atm. (Left) n- 
Nonane model of [16]. (Right) Base n-nonane model in the present work. 1000 ppmv n-C9H20;  = 2.0; 
1477 K; 1.5 atm. 
 

 

Table 6.3. Summary of reaction rates changed in the present n-nonane mechanism. Units of Ea  cal/mol. 

Reaction A n Ea Impact on OH* Profiles 

n-C9H20  pC4H9 + AC5H11 3.0·1016 0 83180.0 

Decreased  by ~ 101 

n-C9H20  C3H7 + AC6H13 3.0·1016 0 83400.0 

n-C9H20  C2H5 + AC7H15 3.0·1016 0 83680.0 

n-C9H20  CH3 + AC8H17 3.0·1016 0 85570.0 

C2H4 + H  C2H3 + H2 1.71·1013 0.70 8003.3 Decreased  further by ~ 2·101 
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(Table 6.3 continued) 

Reaction A n Ea Impact on OH* Profiles 

C3H6  C2H3 + CH3 7.94·1016 0 99594 

(1) Improved OH* profile 
shape; 

(2) Decreased  further 
by 500%;                

(3) Definable ignition at  
= 2.0 

CH + H2  CH2 + H 1.11·108 1.79 1670 

(1) Improved OH* profile 
shape; 

(2) Improved ignition 
times 

CH2O + H  HCO + H2 2.88·1012 1.9 2740.4 
Improved OH* profile 

shape 

AC6H13  pC4H9 + C2H4 1.02·1014 0.3 27276 Improved ignition times 

 

 

The incipient-to-ignition OH* peak ratio (), defined previously as one of the primary points of 

improvement sought after in the modifications, improved substantially relative to the initial model as a 

result of the modifications. Figure 6.25 compares the temperature-dependent trend of  among the values 

obtained from experiments, the initial model [16], and the base n-nonane model in the present study. 

Noting the break in the vertical axis, a substantial reduction in  is evident. Qualitatively, the temperature 

trend of  is in agreement with that observed in the OH* profile measurements (i.e. the incipient-to-

ignition peak ratio decreases with decreasing temperature). Differences exist between the improved n-

nonane model and the experiment, however the primary interest in performing the modifications was to 

reach agreeable temperature trends. Accurate quantification of incipient OH* is not of specific interest 
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since it holds no practical significance. In contrast, accuracy in modeling of the temperature dependence 

and magnitude of  is vital due to the interference with ignition delay time definition.  

 

Fig. 6.25. Measured and modeled (T) trends for 1000 ppmv n-C9H20.  = 2.0, 1.5 atm. Calculations were 
performed using the initial n-nonane model of Rotavera et al. [16] and the base n-nonane mechanism of 
the present work [48]. Improvements in ground-state chemical reactions significantly improved the ability 
of the model to capture unimolecular fuel decomposition and subsequent oxidation reactions leading to 
OH* formation near time-zero. 

 

 

The abovementioned improvements to the initial n-nonane mechanism [16] also made use of two other 

modifications. Increases in the rates of CH4  CH3 + H using the RRKM calculation of Golden et al. 

[168] and H2 + O  OH + H from [164] were returned to the initial values. Removal of these 

modifications did not alter OH* profiles and resulted in improvements outside of the fuel-rich condition. 

To illustrate the improvement in OH* profile predictions at conditions other than  = 2.0, Figure 6.26 

compares model-based predictions of experimental OH* profile  = 1.0, 1487 K, 1.5 atm using the initial 

model and the improved model. The incipient OH* is in close agreement with the measurement. Ignition 

delay time predictions using the improved n-nonane model (i.e. the base model in the present study) are 

shown in Fig. 6.27 for  = 1.0 in 4% oxygen, where measurements were made in the present work to 

compare with the results in the study by Davidson et al. [49] on n-alkane ignition delay times. 
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Fig. 6.26. Model predictions of OH* time history using the initial n-nonane model [16] and the improved 
n-nonane model [48]. The latter model serves as the base chemical kinetics mechanism for the compiled 
model in the present study. Improvements in ground-state chemistry led to proper determination of time-
dependent profiles of OH*. 1000 ppmv n-C9H20;  = 1.0; 1487 K; 1.5 atm. 

 

Fig. 6.27. Comparison of ignition delay times of n-nonane in 4% oxygen at 1.5 atm. Measurements: (1) 
Present Study; (2) Davidson et al. [49]. Models: (1) Present Study; (2) Sarathy et al. [14]; (3) JetSurF v2.0 
[15]. 

 

 

6.2 n-Nonane ignition delay times in 99% Ar 

Discussed in the sections below are ignition delay times of n-nonane in Ar using a dilution level of 99%. 
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chemical kinetics mechanism [48] and the compiled chemical kinetics mechanism in the present work. 

OH* profiles are not shown for comparison since correlated ignition times were used in the present study. 

No measurements of OH* profiles or ignition delay times of n-nonane were taken using 99% Ar. The 

ignition delay times presented are calculated from the ignition correlation (Eqn. 6.1) of Rotavera et al. 

[16], wherein the ignition delay time expression correlates 160 measurements of 1000 ppmv n-nonane: 

 

 ߬ሺݏߤሻ ൌ 2.71 ∙ 10ି଼ሾ݊‐ܥଽܪଶ଴ሿ଴.଻ଷሾܱଶሿିଵ.ଶଵexpሺ51.0 ܴ௨ܶ⁄ ሻ (6.1) 

 

For lean ( = 0.5), stoichiometric, and rich ( = 2.0) conditions, using 1000 ppmv n-nonane, dilution levels 

of Ar were 97.1%, 98.5%, and 99.2%, respectively. Since 99% Ar (and the fuel/oxygen concentrations 

used herein to calculate ignition times) is covered in the range of the correlation, the correlated ignition 

delay times are nearly identical to measurements at the 99% level of dilution. Figure 6.28 compares 

calculated relative to measured ignition delay times at the same condition (, temperature, pressure). 

Strong agreement is shown from the fitting parameter (R2 = 0.95). Uncertainty bands of ±10% (Section 3) 

are placed on the calculated times.  

 

Fig. 6.28. Comparison of measured and correlated ignition delay times (Eqn. 6.1) of n-nonane [16]. Error 
bars reflect uncertainty of ±10%. R2 = 0.95. 
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6.2.1 Fuel-lean condition 

Fuel-lean ( = 0.5) ignition delay times correlated to 99% Ar at 1.5 and 10.0 atm are shown in Fig. 6.29. 

The correlated ignition times are compared to the base n-nonane model and the compiled model in the 

present work which both show strong agreement with the empirical trends. Complete overlap in model 

predictions is shown at 1.5 atm, over the entire temperature range covered. At 10.0 atm the two modeling 

trends diverge from one another outside of the ±10% uncertainty bands of the experiment at temperatures 

higher than 1300 K; a difference in the compiled model prediction, relative to the base n-nonane model, of 

25% is present at the high temperature extreme (1440 K). Considering the overlap of trends at 1.5 atm and 

only a slight amount of deviation relative to the empirical trend at 10.0 atm (~ 15% at 1440 K), the 

compiled model performs well for lean n-nonane ignition.  

 
Fig. 6.29. Correlated and model-predicted ignition delay times of n-nonane ( = 0.5) in 99% Ar at 1.5 atm 
(Left) and 10.0 atm (Right). Calculations were performed using Rotavera et al. [48] and the present 
chemical kinetics model. 3.4·10–4n-C9H20 + 9.66·10–3O2 + 0.99Ar. 
 

 

6.2.2 Stoichiometric condition 

Correlated ignition times for stoichiometric n-nonane in 99% Ar at 1.5 and 10.0 atm are shown in Fig. 

6.30 compared against model predictions. Identical to the lean behavior at 1.5 atm, complete overlap is 

shown between the base n-nonane model and the compiled mechanism in the present study. Similar 
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behavior is exhibited at 10.0 atm. Peak deviation for ignition at 1.5 atm of the model relative to the 

empirical trend of 35% is shown by the model at the high-temperature extreme (1600 K). Agreement is 

closer at the low-temperature extreme of 1340 K (< 10%). At 10.0 atm, ~ 30% and ~ 20% are the 

differences at 1520 K and 1280 K, respectively. 

 
Fig. 6.30. Correlated and model-predicted ignition delay times of n-nonane ( = 1.0) in 99% Ar at 1.5 atm 
(Left) and 10.0 atm (Right). Calculations were performed using Rotavera et al. [48] and the present 
chemical kinetics model. 6.7·10–4n-C9H20 + 9.33·10–3O2 + 0.99Ar. 
 

 

6.2.3 Fuel-rich condition 

Definable fuel-rich ignition delay times were obtainable using the base n-nonane mechanism as a result of 

the improvements described in Section 6.1, however the predictions differ from the experimental (and 

correlated) ignition delay times by a factor of approximately 3. Figure 6.31 shows comparisons of 

correlated fuel-rich n-nonane ignition delay times in 99% Ar against the base n-nonane mechanism and the 

compiled mechanism in the present work. Identical to the 1.5-atm behavior at lean and stoichiometric 

conditions, the ignition trends of both models overlap one another. Ignition delay times using the base n-

nonane model were definable, yet in stark contrast to the empirical trend. Using the compiled chemical 

kinetics mechanism, ignition delay times are not definable due to the incipient OH* being predicted on 

longer timescales than those observed in the experiment or calculated using the base n-nonane model. 
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Resulting from the integration of the sub-mechanisms for methyl octanoate and methylcyclohexane, the 

higher-pressure OH* profiles predicted using the compiled mechanism became unusable, exhibiting 

similar behavior to that discussed in Section 6.1, yet with the larger issue of profile distortion as compared 

to the previous issue which centered around a severe overprediction of incipient OH*. Overprediction of 

OH* within the first 50 s returned as an issue when the three mechanisms were compiled. The problem 

becomes more exaggerated with decreased temperature. Figure 6.32 compares calculations of OH* 

profiles from  = 2.0 n-nonane/O2 at 1305 K, 10.0 atm performed using the base n-nonane model [48] and 

the compiled chemical kinetics model in the present work. 

 
Fig. 6.31. Correlated and model-predicted ignition delay times of n-nonane ( = 2.0) in 99% Ar at 1.5 atm 
(Left) and 10.0 atm (Right). Calculations were performed using Rotavera et al. [48] and the present 
chemical kinetics model. Ignition delay times are indefinable using the model compiled in the present 
study due to unclear ignition peaks similar to the behavior exhibited in Fig. 6.2.1.25·10–3n-C9H20 + 
8.75·10–3O2 + 0.99Ar. 
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Fig. 6.32. Comparison of model-predicted OH* profiles during oxidation of n-nonane ( = 2.0) in 99% Ar 
at 1305 K and 10.0 atm. Calculations were performed using Rotavera et al. [48] and the present chemical 
kinetics model. Extrapolation of a line along the steepest ascent in OH* in the profile calculated using the 
present model yields negative ignition delay time. 1.25·10–3n-C9H20 + 8.75·10–3O2 + 0.99Ar. 
 

 

6.3 Behavior of CH* time histories 

Measurements of the excited-state CH radical transition A2  X2 were obtained during the OH* 

measurements in Rotavera et al. [16] to compare the incipient reactivity behavior of n-nonane. Figure 6.33 

compares OH* and CH* profiles obtained at 1598 K and 1.5 atm under fuel-rich ( = 2.0) conditions. 

Despite the favorable conditions for incipient oxidation shown in OH* profiles, no formation of CH* prior 

to the ignition delay time occurred in the experiments. Further, the incipient oxidation peaks observed in 

the OH* profiles were not observed under any conditions in the present work in CH* measurements which 

spanned the same set of equivalence ratio, dilution level, temperature, and pressure as the OH* 

measurements. 
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Fig. 6.33. Comparison of OH* and CH* time histories at  = 2.0, 1598 K, 1.5 atm. Incipient oxidation 
chemistry leading to OH* formation near time-zero is not observed to yield CH*. 4.8-k PMT resistance. 
 

 

Rate of production/consumption calculations were performed on CH* using the compiled chemical 

kinetics mechanism in the present work to explain the absence of observation of the species within the first 

40 s of fuel decomposition and subsequent oxidation. Figure 6.34 shows the primary reactions and 

respective concentration rates responsible for CH* and the net production rate for the species from 0 – 40 

s. Two points are immediately apparent in the results. First, comparing Fig. 6.34 with Fig. 6.14, the 

absolute quantities (prior to ignition) are substantially smaller than those for OH* by 106. Second, CH* 

formed principally from the reaction of dicarbon with OH, is consumed at the same rate an nearly the 

same magnitude primarily by collisional de-excitation. The net quantify of CH* produced from integration 

of the rate profiles is approximately zero (18·10–12 moles). The calculations show that collision of CH* 

and subsequent formation of ground-state CH occurs most strongly with Ar atoms. Collision with M, O2, 

and spontaneous relaxation (release of h) contribute in smaller amounts.  
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Fig. 6.34. (Left) Rate of CH* production/consumption calculations and corresponding dominant reactions 
using [16]. (Right) Net rate of CH* production. Production approximately equals consumption of CH*. 
1000 ppmv n-C9H20;  = 2.0; 1525 K; 1.5 atm. 

 

 

When comparing ignition delay times of n-nonane under dilute conditions defined by OH* and separately 

by CH*, experiments indicated that ignition delay times determined using measurements of CH* overlap 

with those measured using OH* under all conditions except the  = 2.0, 1.5-atm condition (Fig. 6.35). For 

the fuel-rich equivalence ratio tests, 3 different mixtures (of the same molar composition: 1000 ppmv n-

C9H20, 99.2% Ar) were tested and all produced ignition delay times along the trend shown in Fig. 6.35 for 

CH*. Ignition delay times measured using CH* were approximately 50% longer than those measured from 

OH* profiles. 
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Fig. 6.35. Ignition delay times of  = 2.0 n-nonane/O2 in 99.2% Ar measured using OH* and CH*. 
Ignition based on CH* shows identical activation energy (temperature dependence), yet are approximately 
50% longer than the OH* trend.  

 

 

6.4 Concluding remarks on oxidation experiments and modeling of n-C9H20 

Incipient oxidation leading to OH* formation coincident with parent fuel decomposition was improperly 

modeled using the initial n-nonane model [16] in terms of magnitude (disallowing definition of ignition 

delay time) and temperature dependence (incipient OH* formation increased with decreasing 

temperature). It was shown that order-of-magnitude variations in chemiluminescence rates did not impact 

chemiluminescence time histories (i.e. profile shape). Sensitivity analysis was then performed and 

revealed reactions important to OH* formation, the majority of which involved ground-state species (all 

except the two dominant OH* production channels). The mechanism of formation of incipient OH* was 

investigated and found to center around the formation of methyl radicals. Once CH3 radicals are produced 

a series of H-abstraction reactions ensue leading to the formation of CH radicals. The CH radicals react 

with molecular oxygen (which is in high abundance at incipient timescales) to form OH* directly. The 

process slows after approximately 5 – 10 s depending on the temperature due to radical-radical addition 

reaction of methyl forming ethyl + H.  
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CH* measurements were also obtained during oxidation experiments of n-nonane. While OH* appreciably 

formed immediately upon formation of reflected-shock conditions, no experimental observation of CH* 

formation, under any condition, was noted. This observation is supported by model calculations of CH* 

rates of production/consumption. Calculations were performed using the compiled chemical kinetics 

mechanism of the present work and show, at incipient timescales on which OH* forms, CH* (formed from 

C2 + OH) is produced at the nearly the same rate it is consumed (primarily by collision with Ar) resulting 

in a net production of 10–12 moles within the first 40 s.  

 

Improvements in the high-temperature predictive capabilities of the n-nonane mechanism of Rotavera et 

al. [16] using OH* profiles as a metric for validation. The improved version of the n-nonane model serves 

as a base model in the present work within which sub-mechanisms for methyl octanoate and 

methylcyclohexane are integrated. The compiled model reproduces identical n-nonane ignition delay times 

compared to the base n-nonane model for all conditions except  = 2.0, 10.0 atm. OH* profiles modeled 

under the latter condition were distorted to a degree such that ignition delay times were for any 

temperature covered herein. While improvements are needed at these conditions, the integration of the 

sub-mechanisms did not impact results at other conditions. 
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7. MEASUREMENTS AND MODELING OF OH* TIME HISTORIES AND IGNITION DELAY 

TIMES OF METHYLCYCLOHEXANE 

Emission spectroscopy measurements of the A2+  X2 transition of OH were obtained during 

oxidation of methylcyclohexane (MCH) behind reflected shock waves. Ignition delay times were extracted 

from OH* profiles using the method described in Section 3.2.4 over a broad range of thermodynamic 

conditions (Table 7.1). Provided in the sections below are species time history and ignition delay time 

results for methylcyclohexane oxidation under fuel lean (Section 7.1), stoichiometric (Section 7.2), and 

fuel-rich (Section 7.3) equivalence ratios under highly dilute conditions (99% Ar). Ignition delay times for 

MCH are provided in Appendix F. Species profiles and ignition delay times were calculated using the 

model compiled in the present study and with the parent model from which the methylcyclohexane sub-

mechanism came are compared to the measurements. Integration of the MCH sub-mechanism from [25] 

resulted in improvements in ignition delay time predictions of MCH under several conditions of 

equivalence ratio and pressure, yet also caused fuel-rich high-pressure OH* profiles to become distorted 

relative to those predicted from [25]. Ignition time predictions at  = 1.0, 11.5 atm were also adversely 

impacted. In general, the relative difference in the modeling results indicates that the integration of the 

MCH sub-mechanism into the blended mechanism has a neutral effect on the reproducibility of pure-fuel 

ignition results for methylcyclohexane. Experimental dependencies of MCH ignition on equivalence ratio 

and pressure, Ignition, OH*(Constant P, ) and Ignition, OH*(P, Constant ), are compared in Section 7.4. In 

total, 65 shock-tube measurements of MCH oxidation were obtained and an empirical ignition delay time 

equation was developed (Section 7.5) by correlating the data as a function of concentration (in units of mol 

/cm3) and temperature using linear regression as discussed in Section 3.2.5.  

 

Table 7.1. Experimental ranges for fuel and oxygen volume percentages and reflected shock wave 
conditions. 

%MCH %O2 %Ar P (atm) T (K) 

0.045 – 0.380 0.84 – 4.0 95.6 – 99.6 1.4 – 12.2 1291 – 1672 0.5 – 2.0 
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Prior to measurements taken to serve as comparative baselines to the blended fuels studied herein, ignition 

delay time experiments were executed at the same conditions as literature values, namely the recent 

measurements of Hong et al. [54]. The experiments were performed using a fixed 4% (vol.) oxygen 

concentration, resulting in a lower dilution (95.6% Ar) than measurements of interest to the current study. 

The test pressure remained fixed at 1.5 atm (nominal), and temperatures spanned the range 1302 < T (K) < 

1505. Figure 7.1 compares the ignition delay time measurements taken using the methodology and 

facilities described herein to those obtained from Hong et al. compared to model-based predictions using 

the base MCH mechanism of Pitz et al. [25]. Strong overlap is shown between the two ignition trends. 

Ignition activation energy of 45.1 kcal/mol for the trend measured herein resulted from linear regression of 

the temperature dependence. Strong agreement is also present between both experimental datasets and 

model predictions. 

 

Fig. 7.1. Measured and model-predicted stoichiometric ignition delay times of MCH in 4% O2 (95.6% Ar) 
at 1.5 atm compared to Hong et al. [54] and model calculations using Pitz et al. [25]. 3.8·10–3MCH + 
4.0·10–2O2 + 0.956Ar. 

 

 

7.1 Fuel-lean condition 

The fuel mole fraction of methylcyclohexane for lean measurements was maintained at 4.5·10–4, and 

measurements were taken under near-atmospheric pressure (1.5 atm) spanning a temperature range of 221 
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K (1314 K – 1535 K). Figure 7.2 shows a comparison of a measured OH* profile to model calculations. 

Under fuel-lean conditions, incipient formation of OH* is evident near time-zero, and this behavior is 

captured by both the present model and that of Pitz et al. [25]. The incipient oxidation is attributed to rapid 

fuel decomposition and subsequent formation of CH which then supplies the dominant OH* formation 

channel: CH + O2 → OH* + CO. Discussed in Section 6 were detailed mechanisms of incipient OH* 

formation at high temperatures. At 1.5 atm pressure, the time-dependence of OH* is well-predicted by the 

compiled model at temperatures higher than ca. 1450 K. For the compiled model, the FWHM is calculated 

within 10 s of the experiment (80 s) at the high temperature extreme. The difference in FWHM between 

measured and model-predicted values became larger with decreasing temperatures; experimental profiles 

increased in FWHM from 1314 K – 1535 K from 80 s to 390 s, respectively, while model predictions 

show 90 s – 220 s over this temperature range, displaying a consistency to that shown in the 

experiment, with profiles becoming increasingly wider with decreasing temperature (i.e. longer FWHM).  

 

Fuel-lean ignition delay times (Fig. 7.2) are not shown with the error bars of ±10% as in Fig. 5.1 since the 

uncertainty, discussed in Section 3.2.6, is the same for all ignition delay time measurements. The 

experimental results of ignition are predicted well by the Pitz et al. model at lower temperatures, yet are 

overpredicted at higher temperatures. Above 1475 K, the compiled model of the present study accurately 

predict ignition delay times within the uncertainty of the experiment. Ignition delay times at the low-

temperature extreme (1314 K) predicted using the compiled model differ from the experimental trend by 

30%. The ignition activation energy of the experimental trend is calculated to be 57.9 kcal/mol, while 

model predictions are 69.4 kcal/mol and 51.4 kcal/mol for [25] and the present compiled model, differing 

by 20% and 10%, respectively.  
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Fig. 7.2. (Left): Measured and model-predicted OH* time history during oxidation of 450 ppmv MCH ( 
= 0.5) in 99% Ar. 1.5 atm, 1480 K, Ignition, OH*: 214 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of MCH ( = 0.5) in 99% Ar at 1.5 atm. Calculations 
were performed using Pitz et al. [25] and the present chemical kinetics model. 4.5·10–4MCH + 9.55·10–3O2 
+ 0.99Ar. 

 

 

Measurements taken under at nominal elevated pressure of 11.6 atm spanned a temperature range of 201 K 

(1291 K – 1492 K). Figure 7.3 shows a comparison of a measured OH* profile to model calculations. The 

FWHM of the modeled OH* profile in Fig. 7.3 (30 s) is lower than that indicated in the measurement 

(115 s). Differences in FWHM between modeled and experimental OH* time histories increase with 

decreasing temperature. The temperature dependence of the model-predicted trend in FWHM is in 

agreement with that of the experiment, however differences at the high- and low-temperature extremes of 

55 s and 270 s exist, with FWHM of modeled profiles under-predicting the measurements. Increased 

pressure suppressed incipient formation of OH* under the fuel-lean condition experimentally and in the 

model predictions.  

 

Fuel-lean ignition delay times at 11.6 atm are underpredicted by the compiled model over the entire range 

of temperatures by approximately 40%, yet the ignition activation energy is captured within ~ 5% relative 

to the experiment (56.6 kcal/mol compared to 54.1 kcal/mol). The Pitz et al. mechanism [25] accurately 
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predicts the ignition delay times towards the high-temperature extreme, yet due to an underpredicted 

activation energy of the experimental trend by ~ 15% (47.1 kcal/mol compared to 54.1 kcal/mol) tends to 

deviate towards shorter times towards lower temperatures. A peak deviation of 40% is present at 1291 K, 

the same error as that shown from calculations using the compiled model. The temperature at which 

deviation beyond the experimental uncertainty begins using the Pitz et al. model is 1440 K. 

 
Fig. 7.3. (Left): Measured and model-predicted OH* time history during oxidation of 450 ppmv MCH ( 
= 0.5) in 99% Ar. 11.5 atm, 1412 K, Ignition, OH*: 237 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of MCH ( = 0.5) in 99% Ar at 11.6 atm. Calculations 
were performed using Pitz et al. [25] and the present chemical kinetics model. 4.5·10–4MCH + 9.55·10–3O2 
+ 0.99Ar. 

 

 

7.2 Stoichiometric condition 

The fuel mole fraction of methylcyclohexane in stoichiometric experiments was maintained at 8.70·10–4 

and measurements were obtained under near-atmospheric pressure (1.5 atm) over a temperature range of 

178 K (1387 K – 1535 K). Figure 7.4 shows a comparison of a measured OH* profile to model 

calculations. The time dependence of OH* is captured with similar accuracy by the Pitz et al. model. 

Comparing FWHM between OH* measurements and model predictions, overlap is shown at the high-

temperature extreme (1535 K) below which the deviations became stronger, with model predictions 

showing a difference in FWHM of 275 s at the low-temperature extreme (1387 K). Measured FWHM at 
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these temperatures are 90 s and 420 s, respectively, with the broader FWHM corresponding to the lower 

temperature. 

 

Ignition activation energy, relative to the measured value, is predicted with similar deviations between the 

Pitz et al. model and the compiled model, yet differ with respect to over- and under-prediction. The 

experimental results yield an ignition activation energy of 56.2 kcal/mol, while the Pitz et al. model and 

present model predict 64.2 kcal/mol and 47.6 kcal/mol, respectively, corresponding to nearly equal 

percentage error of 15%. The two models have the highest errors in opposing temperature regions. The 

Pitz et al. model predicts ignition delay times within 10% below 1450 K. Deviations are stronger at the 

temperature extrema from calculations using the compiled model in the present work. Predictions of 

ignition delay times, within the experimental uncertainty, are accurate only over a narrow temperature 

range (1415 K – 1500 K). At the low- and high-temperature extremes, differences of 25% and 30% are 

observed.  

 
Fig. 7.4. (Left): Measured and model-predicted OH* time history during oxidation of 870 ppmv MCH ( 
= 1.0) in 99% Ar. 1.5 atm, 1428 K, Ignition, OH*: 856 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of MCH ( = 1.0) in 99% Ar at 1.5 atm. Calculations 
were performed using Pitz et al. [25] and the present chemical kinetics model. 8.7·10–4MCH + 9.13·10–3O2 
+ 0.99Ar. 
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Measurements were obtained at an elevated nominal pressure of 11.3 atm over a temperature range of 178 

K (1316 K – 1494 K). Figure 7.5 shows a comparison of a measured OH* profile to model calculations. 

Resulting from integration of the methylcyclohexane model into the compiled mechanism of the present 

work, the FWHM of model-predicted OH* profiles became slightly shorter relative to those calculated 

using the Pitz et al. model. Over the range of temperatures covered, FWHM values predicted using the 

compiled model are significantly shorter than measured values. Relative to the experimental value of 85 

s at 1494 K, model calculations predict a FWHM of 20 s. With decreasing temperature, this difference 

increases. At 1316 K, the model differs from the experimental value of 280 s by 240 s. The temperature 

dependence of the model predictions of ignition delay time trends are in close agreement relative to the 

experimental trend of 51.1 kcal/mol. The Pitz et al. model predicts an activation energy of 55.2 kcal/mol, a 

difference of ~ 10%, while the compiled mechanism predicts an activation energy of 49.4 kcal/mol, 

differing by less than 5%. Ignition delay times using the Pitz et al. model are predicted well relative to the 

measurements, reaching a maximum deviation at the low-temperature extreme (1316 K) of 20%. Ignition 

delay times using the compiled model are underpredicted by approximately 30% over the range of 

temperatures covered due to the similar activation energy values. 

 
Fig. 7.5. (Left): Measured and model-predicted OH* time history during oxidation of 870 ppmv MCH ( 
= 1.0) in 99% Ar. 11.0 atm, 1494 K, Ignition, OH*: 153 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of MCH ( = 1.0) in 99% Ar at 11.3 atm. Calculations 
were performed using Pitz et al. [25] and the present chemical kinetics model. 8.7·10–4MCH + 9.13·10–3O2 
+ 0.99Ar. 
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7.3 Fuel-rich condition 

The fuel mole fraction of methylcyclohexane for fuel-rich measurements was maintained at 16.0·10–4 and 

measurements were taken under near-atmospheric pressure (1.5 atm) spanning a temperature range of 241 

K (1431 K – 1672 K). Figure 7.6 shows a comparison of a measured OH* profile to model calculations. 

Both models largely overpredict the incipient OH* formation observed near time-zero in the experiment. 

The causes for OH* formation immediately upon formation of the reflected-shock conditions are 

discussed in detail in Section 6. Integration of the Pitz et al. sub-mechanism as part of the model in the 

present study did not alter calculation of FWHM values. The model-predicted FWHM for both the Pitz et 

al. model and compiled model were in close agreement with experimental values over the range of 

temperature covered. At the high-temperature extreme (1672 K), the experimental value (150 s) is 

calculated to be only 25 s longer using the compiled model. At the lower temperature extreme (1431 K), 

a difference of 125 s is shown (545 s experimentally, 670 s computationally).  

 

The experimental ignition activation energy of 56.1 kcal/mol measured at  = 2.0, 1.5 atm is 

underpredicted using the base methylcyclohexane model of Pitz et al. by approximately 15% (65.6 

kcal/mol). The compiled model calculates an ignition activation energy of 56.9 kcal/mol, in close 

agreement with the experimental value to within 2%. The compiled mechanism predicts a more accurate 

ignition activation energy relative to the trend predicted using the Pitz et al. model. The latter model 

predicts ignition delay times accurately at the low-temperature extreme, yet underpredicts the 

experimental trend by a factor of 2 at the high-temperature extreme. The ignition trend predicted by the 

compiled model differs from the experimental trend by 35% over the range of temperature covered.  
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Fig. 7.6. (Left): Measured and model-predicted OH* time history during oxidation of 1600 ppmv MCH ( 
= 2.0) in 99% Ar. 1.5 atm, 1627 K, Ignition, OH*: 198 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of MCH ( = 2.0) in 99% Ar at 1.5 atm. Calculations 
were performed using Pitz et al. [25] and the present chemical kinetics model. 1.6·10–3MCH + 8.40·10–3O2 
+ 0.99Ar. 

 

 

Ignition delay time measurements at  = 2.0 were obtained at an elevated (nominal) pressure of 11.5 atm 

over a temperature range of 227 K (1375 K – 1602 K). Figure 7.7 shows a comparison of a measured OH* 

profile to model calculations. Evident in Fig. 7.7 is a distortion of the measure OH* profile relative to that 

predicted using the Pitz et al. model. Despite the OH* profile predicted by [25] being in close agreement 

with the experimental profile, the integration of the sub-mechanism into the compiled model returned the 

predictions to showing an exaggerated overprediction of incipient OH* formation in fuel-rich high-

pressure OH* profiles. Sensitivity analysis is required at this condition to improve the time-dependent 

OH* profiles. Ignition delay times were indefinable using the compiled model. Measurements of ignition 

at  = 2.0, 11.5 atm yielded a temperature dependence (ignition activation energy) of 45.3 kcal/mol. The 

Pitz et al. model reproduces well the temperature trend (50.0 kcal/mol), yet underpredicts the experimental 

ignition delay times by approximately 25%.  
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Fig. 7.7. (Left): Measured and model-predicted OH* time history during oxidation of 1600 ppmv MCH ( 
= 2.0) in 99% Ar. 11.1 atm, 1538 K, Ignition, OH*: 202 s (Experiment). 4.8-k PMT resistance. (Right): 
Measured and model-predicted ignition delay times of MCH ( = 2.0) in 99% Ar at 11.5 atm. Calculations 
were performed using Pitz et al. [25]. Ignition delay times using the present chemical kinetics model are 
indefinable due to distorted OH* profiles. 1.6·10–3MCH + 8.40·10–3O2 + 0.99Ar. 

 

 

7.4 Pressure and equivalence ratio effects on MCH ignition 

Figure 7.8 shows the effect of equivalence ratio (from 0.5 to 2.0) under conditions of fixed pressure. 

Comparison of ignition delay times at 1.5 atm show similar ignition activation energies for the fuel-lean, 

stoichiometric, and fuel-rich conditions: 57.9 kcal/mol, 56.2 kcal/mol, and 56.1 kcal/mol, respectively. 

Quantifying the effect of equivalence ratio at a given temperature relative to  = 2.0,  = 0.5 and  = 1.0, 

using 1480 K, ignition delay times were approximately a factor of 2.5 shorter for the stoichiometric 

conditions and 5 times shorter for the lean condition on average over the range of comparable 

temperatures.  

 

Increasing pressures reduced the relative differences in ignition delay times trends (Fig. 7.8). At 11.5 atm 

(nominal), ignition activation energies between lean and stoichiometric equivalence were relatively 

unaffected: 54.1 kcal/mol ( = 0.5); 51.1 kcal/mol ( = 1.0). The similar ignition behavior between lean 

and stoichiometric equivalence ratios results in consistent differences in ignition delay times with 
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temperature. Over the range of temperature covered, fuel-lean ignition delay times were shorter than 

stoichiometric times by a factor of approximately 2. The activation energy of fuel-rich ignition delay times 

obtained at 11.5 atm is considerably lower than the other equivalence ratios, and relative to the 1.5 atm 

value: 45.3 kcal/mol ( = 2.0). Above 1375 K, the fuel-rich trend approaches the stoichiometric trend to 

within 25%. Comparing the fuel-lean and fuel-rich trends over the range of comparable temperature, fuel-

rich ignition delay times are approximately a factor of approximately 2.5 longer than those measured 

under fuel-lean conditions at the range of comparable temperature between lean and rich conditions.  

 

Fig. 7.8. Effect of equivalence ratio on ignition delay times of C9H18O2 in 99% Ar at 1.5 atm (Left) and 
9.5 atm (Right). 

 

 

The effects of increased pressure from 1.5 atm to 11.5 atm (nominal) under conditions of fixed 

equivalence ratio on ignition delay times are shown in Figs. 7.9 – 7.11. For fuel-lean measurements, the 

ignition trends at 1.5 atm and 11.5 atm are similar. The increase in pressure of approximately 10 atm 

lowered the ignition activation energy by less than 5% (from 57.9 kcal/mol to 54.1 kcal/mol). Ignition 

delay times at 1.5 atm are approximately a factor of 2.5 longer than those at 11.5 atm (Fig. 7.9). 
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Fig. 7.9. Effect of pressure on ignition delay times of methylcyclohexane ( = 0.5; 99% Ar). 

 

Stoichiometric ignition delay time measurements at 1.5 atm and 11.5 atm are shown in Fig. 7.10. Similar 

to the trends at lean conditions, no overlap or tendency towards convergence in the ignition trends was 

exhibited due to similar activation energies. The increase in pressure resulted in a ~ 10% decrease in 

ignition activation energy (56.2 kcal/mol to 51.1 kcal/mol). Over the range of temperatures covered, using 

1240 K as a comparison temperature, ignition delay times were shortened by a factor of 1.1 relative to the 

1.5 atm measurements. 

 

Fig. 7.10. Effect of pressure on ignition delay times of methylcyclohexane ( = 1.0; 99% Ar). 
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Temperature-dependent ignition trends for  = 2.0 at 1.5 atm and 11.5 atm are shown in Fig. 7.11. No 

overlap in the ignition behavior of fuel-rich trends is shown. In contrast, the ignition trends tend toward 

divergence with lower temperatures. The increase in pressure resulted in a ~ 20% increase in ignition 

activation energy from 56.1 kcal/mol (1.5 atm) to 45.3 kcal/mol (11.5 atm). Over the range of comparable 

temperatures, ignition delay times were shortened by a factor of approximately 3 at the high-temperature 

extreme for the 1.5 atm measurements (near 1600 K) and by a factor of 4 at the low-temperature extreme 

(ca. 1430 K).  

 

Fig. 7.11. Effect of pressure on ignition delay times of methylcyclohexane ( = 2.0; 99% Ar). 

 

 

7.5 Empirical ignition delay time correlation 

Using linear regression analysis, an experimental correlation was developed from 65 experiments 

measuring methylcyclohexane ignition (Eqn. 7.1), yielding an overall ignition activation energy of 54.7 

kcal/mol. Error bars representing 10% uncertainty in measured ignition delay time are shown. The linear 

fitting procedure resulted in an R2 of 0.97. In previous temperature-dependent plots of ignition delay times 

logarithmic ordinates were used, therefore the 10% error is less apparent. In Fig. 7.12, both the ordinate 

and abscissa are on linear scales, giving the 10% uncertainty a seemingly larger effect. Pressure 

dependence for the species was calculated to be n = –0.46. Units in Eqn. 7.1 consist of mol/cm3, kcal, and 
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K for species concentration, activation energy, and temperature, respectively. Conditions over which the 

equation is valid are given in Table 7.1.  

 

 ߬ሺݏߤሻ ൌ 2.15 ∙ 10ି଼ሾܥ଻ܪଵସሿ଴.ଽଵሾܱଶሿିଵ.ଷ଺expሺ54.7 ܴ௨ܶ⁄ ሻ (7.1) 

 

 

Fig. 7.12. Prediction of experimentally measured ignition delay times of methylcyclohexane in 99% using 
Eqn. 7.1. 

 

 

7.6 Concluding remarks on oxidation experiments and modeling of MCH 

OH* profiles were measured over ranges of pressure and temperature 1.5 < P (atm) < 11.5 and 1291 < T 

(K) < 1672, respectively, under highly dilute conditions behind reflected shock waves. Measurements and 

model-predictions of OH* time histories and ignition delay times were discussed for all 

pressure/equivalence ratios studied, where both the base methylcyclohexane mechanism and the compiled 

mechanism were used in the calculations for purposes of comparison to one another. The dependence of 

the ignition trends on pressure for fixed equivalence ratio and on equivalence ratio for fixed pressure was 

delineated. Order of ignition delay times at both pressures was identical to that for typical hydrocarbon 

fuels: lean < stoichiometric < rich. No overlap at either pressure was exhibited by methylcyclohexane. 

Under fuel-lean and stoichiometric conditions, increased pressure had a negligible effect on ignition 

0 400 800 1200 1600 2000 2400

0

400

800

1200

1600

2000

2400

 

 
 C

or
re

la
ti

on
 (
s

)


Experiment

 (s)



 

 
 

134

activation energy. In contrast, for the fuel-rich equivalence ratio, experimental and model-predicted 

ignition times diverged with decreasing temperatures.  

 

From the ignition delay times measured, 65 in total, an empirical concentration- and temperature-

dependent trend was calculated. The empirical equation can be used to reproduce ignition delay times of 

methylcyclohexane within the range of experimental conditions covered herein. The pressure dependence 

for MCH (n = –0.46) is notably lower than that which is typical for conventional hydrocarbon fuels. The 

overall ignition activation energy (54.7 kcal/mol), however, is similar to other higher-order hydrocarbons 

(ca. 50 kcal/mol). 

 

The base mechanism from which the methylcyclohexane sub-mechanism in the present work is derived 

from Pitz et al. [25] and predicts ignition trends well for the high-pressure measurements (11.5 atm). For 

1.5 atm pressure, model calculations underpredicts lean ( = 0.5) and stoichiometric ignition delay times. 

The compiled model in the present work improves the MCH predictions under certain conditions (e.g. lean 

equivalence ratios and 1.5-atm fuel-rich measurements), yet improvements are needed. However, the 

present model is intended to serve as a first generation mechanisms for blended fuel study. Refinement is 

required over all of the conditions in the present section and is beyond the scope of the present work. The 

most apparent condition where improvement is needed is the fuel-rich, high-pressure condition. 
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8. RESULTS OF BLENDED-FUEL MATRIX 

OH* time histories and ignition delay times were obtained under dilute conditions (99% Ar) for 10 

different ternary fuel blends of C9H18O2/n-C9H20/MCH. The ignition behavior of the individual blends 

cannot be compared directly due to the nature of the multivariable experimental design (i.e. the L9 array); 

no two blends share the same relative fuel percentages, pressure, or equivalence ratio. Despite the inability 

for direct comparison, the results from the different blends contribute to the quantification of the effect of 

these parameters on ignition properties. The utility of the L9 array lies in minimizing the number of 

experiments required while maximizing the statistical coverage of the parameter space of interest. The 

Design of Experiments process is described in detail in the literature [133, 134]. 

 

Discussed in the ensuing sections (in order from lean to rich equivalence ratios) are experimental trends in 

ignition behavior of the blends relative to those of the pure fuel constituents, where the ignition behavior 

of the constituent species is calculated from respective correlation equations. The empirical trends of the 

blended fuels are also compared to predictions using the chemical kinetics model compiled in the present 

work. Experimental ignition results of the blends were correlated using linear regression to define an 

empirical concentration- and temperature-dependent expression that quantifies the individual contributions 

from the constituent fuel species on ignition properties of the blend resulting in the following dependence 

on constituent species (in descending order of impact): MCH > n-nonane > methyl octanoate. The section 

concludes with a computational analysis of the effects of blending on the underlying chemical kinetics. 

The analysis is conducted at a condition where the compiled mechanism most accurately describes the 

ignition behavior measured from the experiments in all three blend constituents and several ternary fuel 

blends:  = 1.0, 9 atm, 1460 K.  

 

8.1 Fuel-lean condition 

Three fuel blends were studied at a fuel-lean equivalence ratio of  = 0.5: Blends 1, 4, and 7 at nominal 

pressures of 1.5, 4.7, and 9.3 atm, respectively (Table 3.7). Model calculations capture the ignition 
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activation energy well for all blends (within 10% of measured values). Incipient formation of OH*, as 

observed for the pure fuels, occurred in experiments involving the fuel-lean blends. Comparisons below 

are drawn against experimental results and calculations were performed using the compiled chemical 

kinetics mechanism of the present study. Ignition trends of the pure fuels are highly disparate under lean 

( = 0.5), 1.5-atm conditions with methyl octanoate igniting more readily at a given temperature relative to 

either n-nonane or MCH by factors of 2.5 and 4, respectively. With increased pressure, the relative 

differences in the ignition trends of the pure fuels, while still strong, became smaller. In this respect, the 

pure-fuel trends, namely those of methyl octanoate and MCH, in effect serve, respectively, as lower and 

upper bounds of ignition for the fuel blends for all pressures. 

 

The first fuel-lean blend defined in the L9 array is Blend 1. Volumetrically, the blend is defined by 

10%/70%/20% C9H18O2/n-C9H20/MCH, where the percentages refer to relative fuel volume. Ignition delay 

times were extracted from OH* time histories at a nominal pressure of 1.5 atm over the range of 

temperature 1292 < T (K) < 1430. Figure 8.1 shows a representative OH* time history during oxidation of 

Blend 1 measured near 1400 K and ignition delay times with supporting model calculations.  

 
Fig. 8.1. (Left): OH* time history during oxidation of Blend 1. 1.4 atm; 1393 K; Ignition, OH*: 275 s 
(Experiment), 453 s (Model). (Right): Measurements and modeling of Blend 1 ignition delay times at 1.5 
atm. 3.7·10–5C9H18O2 + 25.6·10–5n-C9H20 + 7.3·10–5MCH + 9.63·10–3O2 + 0.99Ar (Blend 1 / = 0.5). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
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The incipient behavior is captured well by the model, as is the overall profile shape (time-dependence of 

OH*). Model-calculated ignition delay times are over-predicted relative to the experiment by 

approximately 75%, yet the calculated ignition activation energy (52.0 kcal/mol) for the blend is 

reproduced within 4% of the experimental value (53.7 kcal/mol). Juxtaposed against the ignition trend of 

the fuel blend in Fig. 8.1 are those for the pure-fuel constituents. The impact of methyl octanoate on 

ignition of the ternary blend is apparent in Fig. 8.1. Despite the blend being comprised of 70% n-nonane, 

the ignition trend is closer to that of C9H18O2, differing by 40% at the high-temperature extreme (1430 K) 

and by 70% at the low-temperature extreme (1292 K) compared, respectively, to 90% and 60% for n-

nonane at these extremes. In contrast, model calculations of blended fuel ignition predict a trend nearly 

identical to that of n-nonane, possibly indicative of an insensitivity to the (144 species /1080 reactions) 

methyl octanoate sub-mechanism. Methylcyclohexane, despite a 2:1 ratio to methyl octanoate, does not 

impact ignition strongly.  

 

The second fuel-lean blend of the L9 array is Blend 4 which is defined by a ratio of 1:2:2 methyl 

octanoate:n-nonane:MCH. Ignition delay times were extracted from OH* time histories at a nominal 

pressure of 4.7 atm over the range of temperature 1258 < T (K) < 1459. Figure 8.2 shows a representative 

OH* time history during oxidation of Blend 4 measured at the high-temperature extreme for the blend 

(1459 K) juxtaposed with ignition delay times with supporting model calculations for both. The slight 

incipient behavior, expected due to the lean composition of the blend, is captured well by the model. The 

time-dependence of OH* predicted by the model differs slightly from that observed in the measurement. 

This is consistent over the range of temperatures studied for Blend 4. Disparity in profile width of OH* 

between experiment and model predictions became wider with decreasing temperature.  
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Fig. 8.2. (Left): OH* time history during oxidation of Blend 4. 4.6 atm; 1459 K; Ignition, OH*: 86 s 
(Experiment), 102 s (Model). (Right): Measurements and modeling of Blend 4 ignition delay times at 4.7 
atm. 7.8·10–5C9H18O2 + 15.6·10–5n-C9H20 + 15.6·10–5MCH + 9.61·10–3O2 + 0.99Ar (Blend 4 / = 0.5). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 

 

 

The experimental ignition trend of Blend 4 is influenced by methyl octanoate, as evident in Fig. 8.2, 

positioned nearly equidistant between methyl octanoate and n-nonane. The trend of Blend 4 differs by 

approximately 40% and 25% at the low- and high-temperature extremes, respectively, relative to both pure 

fuel trends. Similar to the observation in Blend 1, despite a 2:1 ratio of MCH to C9H18O2, MCH, which has 

the slowest ignition delay times, does not inhibit ignition of the blend. Model-calculated ignition activation 

energy (53.8 kcal/mol) is predicted within 8% of the experimental trend (49.8 kcal/mol). The higher 

predicted activation energy resulted in accurate modeling near the high-temperature extreme, yet at the 

low-temperature extreme ignition delay times are overpredicted by approximately 40%. Blend 4, relative 

to Blend 1, contains a lower percentage of n-nonane (40% relative to 70%), and model calculations deviate 

from n-nonane trend with increasing temperature. 
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The third of the three fuel-lean blends covered in the L9 array is Blend 7 which is defined by a ratio of 

1:1.33:1 methyl octanoate:n-nonane:MCH, or 30%/40%/30% volumetrically. Ignition delay times were 

extracted from OH* time histories at a nominal pressure of 9.3 atm over the range of temperature 1277 < T 

(K) < 1401. Figure 8.3 shows a representative OH* time history during oxidation of Blend 7 measured at 

the high-temperature extreme for the blend (1401 K) juxtaposed with ignition delay times with supporting 

model calculations for both. Incipient OH* behavior, experimentally, is suppressed due to the leaner 

equivalence ratio, yet model calculations indicate the presence of OH* near time-zero. Similar to Blend 4, 

OH* profile widths, which can be utilized as a metric for model accuracy in ground-state chemistry 

(Section 6), are predicted on shorter timescales than those observed in the experiment. Deviations become 

more apparent as temperature is decreased. Using the profile full-width half-max (FWHM), in Fig. 8.3 the 

model-predicted OH* profile width is approximately 50% shorter than that observed in the experiment. At 

the low-temperature extreme (1277 K), this difference increases to a factor of 2.6. 

 
Fig. 8.3. (Left): OH* time history during oxidation of Blend 7. 9.0 atm; 1401 K; Ignition, OH*: 148 s 
(Experiment), 144 s (Model). (Right): Measurements and modeling of Blend 7 ignition delay times at 9.3 
atm. 11.5·10–5C9H18O2 + 15.4·10–5n-C9H20 + 11.5·10–5MCH + 9.62·10–3O2 + 0.99Ar (Blend 7 / = 0.5). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
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Both the experimental and model-predicted ignition trends of Blend 7 overlap strongly with that of n-

nonane. Neither methyl octanoate or MCH, within the degree of experimental scatter, impacted ignition of 

the blend. Methyl octanoate has a negligible effect on ignition of the blend only near the high temperature 

extreme (1401 K). Similar to the previous Blends, MCH does not inhibit ignition delay times of the blend, 

evidenced in Fig. 8.3 by the ignition trend of Blend 7 overlapping n-nonane.  Under these conditions, 

ignition delay time modeling of Blend 7 can be approximated by n-nonane. The experimental ignition 

activation energy of the trend (56.0 kcal/mol) is reproduced within 8% by the model (51.9 kcal/mol). 

Ignition delay times are reproduced accurately towards the high-temperature extreme, yet are slightly 

underpredicted at the the low-temperature extreme by approximately 20%.  

 

8.2 Stoichiometric condition 

Four fuel blends were studied under stoichiometric conditions: Blends 2, 5, 8, and Blend x. Experiments 

involving Blends 5 and 8 were conducted at nominal pressures 4.6 and 9.3 atm, respectively. Blend 2 and 

Blend x were both conducted at 1.5 and 9.3 atm nominal pressures. Model calculations capture the ignition 

activation energy within 2% of measured values for Blends 5, 8, and x. Calculations for Blend 2, for both 

1.5-atm and 9.3-atm conditions, underpredict the experimental values by approximately 20%. Incipient 

formation of OH* did not occur appreciably in the  = 1.0 experiments, existing only slightly near the 

high-temperature extremes. Model prediction of the incipient oxidation is in agreement with the 

experiment, predicting OH* concentrations of less than 5% relative to that at peak concentration after 

ignition. Comparisons below are drawn against experimental results and calculations were performed 

using the compiled chemical kinetics mechanism of the present study. Ignition trends of the pure fuels are 

highly disparate at  = 1.0, 1.5-atm conditions with methyl octanoate igniting more readily at a given 

temperature relative to MCH at high- and low-temperature extremes by factors of 3.5 and 4.5, 

respectively. With increased pressure, the relative differences in the ignition trends of the pure fuels, while 

still strong, became smaller. Near 9 atm, the correlated ignition delay times of C9H18O2 are factors of 2.2 

and 2.9 shorter than those for MCH at high- and low-temperature extremes, respectively. As in the fuel-
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lean case, the pure fuel trends of methyl octanoate and MCH, in effect serve, respectively, as lower and 

upper bounds of ignition for the fuel blends for all pressures. 

 

Blend x is not part of the L9 array, yet is included in the study to extend the range of methyl octanoate 

concentration to 5% (the lowest percentage in the L9 array is 10%). Blend x, comprised primarily of n-

nonane and MCH, is defined volumetrically by 5%/50%/45% C9H18O2/n-C9H20/MCH, where the 

percentages refer to relative fuel volume. Ignition delay times were extracted from OH* time histories at a 

nominal pressure of 1.5 atm over the range of temperatures 1354 < T (K) < 1553. Measurements were 

extended to 9.1 atm, covering 1303 < T (K) < 1458, to capture the pressure effect on the ternary blend. 

Figure 8.4 shows a representative OH* time history during oxidation of Blend x measured near 1350 K 

and ignition delay times with supporting model calculations. 

 

OH* time histories of Blend x at 1.5 atm are captured well by the chemical kinetics model over the entire 

range of temperature covered, with FWHM of experimental and model-based profiles within 15% of one 

another. The ignition trend of Blend x at 1.5 atm directly overlaps that of the n-nonane correlation (Fig. 

8.4). Noting the diminutive amount of methyl octanoate (5%), despite the relatively larger amount of 

MCH (45%) there is no impact of the latter species on ignition delay times of the fuel blend. Methyl 

octanoate ignition delay times at  = 1.0, 1.5 atm are sharply lower than any of the trends compared. 

Ignition delay times of C9H18O2 are approximately 2.5 times shorter than those of the n-nonane/Blend x 

trend. 
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Fig. 8.4. (Left): OH* time history during oxidation of Blend x. 1.4 atm; 1354 K; Ignition, OH*: 1363 s 
(Experiment), 1611 s (Model). (Right): Measurements and modeling of Blend x ignition delay times at 
1.5 atm. 3.75·10–5C9H18O2 + 37.45·10–5n-C9H20 + 33.71·10–5MCH + 9.25·10–3O2 + 0.99Ar (Blend x / = 
1.0). Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were 
calculated using Eqns. 5.1, 6.1, and 7.1, respectively. 
 

 

Model-predicted ignition activation energy of Blend x at 1.5 atm (46.9 kcal/mol) is within 5% of the 

experimental result of 49.4 kcal/mol. Ignition delay times are overpredicted over the entire temperature 

range. A larger disparity is present at the low-temperature extreme (1354 K), where modeled ignition 

times differ from experimental values by 25%. Towards the high-temperature extreme (1553 K), the 

difference approaches 45%.  

 

Measurements of OH* and ignition delay times for the 5% methyl octanoate blend, Blend x, were 

extended to higher pressure. While strong agreement in OH* time histories exists between model and 

experiment OH* time histories at 1.5 atm, at increased pressure modeled profiles became substantially 

thinner relative to the measurements, as observed in Fig. 8.5 where the FWHM of the modeled OH* 

profile is approximately 3 times thinner than that of the experiment. With decreasing temperature the 

increase in pressure led to a continued trend of deviation in OH* time dependence between model and 

experiment. At the low-temperature extreme (1303 K) the difference in FWHM between model and 
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experiment increased to a factor of nearly 12, with model-predicted and experimental FWHM of 

approximately 40 s and 460 s, respectively.  

 
Fig. 8.5. (Left): OH* time history during oxidation of Blend x. 8.6 atm; 1458 K; Ignition, OH*: 211 s 
(Experiment), 169 s (Model). (Right): Measurements and modeling of Blend x ignition delay times at 9.1 
atm. 3.75·10–5C9H18O2 + 37.45·10–5n-C9H20 + 33.71·10–5MCH + 9.25·10–3O2 + 0.99Ar (Blend x / = 1.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
 

 

Ignition delay times were obtained at a nominal pressure of 9.1 atm (Fig. 8.5). Model calculation of 

ignition activation energy for the blend (44.3 kcal/mol) shows strong agreement with the experimental 

value (43.7 kcal/mol), differing negligibly by 1.5%. Blend x is comprised of nearly equimolar amounts of 

n-nonane and MCH, yet the ignition trend of the blend deviates from n-nonane with increased 

temperature. In contrast to Blend x at 1.5 atm, measurements obtained at 9.1 atm indicate an influence of 

MCH on ignition of the ternary blend, specifically towards the high-temperature extreme (1458 K). 

Relative to n-nonane, ignition delay times of the Blend x deviate by 50% at the high-temperature extreme 

and then converge towards the low-temperature extreme to within 10%. Due to the position of the trend of 

Blend x between MCH and n-nonane at 9.1 atm (Fig. 8.5) and overlapping n-nonane at 1.5 atm (Fig. 8.4), 

methyl octanoate at 5% (vol.) has an insubstantial effect on  = 1.0 ignition of the blend.  
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The first of the three stoichiometric blends covered in the L9 array is Blend 2 which is defined by a ratio 

of 1:2.5:1.5 methyl octanoate:n-nonane:MCH, or 30%/40%/30% volumetrically. Ignition delay times were 

extracted from OH* time histories at nominal pressures of 1.5 and 9.3 atm over the range of temperatures 

1344 < T (K) < 1515 and 1320 < T (K) < 1477, respectively. The two pressures produced differing trends 

in ignition delay times of the blends. At 1.5 atm, differences were observed in the ignition trend of the 

ternary fuel between model and experiment, both of which deviate from the n-nonane ignition trend. At 

increased pressure (9.3 atm), the experimental and model-predicted trends of Blend 2 ignition were 

concurrent with that of n-nonane. This result is consistent experimentally with methyl octanoate which 

approaches the ignition behavior of n-nonane at elevated pressure (Section 9). 

 

Figure 8.6 shows a representative OH* time history during oxidation of Blend 2 measured at the low-

temperature extreme (1344 K) for the blend at 1.5 atm juxtaposed with ignition delay times. Model 

calculations are shown for both the OH* time history and ignition delay times. Incipient OH* behavior, 

experimentally is suppressed due to the increased pressure. Model calculations indicate a negligible 

presence of OH* near time-zero of less than 3% relative to peak OH* concentration (post-ignition). OH* 

time histories are captured well by the chemical kinetics model. At the high-temperature extreme, a 

model-predicted 85-s FWHM compares well with the 115 s experimental time. At the low-temperature 

extreme, a model-predicted 137-s FWHM compares well with the 221 s experimental time. 

 

Ignition delay times of Blend 2 at 1.5 atm were influenced by the 20% (vol.) methyl ester concentration 

(Fig. 8.6). Over the range of temperatures covered using Blend 2, ignition delay times for the blend were 

consistently shorter relative to n-nonane (present in Blend 2 at 50% of the fuel, volumetrically). Despite 

the blend being composed mostly of n-nonane, the ignition trend deviates towards methyl octanoate with 

increased temperature by 30% at the high-temperature extreme (1515 K). 
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Fig. 8.6. (Left): OH* time history during oxidation of Blend 2. 1.5 atm; 1344 K; Ignition, OH*: 1365 s 
(Experiment), 1708 s (Model). (Right): Measurements and modeling of Blend 2 ignition delay times at 
1.5 atm. 14.7·10–5C9H18O2 + 36.6·10–5n-C9H20 + 22.0·10–5MCH + 9.27·10–3O2 + 0.99Ar (Blend 2 / = 
1.0). Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were 
calculated using Eqns. 5.1, 6.1, and 7.1, respectively. 
 

 

At the low-temperature extreme (1344 K), the ignition trend of Blend 2 at 1.5 atm converges towards the 

correlated n-nonane trend, differing only by 15%. Noting in Blend 2 the lower concentration of methyl 

octanoate compared to MCH and the tendency of the ignition trend of the ternary blend towards the 

former, MCH does not have an appreciable impact on ignition under these conditions. Experimental 

ignition activation energy of Blend 2 at 1.5 atm (53.0 kcal/mol) is highly underpredicted by the chemical 

kinetics model (44.8 kcal/mol) by nearly 20%. 

 

Measurements of Blend 2 oxidation were extended to 9.3 atm to capture the influence of pressure on 

ignition properties of the blend. A representative OH* time history measurement at the high-temperature 

extreme (1477 K) is shown in Fig. 8.7 with supporting model calculation of OH*. The time-dependent 

excited-state OH profiles calculated using the chemical kinetics mechanism are in strong disagreement 

with the experimental profiles indicating the need for improvement in the ground-state chemistry of the 

model. The FWHM values between experiment and model, at the high-temperature extreme, differs by 
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approximately 75 s (92 s experimentally, 15 s model-predicted). The disparity in FWHM of the 

profiles widens at lower temperatures. At the low-temperature extreme (1320 K), the difference increases 

to 123 s (168 s experimentally, 45 s model-predicted) 

 

Ignition delay time measurements of Blend 2 at 9.3 atm are shown in Fig. 8.7. Relative to the 1.5-atm 

condition, the ignition trend of the ternary fuel blend coalesces with that of n-nonane over the range of 

temperatures covered and model calculations reflect this behavior. Peak deviation relative to the n-nonane 

trend of a negligible 15% exists at the low-temperature extreme. Methyl octanoate ignition delay times are 

approximately 40% shorter than those of the ternary blend over the entire range of temperature covered. 

Ignition activation energy of Blend 2 predicted using the chemical kinetics model (43.6 kcal/mol) is lower 

than the experimentally measured activation energy (51.9 kcal/mol) by nearly 20%, a percentage similar to 

the predicted lower value at 1.5 atm for Blend 2.  

 
Fig. 8.7. (Left): OH* time history during oxidation of Blend 2. 9.2 atm; 1477 K; Ignition, OH*: 142 s 
(Experiment), 130 s (Model). (Right): Measurements and modeling of Blend 2 ignition delay times at 9.3 
atm. 14.7·10–5C9H18O2 + 36.6·10–5n-C9H20 + 22.0·10–5MCH + 9.27·10–3O2 + 0.99Ar (Blend 2 / = 1.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
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The effect of pressure on ignition delay times of Blend x and Blend 2, which contain 5% and 20% methyl 

octanoate, respectively, and an identical amount of n-nonane (50% vol.), is shown in Fig. 8.8. The increase 

in the relative fuel volume of C9H18O2 is coupled with a decrease in MCH concentration in the blend. 

MCH ignition delay times, under all conditions studied herein, are substantially longer than those of 

methyl octanoate which has the shortest ignition delay time of the three constituents. From the increase in 

C9H18O2 between Blend x and Blend 2 of a factor of 3, and the coupled decrease in MCH by a factor of 3, 

it is indiscernible, empirically, which species causes the shortened ignition delay times observable 

between the two blends at either pressure. 

 

The increase in methyl octanoate from 5% to 20% (decrease in MCH from 45% to 30%) at 1.5 atm led to 

shortened ignition delay times by approximately 30% at the high-temperature extreme (1500 K). The two 

trends converged towards the low-temperature extreme (1350 K) to within 10% of one another. 

Additionally, ignition activation energy increased with increasing C9H18O2 content by 15% (43.7 kcal/mol 

to 51.9 kcal/mol). At an increased pressure of 9.3 atm, the effect of concentration variation became less 

discernible. Towards the high-temperature extreme (1470 K) the increased methyl ester concentration 

shortened ignition delay times by 25% relative to the 5% C9H18O2 blend (Blend x). The two 9.3-atm trends 

display overlap below 1390 K. As evidenced in Fig. 8.8, which combines Figs. 8.4 – 8.7, respective 

pressure dependence for the two blends are similar (i.e. the increase in pressure for either blend leads to 

similar decrease in ignition delay time regardless of blend composition), therefore the addition of the 

methyl ester does not impact the pressure dependence of the ternary blend. This behavior is supported by 

the lower pressure dependence calculated for methyl octanoate (n = –0.19, Section 5) compared to the 

pressure dependence of the other two fuel constituents which have similar dependence (nn-Nonane = –0.48; 

nMCH = –0.46). Therefore, the change in MCH concentration does not impact the pressure dependence of 

the blends. 
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Fig. 8.8. Comparison of the effect of pressure variation from 1.5 atm to approximately 10.0 atm on 
stoichiometric ignition delay times of Blend x and Blend 2 in 99% Ar.  
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The second stoichiometric blend of the L9 array is Blend 5, which is defined by a ratio of 1:1.67:0.67 

methyl octanoate:n-nonane:MCH, or 30%/50%/20% volumetrically with respect to the partial fuel volume 

in the experiment. Ignition delay times were extracted from OH* time histories at a nominal pressure of 

4.4 atm over the range of temperature 1278 < T (K) < 1487. Figure 8.9 shows a representative OH* time 

history measurement during oxidation of Blend 5, with supporting model calculation, measured at the 

high-temperature extreme for the blend (1487 K) juxtaposed with ignition delay times. OH* time histories 

measured under these conditions predicted shorter timescales relative to those observed in the experiment. 

At the high-temperature extreme, the difference in FWHM between the experiment and model results is 

approximately 40 s (70 s experimentally, 30 s model-predicted). Similar to previous conditions, lower 

temperature causes greater deviation in FWHM times between the experimental value and model 

calculations. At the low-temperature extreme (1278 K), the difference in FWHM between the experiment 

and model results is approximately 475 s (555 s experimentally, 80 s model-predicted). 

 

Methyl octanoate displays a slight acceleration effect on ignition delay times, relative to the ignition trend 

of n-nonane which comprises half of the fuel concentration of the blend. The difference between ignition 

delay times of the fuel blend and n-nonane at the high-temperature extreme is slightly outside the 10% 

band of uncertainty in the experiment, measuring 15% shorter relative to n-C9H20, yet at the low-

temperature extreme, the difference increases to over 30% indicating that methyl octanoate impacts 

ignition of the fuel blend more strongly towards decreased temperature. Observing the position of the 

ignition trend between those of methyl octanoate and n-nonane, MCH does not impact the ignition 

behavior of the ternary blend. Ignition activation energy measured in the experiment (45.5 kcal/mol) is 

predicted within 1% by the chemical kinetics model (45.2 kcal/mol), however model calculations of 

ignition delay time reproduce the trend of n-nonane ignition and therefore differ similarly with respect to 

the experimental ignition trend of the blended fuel.  
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Fig. 8.9. (Left): OH* time history during oxidation of Blend 5. 4.4 atm; 1487 K; Ignition, OH*: 129 s 
(Experiment), 174 s (Model). (Right): Measurements and modeling of Blend 5 ignition delay times at 4.6 
atm. 21.7·10–5C9H18O2 + 36.1·10–5n-C9H20 + 14.4·10–5MCH + 9.28·10–3O2 + 0.99Ar (Blend 5 / = 1.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 

 

 

The third of three stoichiometric blends contained in the L9 array is Blend 8, which is defined by a ratio of 

1:5:4 methyl octanoate:n-nonane:MCH, 10%/50%/40% volumetrically with respect to the partial fuel 

volume in the experiment. Ignition delay times were extracted from OH* time histories at a nominal 

pressure of 9.3 atm over the range of temperature 1325 < T (K) < 1462. Figure 8.10 shows a representative 

OH* time history measurement during oxidation of Blend 8 at 1368 K and ignition delay times with 

supporting model calculation. 

 

OH* profiles predicted from the chemical kinetics model differ sharply with the FWHM observed in the 

experiment. At the high-temperature extreme (1462 K), the difference is approximately 60 s (80 s 

experimentally, 20 s model-predicted). The difference increases with decreasing temperature. Model-

based prediction of the FWHM increases to 40 s at the low-temperature extreme (1325 K), while the 

experimental OH* profile increases 190 s.  
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Model prediction of the ignition behavior of Blend 8 reproduces that of pure n-nonane. Ignition delay 

times for the blend fuel are underpredicted by approximately 25%. Ignition activation energy predicted for 

the blend using the chemical kinetics model (43.6 kcal/mol) agrees strongly with that measured 

experimentally (44.4 kcal/mol) to within 2%. Similar to the behavior of Blend x at 9.1 atm, yet to a 

broader degree with respect to temperature dependence, MCH inhibits ignition delay times of the blend 

relative to the n-nonane trend which is used as comparative measure of ignition for the blend since the 

species comprises 50% of the fuel. Ignition trends between Blend 8 and MCH overlap above 1400 K. With 

decreasing temperature, the ignition trend of the ternary blend deviates to shorter ignition delay times. At 

the low-temperature extreme, ignition of the ternary blend is 30% shorter relative to the MCH trend. 

Outside of fuel-rich equivalence ratios, this observed influence of MCH is exhibited only under these two 

conditions (i.e. relative amounts of fuel species, pressure, temperature, equivalence ratio / = 1.0); MCH 

did not impact ignition under fuel-lean conditions.  

 
Fig. 8.10. (Left): OH* time history during oxidation of Blend 8. 9.1 atm; 1365 K; Ignition, OH*: 711 s 
(Experiment), 503 s (Model). (Right): Measurements and modeling of Blend 8 ignition delay times at 9.3 
atm. 7.4·10–5C9H18O2 + 37.2·10–5n-C9H20 + 29.7·10–5MCH + 9.26·10–3O2 + 0.99Ar (Blend 8 / =1.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
 

 

 

 

0 400 800 1200 1600
0.0

0.2

0.4

0.6

0.8

1.0  Experiment
 Model

 
O

H
* 

E
m

is
si

on
 (

N
or

m
al

iz
ed

)

 

Time (s)

6.6 6.8 7.0 7.2 7.4 7.6 7.8
10

100

1000

10000
 10% C

9
H

18
O

2
/50% n-C

9
H

20
/40% C

7
H

14

 Model

 C
9
H

18
O

2

 n-C
9
H

20

 MCH

 Experimental Trend

 Ig
ni

ti
on

, O
H

* (
s

)

 

 

104 /T (K-1)



 

 
 

152

8.3 Fuel-rich condition 

Three fuel blends were studied under fuel-rich ( = 2.0) conditions: Blends 3, 6, and 9 at nominal 

pressures of 1.5, 5.2, and 8.9 atm, respectively. Model calculations capture the ignition activation energy 

within 3% of the measured value at 1.5 atm. In contrast, with increasing pressure, calculations using the 

model grossly underpredict ignition trends of the fuel-rich blends. At 5.2 atm, a 50% error in ignition 

activation energy is reported by the model: 28.5 kcal/mol compared to the experimental value of 43.7 

kcal/mol. Further, at 8.9 atm ignition delay times become indefinable below 1500 K. Incipient formation 

of OH* occurred most strongly under fuel-rich conditions. The effect of  on incipient OH* formation, 

described in Section 6, is due primarily to the furnishing of CH to CH + O2  OH* + CO as a result of 

immediate parent fuel decomposition and subsequent reaction of the fragmented organic radicals upon 

formation of the reflected shock wave (i.e. experimental conditions). Under fuel-lean conditions, the 

greater availability (larger concentration) of O2 slows the formation of CH. Radicals and intermediates 

which otherwise, under more fuel-rich conditions, tend to yield CH either directly or indirectly instead 

oxidize rather than decompose or react in a series which produces CH radicals.  

 

Model calculations largely overpredict the formation of OH* from incipient oxidation which causes 

profiles to become distorted at elevated pressure and as a result disallows definition of ignition delay times 

using the model. This overprediction prevented definition of ignition times for  = 2.0 at both 1.5 atm and 

10 atm in n-nonane oxidation experiments prior to improvement of ground-state chemistry in the base n-

nonane model [48] in a manner similar to that of the initial n-nonane model [16]. The magnitude of the 

incipient OH* peak, for all fuel-rich conditions, is overpredicted by the model compared to the 

experimental profile. The 4.8-k resistance imposed on the PMT detector to control voltage output causes 

a slight increase (several microseconds) in the time constant of the detection system (Sections 3, 6). As 

described in Section 6, the peak OH* near time-zero in the experiment, under more time-responsive 

conditions, is higher than that shown in Figs. 8.11 – 8.13 and therefore more closely matched with the 

model under these conditions. This consideration applies more specifically to the fuel-rich measurements 
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since, under leaner conditions, the rate and magnitude of incipient OH* formation are smaller. Therefore 

less of a demand is placed on the time response of the detection system (within ~3 – 5 s) under leaner 

conditions to capture incipient oxidation processes which lead to OH*. 

 

Comparisons below are drawn against experimental results and calculations were performed using the 

compiled chemical kinetics mechanism of the present study. Ignition trends of the pure fuels are disparate 

with methyl octanoate igniting more readily at a given temperature relative to MCH. The difference in fuel 

ignition behavior is most prominent at near-atmospheric pressure. Similar to leaner equivalence ratios, 

with increased pressure the relative differences in the ignition trends of the pure fuels, while still strong, 

became smaller. The ignition behavior of methyl octanoate and MCH, in effect serve, respectively, as 

lower and upper bounds of ignition for the fuel blends for all pressure. 

 

The first of three fuel-rich blends contained in the L9 array is Blend 3 which is defined by a ratio of 

1:1:1.33 methyl octanoate:n-nonane:MCH, or 30%/30%/40% volumetrically with respect to the partial 

fuel volume in the experiment. Ignition delay times were extracted from OH* time histories at a nominal 

pressure of 1.5 atm over the range of temperature 1418 < T (K) < 1630. Figure 8.11 shows a representative 

OH* time history measurement during oxidation of Blend 3 at 1627 K and ignition delay times with 

supporting model calculations. 

 

In contrast to leaner equivalence ratios, OH* time histories for Blend 3 are comparatively well-predicted 

by the compiled chemical kinetics model over the entire range of temperatures. In general, profile widths 

of fuel-rich OH* exist on longer timescales relative to those at leaner conditions. Near the high-

temperature extreme, at 1627 K, the difference between experimental and model-predicted FWHM is 10 

s (135 s experimentally, 145 s model-predicted). At the low-temperature extreme (1418 K), the 

difference is 170 s (630 s experimentally, 460 s model-predicted).  
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The ignition trend of fuel-rich Blend 3 lies between that of n-nonane and MCH. Noting the high relative 

volumetric percentage of methyl octanoate and shorter ignition delay times corresponding to this species, 

no significant impact on ignition chemistry of the blend due to the presence of C9H18O2 (30% vol.) is 

apparent. At the high-temperature extreme, the ignition trend of the ternary fuel blend differs negligibly 

from that of n-nonane (ca. 10% longer ignition delay) and by approximately 30% relative to MCH, with 

shorter ignition delay times for the blend. At the low-temperature extreme, ignition delay times for the 

blend were 40% shorter and 40% longer relative to n-nonane and MCH, respectively. Ignition activation 

energy of the ternary blend is similar to that of MCH with an experimental value of 53.7 kcal/mol. The 

model-predicted ignition activation energy for Blend 3 of 52.0 kcal/mol is within 3% of the experiment. 

While the temperature dependence of the fuel blend is captured accurately by the model, the absolute 

ignition delay times are overpredicted by a factor of 2.  

 
Fig. 8.11. (Left): OH* time history during oxidation of Blend 3. 1.4 atm, 1627 K, Ignition, OH*: 115 s 
(Experiment), 227 s (Model). (Right): Measurements and modeling of Blend 3 ignition delay times at 1.5 
atm. 42.4·10–5C9H18O2 + 42.4·10–5n-C9H20 + 56.5·10–5MCH + 8.59·10–3O2 + 0.99Ar (Blend 3 / = 2.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
 

 

The second of three fuel-rich blends contained in the L9 array is Blend 6, which is defined by a ratio of 

1:6:3 methyl octanoate:n-nonane:MCH, or 10%/60%/30% volumetrically with respect to the partial fuel 
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volume in the experiment. Ignition delay times were extracted from OH* time histories at a nominal 

pressure of 5.2 atm over the range of temperature 1345 < T (K) < 1622. Figure 8.12 shows a representative 

OH* time history measurement during oxidation of Blend 6 at 1622 K and ignition delay times with 

supporting model calculations.  

  

OH* profile time histories measured duration oxidation of Blend 6 are predicted well by the chemical 

kinetics model, however only at high temperatures. The FWHM of the model-calculated OH* profiles 

increases with decreasing temperature, which agrees with experimental observations, yet relative to the 

experiment are predicted to be wider. At the high-temperature extreme (1622 K), the difference between 

experimental and model calculations of FWHM is predicted within 10 s (120 s experimentally, 110 s 

model-predicted). At the low-temperature extreme (1345 K), the difference is nearly 2 ms (770 s 

experimentally, 2110 s model-predicted). The overprediction of the FWHM of the OH* profile is due to 

imperfections in the ground-state chemistry in the compiled model. Section 6 discusses the effects of 

reaction rates of ground-state reactions on OH* profile shape (i.e. time dependence) and incipient OH* 

formation from modeling of profiles which were obtained from experiments on n-C9H20/O2. Reactions 

controlling OH* profile shape and incipient peak magnitude, as presented in Section 6, can be elucidated 

quantitatively using sensitivity analysis and the mechanisms of these processes can be revealed from 

reaction pathway and rate-of-production analyses.  

 

Ignition delay time measurements obtained at 5.2 atm show similarity to those for n-nonane (Fig. 8.12). 

The ignition trends of Blend 6 and n-nonane differ negligibly. At the high-temperature extreme ignition 

delay times between the two trends are within the scatter of the experiment. Towards the low-temperature 

extreme, Blend 6 ignition delay times were shorter than those predicted by the n-nonane correlation by 

only 20%.  
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Fig. 8.12. (Left): OH* time history during oxidation of Blend 6. 5.2 atm; 1622 K; Ignition, OH*: 77 s 
(Experiment), 150 s (Model). (Right): Measurements and modeling of Blend 6 ignition delay times at 5.2 
atm. 13.5·10–5C9H18O2 + 81.1·10–5n-C9H20 + 40.5·10–5MCH + 8.65·10–3O2 + 0.99Ar (Blend 6 / = 2.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 

 

 

With respect to methyl octanoate and MCH trends, ignition delay times of Blend 6 tended towards MCH 

with increasing temperature (to within 35% at the high-temperature extreme) and towards the C9H18O2 

trend at lower temperatures (to within 20% at the extreme). Ignition activation energy is highly 

underpredicted by the model; 43.7 kcal/mol (measured), 28.5 kcal/mol (calculated). Under these 

conditions (> 1 atm,  = 2.0), this behavior is reflected in calculations for pure n-nonane. Noting the 

higher concentration of n-nonane in Blend 6 (60% vol.) coupled with the model behavior and the overlap 

of the ignition trend of Blend 6 with that of n-nonane, ignition chemistry under these conditions appears to 

be dominated by that of n-nonane.  

 

The third of three fuel-rich blends contained in the L9 array is Blend 9, which is defined by a ratio of 1:3:1 

methyl octanoate:n-nonane:MCH, or 20%/60%/20% volumetrically with respect to the partial fuel volume 

in the experiment. Ignition delay times were extracted from OH* time histories at a nominal pressure of 
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8.9 atm over the range of temperature 1348 < T (K) < 1587. Figure 8.13 shows a representative OH* time 

history measurement during oxidation of Blend 9 at 1571 K and ignition delay times with supporting 

model calculations.  

 

OH* profiles modeled at higher pressures become increasingly distorted. Ignition delay times are 

indefinable using the model below ~1475 K due to unclear ignition peaks. OH* profiles near the high-

temperature extreme are closer to those observed in the experiment in terms of ignition delay times and 

time dependence. At 1571 K (Fig. 8.13) the difference between experimental and model calculations of 

FWHM is predicted well, within 70 s (130 s experimentally, 200 s model-predicted). Predictions of 

ignition delay times of Blend 9 agree with those obtained from the measurements, however only above ca. 

1475 K. Experimentally, the ignition trend of Blend 9 overlaps that of n-nonane. This behavior was also 

observed at 5.2 atm (Blend 6), however at 1.5 atm (Blend 3) the ignition trend of the blended fuel deviates 

from that of n-nonane, particularly at lower temperatures (Figs. 8.11 and 8.12, respectively). The 

temperature dependence of ignition delay times for Blend 9 yielded an overall (ignition) activation energy 

of 49.9 kcal/mol. 

 
Fig. 8.13. (Left): OH* time history during oxidation of Blend 9. 8.7 atm; 1571 K; Ignition, OH*: 106 s 
(Experiment), 186 s (Model). (Right): Measurements and modeling of Blend 9 ignition delay times at 8.9 
atm. 26.7·10–5C9H18O2 + 80.0·10–5n-C9H20 + 26.7·10–5MCH + 8.67·10–3O2 + 0.99Ar (Blend 9 / = 2.0). 
Correlated ignition trends of C9H18O2, n-C9H20, and MCH are shown for comparison and were calculated 
using Eqns. 5.1, 6.1, and 7.1, respectively. 
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Figure 8.14 juxtaposes measurements and model predictions of OH* at 1571 K and 1420 K, showing the 

distortion of the OH* profiles with decreasing temperature. Ignition delay times using OH* profiles are 

unable to be defined due to extrapolation of the steepest ascent leading to negative times. From the work 

on improving the high-temperature behavior of the base n-nonane mechanism (Section 6), namely OH* 

time dependence predictions (i.e. profile shape), the three most impacting reactions were (in no specific 

order): C3H6  C2H3 + CH3, CH + H2  CH2 + H, and CH2O + H  HCO + H2. 

 
Fig. 8.14. OH* time histories from oxidation of Blend 9. (Left): 1571 K, 8.7 atm. (Right): 1420, 8.9 atm. 
Model-based ignition delay times are not definable below ~1475 K due to overprediction of incipient 
OH*. Extrapolation of a line along the steepest ascent in the modeled OH* profile at 1420 K yields an 
(artificial) ignition delay time of 0 s as a result of the exaggerated magnitude and duration of OH* near 
time-zero. 
 

 

8.4 Empirical ignition delay time correlation 

An empirical ignition delay time correlation calculated using linear regression on the results obtained from 

89 experiments performed on the blends is given in Eqn. 8.1. The correlation is placed in terms of molar 

concentrations of the fuel species and oxygen, as these parameters were varied according to fuel blend 

composition and equivalence ratio, respectively. A dependence on Ar concentration was neglected since 

this parameter remained effectively constant for a given pressure (from fixing of the mole fraction to 0.99) 

compared to the larger variation in the other parameters. Units in Eqn. 8.1 consist of mol/cm3, kcal, and K 
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for species concentration, activation energy, and temperature, respectively. Conditions over which the 

equation is valid are given in Table 8.1. Percentage variation of relative fuel volume for methyl octanoate, 

n-nonane, and MCH ranged from 5% – 30%, 30% – 70%, and 20% – 45%, respectively. Pressure 

dependence (n) for the blends, n = –0.32, determined from the correlation by summation of the exponents 

of species concentration (from extraction of the pressure term common among the concentration ሺܲ ܴ௨ܶ⁄ ሻ 

terms), is near the average of that of the constituent species: n = –0.38. From similar analysis for the pure 

fuel ignition trends yielded pressure the following dependencies: n(C9H18O2) = –0.19, n(n-C9H20) = –0.48, 

n(MCH) = –0.46.   

 

Table 8.1. Summary of conditions for dilute (99% Ar) shock tube experiments on ternary fuel blends.  

P (atm) T (K)  yC9H18O2 (·104) yn-C9H20 (·104) yMCH (·104) yO2 (·103) 

1 – 10  1258 – 1630 0.5 – 2.0 0.366 – 4.240 1.538 – 8.108 0.733 – 5.654 8.587 – 9.634 

 

 ߬	ሺݏߤሻ ൌ 2.39 ൉ 10ି଺ሾܥଽܪଵ଼ܱଶሿ଴.ଵ଴ሾ݊-ܥଽܪଶ଴ሿ଴.ଷଶሾܥ଻ܪଵସሿ଴.଺ଶሾܱଶሿିଵ.ଷହ݁݌ݔሺ50.0 ܴ௨ܶ⁄ ሻ (8.1) 

 

 

The ignition correlation (Eqn. 8.1) was utilized to reproduce measured ignition delay times under the exact 

conditions at which the measurements were performed. Figure 8.15 compares calculated ignition delay 

times relative to measured ignition delay times at the same condition (fuel blend, , temperature, pressure). 

Strong agreement is shown from the fitting parameter (R2 = 0.97). Uncertainty bands of ±10% (resulting 

from the ±1% uncertainty in   the calculated reflected-shock temperature as discussed in Section 3) are 

placed on the calculated times. The difference in appearance of the ignition delay time plot of Fig. 8.15 

compared to those shown previously is due to linear scaling of the abscissa (log10 scaling is used for 

Ignition, OH* – 1/T ignition delay times plots). 
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Fig. 8.15. Comparison of measured and correlated ignition delay times (Eqn. 8.1) of blended methyl 
octanoate/n-nonane/MCH. Error bars reflect uncertainty of ±10%. R2 = 0.97. 

 

 

8.5 Modeling of blending effects on time histories of stable and radical species  

Calculations were performed using the compiled chemical kinetics model with the objective of assessing 

the influence of increased methyl octanoate concentration on the ignition behavior of two of the ternary 

fuel blends under conditions where the ignition delay times are well-predicted. Ignition delay times of 

20%/50%/30% C9H18O2/n-C9H20/MCH (Blend 2) measured approximately 25% shorter than those for the 

5%/50%/45% (Blend x) at temperatures above ca. 1500 K (Fig. 8.8). A second, simultaneous objective of 

the calculations was to determine the ability of the model to capture effects on ignition from blending 

C9H18O2/MCH with n-nonane relative to pure n-nonane by considering the time histories of O2 and 

radicals H, O, and OH. The ignition trend of Blend x near 9 atm deviated from that of n-nonane with 

increasing temperature, while that of Blend 2 (near 9 atm) overlapped the ignition trend of n-nonane, 

within the uncertainty of the experiment, over the range of temperatures covered. The latter objective of 

determining deviations from n-nonane ignition kinetics is achieved by comparing the two blends selected 

for computational analysis to results obtained from simulating oxidation of pure n-nonane. Three different 

cases were considered for the calculations, differing by composition of the parent fuel: (1) n-nonane; (2) 

Blend x; (3) Blend 2. Under stoichiometric conditions the calculations were performed at 1460 K, 9 atm 
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which yielded a model-based ignition delay time of 185 s from modeling of the OH* profile at this 

condition. 

 

8.5.1 Formation/consumption of O2, H, O, and OH 

Calculations were performed to determine mole fractions of O2, atomic hydrogen, atomic oxygen, and 

hydroxyl using the compiled chemical kinetics model which integrates sub-mechanisms for methyl 

octanoate and methylcyclohexane into a base (n-nonane) mechanism. Calculations using the model were 

then extended to determine the reactions responsible for the formation and/or consumption of these species 

and corresponding rates (mol /cm3·s). 

 

No appreciable change in the predicted time history of O2 is shown by the model (Fig. 8.16). A slight 

acceleration effect is shown to occur with increasing methyl octanoate concentration (note that the 

increase in [C9H18O2] is coupled to a decrease in [MCH] by the same proportion). This result is consistent 

with the shorter ignition delay times shown in the trends of Blends x and 2. Relative to n-nonane, no 

significant difference in oxygen consumption rates are shown for Blend x and Blend 2. Mole fraction 

calculations on atomic hydrogen (Fig. 8.17) show a slight increase (~ 10%) in H production with 

increasing C9H18O2 concentration (decreasing MCH concentration). The overall time dependence of H-

atom consumption among the trends produced from the use of three different parent fuels differs 

negligibly.  
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Fig. 8.16. Model prediction of O2 mole fraction using n-nonane, Blend x, and Blend 2 as parent fuels. 
1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH*: 185/Blend x, 167/Blend 2, 172/n-C9H20. 
 

 

Fig. 8.17. Model prediction of H mole fraction using n-nonane, Blend x, and Blend 2 as parent fuels. 1460 
K, 9 atm,  = 1.0, 99% Ar. Ignition, OH*: 185/Blend x, 167/Blend 2, 172/n-C9H20. 
 

 

Noting the importance of atomic oxygen and hydroxyl in chain-branching reactions and other ignition 

processes, time histories for O (Fig. 8.18) and OH (Fig. 8.19) were calculated for the three parent-fuel 

cases. In similar form to that for H-atom time histories, the trends indicate only a slight increase in radical 

production with increasing methyl octanoate (decreasing methylcyclohexane) content in the blended fuel. 
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Relative to mole fractions produced using n-nonane as the parent fuel, calculations for O and OH mole 

fractions from blended fuel oxidation shows only negligible changes. Model calculations indicate, using 

Blend x (5% C9H18O2) as the parent fuel, a slightly slower rate of formation for both O and OH and only 

negligibly smaller yields. Using Blend 2 (20% C9H18O2) as parent fuel, the percentage difference in radical 

production is the same, yet is slightly increased rather than decreased as in the case for Blend x with a 

lower concentration of C9H18O2 (higher concentration of MCH).  

 

Fig. 8.18. Model prediction of OH mole fraction using n-nonane, Blend x, and Blend 2 as parent fuels. 
1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH*: 185/Blend x, 167/Blend 2, 172/n-C9H20. 

 

 

Fig. 8.19. Model prediction of atomic oxygen mole fraction using n-nonane, Blend x, and Blend 2 as 
parent fuels. 1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH* (s): 185/Blend x, 167/Blend 2, 172/n-C9H20. 
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Rate of formation/consumption calculations were performed using only n-nonane and Blend 2 since no 

significant differences in the quantities of O2, H, O, or OH being formed and/or depleted were observed in 

the mole fraction calculations. Since mole fractions indicate concentration for conditions of fixed pressure 

and temperature from ݈݉݋ ܿ݉ଷ⁄ ~ሺݕ௜ܲ ܴ௨ܶ⁄ ሻ, no differences in the quantities of the species were to be 

expected in the rate calculations. Rate of formation/consumption calculations, however, report which 

reactions are specifically responsible for the time history of a species. The five most influential reactions 

were determined for oxidation of n-nonane and for Blend 2 at 1460 K, 9 atm. Using this comparison, any 

observed differences in the specific reactions involving the species of interest in the case of Blend 2, 

relative to the use of n-nonane as a parent fuel, could then be ascribed to the presence of C9H18O2 and/or 

MCH. While some small differences were observed in either the rate or quantity of species produced or 

consumed, the reactions responsible for all species remained the same for both sets of calculations. 

Therefore, for the conditions at which the calculations were conducted, neither the presence of the methyl 

ester species nor methylcyclohexane impacts the model prediction of O2 or the formation and consumption 

of O, H, or OH radicals. 

 

Reactions primarily responsible for consumption of O2 are shown in Fig. 8.20 for n-nonane as parent fuel 

and for Blend 2 as parent fuel. The most prominent reaction for consumption of oxygen is the chain-

branching H + O2  OH + O reaction. The abrupt depletion in oxygen is coincident with the ignition 

delay time predicted by the model (185 s) using the steepest ascent in OH* as the marker for ignition. In 

both cases, initiation reactions involving vinyl consumed oxygen rapidly in the first 30 – 40 s. 

Hydroperoxy radical formation with CO from HCO + O2 also contributes to oxygen consumption in the 

first 20 s. Neither the main chain-branching mechanism driving ignition, nor the initiation reactions were 

altered despite 50% of n-nonane being replaced by 20% and 30% methyl octanoate and MCH, 

respectively, in Blend 2. This result points to either an insensitivity by the model to the presence of these 

species or the dominance of n-nonane ignition chemistry. 
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Fig. 8.20. Rate of production/consumption calculations for O2 using n-nonane (Left) and Blend 2 (Right) 
as parent fuel. 1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH* (s): 172/n-C9H20, 167/Blend 2. 
 

 

Reactions primarily responsible for the formation and/or depletion of H are shown in Fig. 8.21 for n-

nonane as parent fuel and for Blend 2 as parent fuel. The model results indicate no difference in the 

reactions involved in atomic hydrogen production or consumption. In the first 40 – 50 s, H atoms are 

most strongly produced by decomposition of both ethyl and formyl radicals from interaction with third-

body colliders. Simultaneously upon incipient formation of H, ethylene is indicated as the primary 

consumer of H for both cases. Near the point of ignition indicated from the modeled OH* profile (185 s), 

atomic hydrogen is produced from the propagation reaction H2 + OH  H2O + H and is immediately 

consumed by the chain-branching reaction H + O2  OH + O. Contributions for H-atom production and 

consumption near ignition also come from HCO + M  H + CO + M and C2H4 + H  C2H3 + H2, 

respectively. 
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Fig. 8.21. Rate of production/consumption calculations for H using n-nonane (Left) and Blend 2 (Right) as 
parent fuel. 1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH* (s): 172/n-C9H20, 167/Blend 2. 
 

 

Reactions primarily responsible for the formation and/or depletion of atomic oxygen are shown in Fig. 

8.22 for n-nonane as parent fuel and for Blend 2 as parent fuel. In-line with the predictions for O2 

consumption and H formation and depletion, the model results indicate no difference in the reactions 

involved in atomic oxygen production or consumption. For both parent fuels, in the first 20 – 30 s, O 

atoms are most strongly produced from consumption of O2 by vinyl forming H2C−C(=O)H and O radicals, 

followed by H + O2  OH + O. No other contribution to the formation of O atoms is indicated in the 

results. Near the point of ignition, oxygen atoms are formed solely by H + O2  OH + O and consumed 

primarily by O + H2  OH + H with minor contributions from oxidation of acetylene leading to 

ethynyloxy (HC≡C=O) and H radicals and from CH3 + O  H + CH2O.  
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Fig. 8.22. Rate of production/consumption calculations for atomic oxygen using n-nonane (Left) and 
Blend 2 (Right) as parent fuel. 1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH* (s): 172/n-C9H20, 167/Blend 2. 
 

 

Identical to the results for O2 consumption, H and O formation and consumption, dominant reactions 

responsible for the formation and/or depletion of OH, shown in Fig. 8.23 for n-nonane oxidation and 

Blend 2 oxidation, are independent of parent fuel composition with only negligible (~ 10%) differences 

observed in peak rates of OH formation: 7780 mol /cm3·s for n-nonane as parent fuel, 7145 mol /cm3·s 

for Blend x as parent fuel. Similar difference is noted for OH production by H + O2. Hydroxyl is formed 

primarily near the point of ignition by the following reactions (in descending order of OH production): H 

+ O2  OH + O, O + H2  OH + H, H + HO2  OH + OH. Consumption of OH comes predominantly 

from H2 + OH  H2O + H with secondary contribution from CO + OH  CO2 + H.    
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Fig. 8.23. Rate of production/consumption calculations for OH using n-nonane (Left) and Blend 2 (Right) 
as parent fuel. 1460 K, 9 atm,  = 1.0, 99% Ar. Ignition, OH* (s): 172/n-C9H20, 167/Blend 2. 
 

 

8.5.2 Sensitivity analysis of OH* formation  

In order to assess the sensitivity of the compiled chemical kinetics model to methyl octanoate and MCH 

species, time-dependent sensitivity coefficients were calculated for the 10 most influential reactions 

involved in the production and/or consumption of excited-state OH under stoichiometric conditions at 

1460 K and 9 atm for two cases: (1) n-nonane as parent fuel, (2) Blend 2 as parent fuel. Calculations were 

performed relative to the case where pure n-nonane is the parent fuel species since the mechanism of the 

present work is based on a model for n-nonane oxidation and due to the species occupying the largest 

volumetric percentage in Blend 2. For clarity, results are presented in two separate figures. Sensitivity 

analysis results for pure n-nonane oxidation using the present model are shown in Figs. 8.24a and 8.24b 

with the calculated OH* mole fraction shown for correspondence of ignition delay time with abrupt 

changes in sensitivity coefficients. H + O2 forming OH + O is the reaction to which OH* formation, and 

through utilization of OH* profiles for ignition delay time definition, the reaction most controlling of 
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behavior. Calculation of sensitivity coefficients and corresponding dominant reactions controlling OH* 

using Blend 2 as the parent fuel species identifies the same set of reactions produced from analysis using 

n-nonane as the parent fuel. The time dependencies of the sensitivity coefficients for respective reactions 

using Blend 2 are also identical. For brevity, only the results of n-nonane as parent fuel are shown. 

Notable in the results of sensitive reactions to OH* formation is the absence of any reactions directly 

involving OH*. This is in contrast to previous calculations involving pure n-nonane, presented in Section 

6, where the two dominant OH* formation reactions (CH + O2  OH* + CO and H + O + M  OH* + 

M) were present and emphasizes the impact of ground-state chemistry on OH* profiles.  

 

 

Fig. 8.24. Normalized OH* sensitivity coefficients and mole fraction using n-nonane as parent fuel. 1460 
K, 9 atm,  = 1.0, 99% Ar. (a): Top five dominant reactions; (b): Bottom five dominant reactions. 
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8.6 Concluding remarks on oxidation experiments and modeling of ternary fuel blends 

Experiments were performed on a series of blended ternary fuels of methyl octanoate/n-

nonane/methylcyclohexane using a Design of Experiments approach, namely a 3-level L9 array. Four sets 

of test variables (equivalence ratio, pressure, and fuel-volume percentages of methyl octanoate and MCH) 

were selected to define the array with each variable having three levels. Levels of equivalence ratio, 

pressure, and relative fuel-volume percentages of methyl octanoate and MCH of 0.5, 1.0, and 2.0, 1.5 atm, 

5.0 atm, and 9.0 atm, 10% – 30%, and 20% – 40% were chosen, respectively. From measurements of 

ignition delay times under these conditions, an empirical ignition delay time correlation was developed. 

The equation also included a tenth ternary fuel blend not incorporated into the L9 array (Blend x: 

5%/50%/45% C9H18O2/n-C9H20/MCH) which extended the lower and upper limits of methyl octanoate and 

MCH to 5% and 45%, respectively. 

 

The chemical kinetics model compiled from integration of sub-mechanisms for methyl octanoate [42] and 

MCH [25] into the base n-nonane mechanism of Rotavera et al. [48] performed well under certain 

conditions and poorly for other conditions. For the following blends and specific equivalence ratio and 

pressure conditions, ignition trends overlap with both the model and with empirical trends of n-nonane: 

(Blend 7,  = 0.5, 9.3 atm), (Blend 2,  = 1.0, 9.3 atm). Blend x ( = 1.0, 1.4 atm) overlapped the ignition 

trend of n-nonane without model agreement. Other blends deviated from both model predictions of 

ignition and the n-nonane trend: (Blend 1,  = 0.5, 1.4 atm), (Blend 4,  = 0.5, 4.7 atm), (Blend x,  = 1.0, 

9.1 atm), (Blend 2,  = 1.0, 1.5 atm), (Blend 5,  = 1.0, 4.6 atm), (Blend 8,  = 1.0, 9.3 atm), and (Blend 3, 

 = 2.0, 1.5 atm). Temperature dependence of the trends (i.e. ignition activation energies) were calculated 

to within 10% with the exception of Blend 2 ( = 1.0) under both 1.5-atm and 9.3-atm pressure and Blend 

6 ( = 2.0, 5.2 atm). Table 8.2 summarizes model performance in predicting ignition activation energy for 

the 10 ternary fuel blends.  
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Table 8.2. Comparison of measured and model-predicted ignition activation energies for ternary fuel 
blends. 

Blend P (atm)  Ea, Experiment (kcal/mol) Ea, Model (kcal/mol) % Difference 

1 1.5 0.5 53.7 52.0 –3.3 

2 1.5 1.0 53.0 44.8 –18.3 

2 9.3 1.0 51.9 43.6 –19.0 

3 1.5 2.0 53.7 52.0 –3.3 

4 4.7 0.5 49.8 53.8 7.4 

5 4.6 1.0 45.5 45.2 –0.7 

6 5.2 2.0 43.7 28.5 –53.3 

7 9.3 0.5 56.0 51.9 –7.9 

8 9.3 1.0 44.4 43.6 –1.8 

9 8.9 2.0 49.9 - - 

x 1.5 1.0 49.4 46.9 –5.3 

x 9.1 1.0 43.7 44.3 1.4 

 

 

Model-based FWHM values of OH* profiles relative to the experiments are well characterized only for the 

following blends and corresponding conditions of equivalence ratio and pressure: (Blend 1,  = 0.5, 1.5 

atm), (Blend x,  = 1.0, 1.5 atm), (Blend 2,  = 1.0, 1.5 atm), (Blend 3,  = 2.0, 1.5 atm). The consistent 

parameter at which accurate predictions of OH* FWHM are made is a pressure of 1.5 atm. At elevated 

pressures, the FWHM of calculated OH* profiles became smaller than those observed in the experiment. 

Noting that chemiluminescence rates do not impact OH* profile time histories (Section 6), the discrepancy 

in the modeled OH* profiles relative to the measured profiles is ascribed to imperfections in the ground-

state chemistry of the model. Moreover, with increased-pressure OH* profiles modeled under fuel-rich 

conditions became increasingly distorted, and calculations near 10 atm were unusable below 1475 K for 

purposes of defining ignition delay times. 
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Due to the importance of O2, H, O, and OH to combustion phenomena, calculations of mole fractions 

(time histories) and rates of formation/consumption were performed using the model, where either n-

nonane, Blend x, or Blend 2 served as parent fuel. No significant differences in mole fractions or reactions 

responsible for consumption and/or production of these species were observed. Noting the constant 50% 

fuel volume in the Blends x and 2, the absence of any blending effect indicates that either n-nonane 

kinetics govern ignition processes of these two fuel blends or an insensitivity of the model to the presence 

of either methyl octanoate or MCH. Given the number of reactions contained in the sub-mechanisms 

specific to C9H18O2 and MCH (1080 and 260, respectively) it is more plausible that the 50% concentration 

contained in the fuel blends (Blend x and Blend 2) dominates ignition chemistry. 
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9. EMPIRICAL COMPARISON OF IGNITION BEHAVIOR  

OF PURE AND BLENDED FUELS 

The sections below concern the empirical characterization of the constituent fuels in terms of relative 

equivalence ratio and pressure dependence for the pure fuels (Section 9.1). Analysis is then extended to 

compare the ignition behavior of the ternary fuel blends relative to those of the pure-fuel constituents by 

employing the ignition correlation for the blended fuel (Eqn. 8.1). Calculations using the correlations 

utilize concentration extrema over which the correlations are valid to assess the effect of relative fuel 

percentage on ignition delay times (Section 9.2). Calculations were performed for  = 0.5, 1.0, and 2.0 at a 

pressure of 1.5 atm. Comparisons at 9.5 atm were made to include the effect of increased pressure on the 

relative ignition trends between the fuel blends and constituent species. The utility of the ignition delay 

time correlations defined previously for the ternary fuel blend and three constituent fuels (Eqns. 5.1, 6.1, 

7.1) lies in the ability to compare ignition trends over the range of conditions which were not directly 

measured, yet are within the limits of the correlation boundaries. 

 

Experimental ignition trends of methyl octanoate, n-nonane, and methylcyclohexane were compared over 

the range of thermodynamic conditions: 1175 K – 1670 K, 1.5 – 10 atm,  = 0.5 – 2.0. Under near-

atmospheric pressure (1.5 atm), ignition delay times were of the following order for the pure fuels: methyl 

octanoate < n-nonane < methylcyclohexane. Experimental results also indicate that the ignition behavior 

of the higher-order methyl ester approaches that of the higher-order linear alkane with increased pressure 

and nearly overlaps n-nonane ignition trends for  = 0.5 and  = 2.0. Methyl octanoate displayed 

significantly lower pressure dependence relative to the linear alkane and cycloalkane. Table 9.1 provides 

the correlation parameters for the study as extracted from linear regression analysis which yields the 

generic equation describing ignition: 

 

 ߬ሺݏߤሻ ൌ ௔ܧሺ݌ݔሾFuelሿ௫ሾܱଶሿ௬݁ܣ ܴ௨ܶ⁄ ሻ (9.1) 
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Table 9.1. Ignition delay time correlation parameters and corresponding pressure dependence. Fuel 
exponents for the blends are in the order C9H18O2/n-C9H20/MCH. Pressure dependence determined from: x 
+ y = n. The pressure dependence of the blended fuels (n = –0.32) is 15% lower relative to that calculated 
using an averaging of the pure fuel pressure dependencies (nAverage = –0.38).  

Species A x y n Ea (kcal/mol) 

C9H18O2 3.09·10–6 0.84 –1.03 –0.19 48.7 

n-C9H20 2.71·10–8 0.73 –1.21 –0.48 51.0 

C7H14 2.15·10–8 0.91 –1.36 –0.46 54.7 

Blends 2.38·10–6 0.10/0.32/0.62 –1.36 –0.32 50.1 

 

 

9.1 Comparison of ignition behavior of pure fuels at fixed equivalence ratio and pressure 

Comparison of ignition delay time measurements for methyl octanoate, n-nonane, and methylcyclohexane 

are shown in Fig. 9.1 at a fuel-lean equivalence ratio of  = 0.5 for 1.5 atm and 10.0 atm (nominal) 

pressure. Results are compared over the temperature range 1263 < T (K) < 1535 for 1.5 atm and 1268 < T 

(K) < 1492 for 10.0 atm. Average experimental pressures for C9H18O2 and MCH were 9.5 atm and 11.6 

atm, respectively for elevated-pressure measurements. n-Nonane ignition delay times were correlated 

using Eqn. 6.1 using the average experimental pressure from [16] of 10.4 atm.  

 

Ignition trends at 1.5 atm were of the following order: methyl octanoate < n-nonane < methylcyclohexane. 

Methyl octanoate exhibited more-rapid ignition relative to both the linear alkane and the cycloalkane. 

Methylcyclohexane and n-nonane are slower by factors of 4 and 3, respectively. The methyl ester and 

cycloalkane species were observed to have similar temperature dependence. Ignition activation energies 

(Ea) for C9H18O2 and MCH of 53.0 and 57.9 kcal/mol, respectively, were measured, differing by 

approximately 10%. Due to a 2% difference in dilution between the present results and the n-nonane 

measurements of [16] (ignition measurements of n-nonane were made using 97.1% dilution), a direct 

comparison of ignition activation energy to n-nonane is not feasible.  
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At increased pressure (~10.0 atm), ignition trends for n-nonane and methyl octanoate were observed to 

overlap strongly above 1300 K, below which the trends diverged with methyl octanoate again showing 

increased reactivity relative to the alkane. Methylcyclohexane ignition delay times were longer than the 

other two species, diverging with decreasing temperature to times 45% and 60% longer than n-nonane and 

methyl octanoate, respectively. Ignition activation energy at 10.5 atm decreased for C9H18O2 by 

approximately 10 kcal/mol and 3 kcal/mol for MCH (Ea of 43.8 and 54.1 kcal/mol, respectively) relative 

to results at 1.5 atm. 

 
Fig. 9.1. Comparison of lean ( = 0.5) ignition trends of methyl octanoate, n-nonane, and 
methylcyclohexane at 1.5 atm (Left) and 10.0 atm (Right) in 99% Ar. 
 

 

Comparison of stoichiometric ignition delay time measurements for methyl octanoate, n-nonane, and 

methylcyclohexane are shown in Fig. 9.2. Temperature and pressure conditions for the comparison are 

1269 < T (K) < 1565 for 1.5 atm and 1243 < T (K) < 1494 for 10.0 atm (nominal). Average experimental 

pressures for C9H18O2 and MCH were 9.3 atm and 11.3 atm, respectively for elevated-pressure 

measurements. n-Nonane ignition delay times were correlated using Eqn. 6.1 using the average 

experimental pressure from [16] of 10.4 atm.  
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Stoichiometric ignition trends at 1.5 atm follow the same order as those for the lean condition: methyl 

octanoate < n-nonane < methylcyclohexane. Similarly, methyl octanoate exhibited more-rapid ignition 

relative both the linear alkane and the cycloalkane. Methylcyclohexane and n-nonane were slower by 

factors of 4 and 2, respectively. Ignition activation energies for the linear alkane and cycloalkane were 

similar, yet closer than those of the lean condition: 59.0 and 56.2 kcal/mol for n-C9H20 and MCH, 

respectively, differing by less than 5%. The temperature trend for C9H18O2 is considerably lower (44.6 

kcal/mol). Stoichiometric measurements of n-nonane from [16] were made at 98.5% (negligibly lower 

than the level of dilution herein, thereby allowing for close comparison). Although to a lesser extent 

relative to the  = 0.5 condition, stoichiometric ignition behavior of methyl octanoate and of n-nonane 

approach one another as a result of the increase in pressure. Ignition activation energies at elevated 

pressure for C9H18O2 and MCH of 51.2 and 49.5 kcal/mol, respectively, were measured. Stoichiometric 

measurements of n-nonane at 10.4 atm from [16] yielded Ea of 44.9 kcal/mol. 

 
Fig. 9.2. Comparison of lean ( = 1.0) ignition trends of methyl octanoate, n-nonane, and 
methylcyclohexane at 1.5 atm (Left) and 10.0 atm (Right) in 99% Ar. 
 

 

Ignition delay time comparisons of measurements for methyl octanoate, n-nonane, and methylcyclohexane 

are shown in Fig. 9.3 at a fuel-rich equivalence ratio of  = 2.0 for 1.5 atm and 10.0 atm (nominal) 

pressure. Results are compared over the temperature range 1370 < T (K) < 1672 for 1.5 atm and 1327 < T 
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(K) < 1602 for 10.0 atm. Average experimental pressures for C9H18O2 and MCH were 9.2 atm and 11.5 

atm, respectively for the elevated-pressure measurements. n-Nonane ignition delay times were correlated 

using Eqn. 6.1 using the average experimental pressure from [16] of 10.3 atm. 

  

Ignition activation energies at  = 2.0, 1.5 atm for C9H18O2 and MCH of 56.9 and 56.1 kcal/mol, 

respectively, were measured from the temperature dependence of the ignition delay times. Measurements 

of n-nonane at  = 2.0 from [16], which were obtained at 99.2% dilution in Ar, revealed an Ea of 54.1 

kcal/mol. Ignition trends at 1.5 atm were of the following order: methyl octanoate < n-nonane < 

methylcyclohexane. In similar manner, as observed under the previous conditions, the ignition trends of 

methyl octanoate and n-nonane again approach one another resulting from the increase in pressure. 

Ignition activation energies at 10.0 atm for C9H18O2 and MCH of 46.3 and 45.3 kcal/mol, respectively, 

were measured. Fuel-rich measurements of n-nonane ignition from [16] yielded an Ea of 52.8 kcal/mol.   

 
Fig. 9.3. Comparison of lean ( = 2.0) ignition trends of methyl octanoate, n-nonane, and 
methylcyclohexane at 1.5 atm (Left) and 10.0 atm (Right) in 99% Ar. 
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9.2 Empirical analysis of blending effects on ignition of C9H18O2/n-C9H20/MCH 

Due to the nature of the L9 array assembled for the study, direct comparison of ignition delay times for all 

conditions is not possible. However, in the work of Rotavera and Petersen [135], ternary blends of methyl 

octanoate/n-nonane/MCH were studied under identical conditions as in the present study. Holding n-

nonane concentration constant at 50%, methyl octanoate concentrations of 5% and 20% were used under 

stoichiometric conditions near 10 atm. Figure 9.4 shows a direct comparison of the effect of blending the 

three fuels on global ignition including the two blends from [135] and the 10/50/40 blend from the L9 

array. The three blends lie between the trends of n-nonane and methylcyclohexane. Notable in the trends is 

the decreased ignition activation energy of the blends with the lower concentrations of methyl octanoate 

(5% and 10% vol.), yet at 20% (vol.) the activation energy of the trend increases by 15% to 51.9 kcal/mol 

relative to the average of the 5% and 10% trends which are within the scatter of one another and therefore 

share nearly identical activation energies (5% blend: 43.7 kcal/mol; 10% blend: 44.4 kcal/mol). 

 

Fig. 9.4. Measured stoichiometric ignition delay time trends for three ternary blends compared to 
constituent species at 9.5 atm (MCH ignition times are pressure corrected to 9.5 atm from 11.5 atm using n 
= –0.45). 5% C9H18O2: Blend x; 10% C9H18O2: Blend 8; 20% C9H18O2: Blend 2. 
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The utility of the ignition delay time correlations employed herein to assess the effects of blending ratios 

of the ternary fuel on ignition lies in the ability to compare ignition trends over the range of conditions 

which were not directly measured, yet are within the limits of the correlation boundaries. To this end, 

concentrations and relative proportions measured experimentally can be replicated using the correlation to 

verify accuracy. Ignition delay times calculated using the correlation equation for the ternary fuel blend 

(Eqn. 8.1), compared to measured ignition delay times for respective fuel blends are shown in Fig. 9.5. 

Blends 1, 2, and 3 covering lean, stoichiometric, and rich conditions, respectively, and 1.5 – 9.3 atm are 

correlated well. The blends also span the full range of fuel volume percentages for the constituent species, 

as defined in the L9 array.  

 

The ensuing sections discuss empirical ignition trends of C9H18O2/n-C9H20/MCH fuel blends over the 

range of concentration extrema covered experimentally in the present study. Ignition trends for lean ( = 

0.5), stoichiometric, and fuel-rich ( = 2.0) equivalence ratios were calculated and compared to the 

ignition trends of the pure fuels over the same conditions of temperature and pressure for a given 

equivalence ratio. For each equivalence ratio, calculations were performed using fixed fuel concentration 

for one constituent (e.g. 5% C9H18O2, Fig. 9.6) while varying the percentages of the other two over the 

maximum and minimum percentages allowable given the percentage level of the fixed fuel. The 

percentage of the fixed fuel in the blend is then increased to its maximum in the present work (e.g. 30% 

C9H18O2, Fig. 9.6) and adjustments to the remaining two constituents are made accordingly within the 

bounds of concentration covered experimentally. These effects are juxtaposed to compare the effects of 

blending on ignition delay time. 
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Fig. 9.5. Comparison of measured and correlated ignition delay times for Blends 1 ( = 0.5, 1.5 atm), 2 ( 
= 1.0, 4.5 atm), and 3 ( = 2.0, 9.5 atm). Strong agreement between measured and correlated ignition delay 
times from ternary fuel blend experiments permits parametric study of blending effects. 

 

 

An experimental sensitivity analysis was performed to identify the individual influence of the four 

parameters defining the L9 array with respect to ignition delay times of the blended fuels. Experimental 

sensitivity coefficients were determined by taking the difference of the averages of ignition delay times 

measured at the extrema of the four L9 parameters (e.g. difference in ignition delay times between 

averaged  = 2.0 blends and averaged  = 0.5 blends; similarly for pressure, %C9H18O2, and %MCH) at a 

comparable temperature were the correlation overlaps with the temperature ranges at which measurements 

were obtained (1375 K). Since ignition delay times were not obtained for all blends at the specific 

temperature used for comparison (1375 K), the blended correlation (Eqn. 8.1) was used to determine the 

ignition delay time for all blends at this temperature. The results indicate that equivalence ratio is the most 

influential parameter on ignition delay times. The next most impacting parameter (pressure) was a factor 

of 2 less influential than  over the range of conditions studied. Of the two fuels included in the L9 array, 

MCH had nearly twice the impact on ignition delay times compared to methyl octanoate. Since n-nonane 

is not considered as part of the L9 array (the mole fraction of n-nonane is dictated by the ratio of 

C9H18O2/MCH), experimental sensitivity was not calculated since it did not have 3 values to average. 
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Figure 9.6 shows the results of the experimental sensitivity analysis normalized to the equivalence ratio 

effect. Appendix H contains the details of the calculation. 

 

Fig. 9.6. Comparison of experimental sensitivity coefficients (normalized) determined using average 
values of ignition delay times at the extrema of the L9 array parameters. Equivalence ratio is shown to 
most strongly influence ignition delay times of the ternary fuel blends. 

 

 

9.2.1 Blending effects on fuel-lean ignition of C9H18O2/n-C9H20/MCH 

Ignition delay time trends under fuel-lean ( = 0.5) conditions were calculated for 5% and 30% methyl 

octanoate blends at 1.5 atm over the temperature range 1300 < T (K) < 1600 (Fig. 9.6). Calculations using 

the 5% C9H18O2 concentration included variation in n-nonane and MCH from 55% – 70% and 25 – 40%, 

respectively. For the 30% C9H18O2 blend, n-nonane and MCH concentrations were varied from 30% – 

50% and 20% – 40%. Under lean conditions, the blended-fuel ignition trends lie below that of n-nonane 

and above that of methyl octanoate. Ignition delay times of the 5%/55%/40% blend were 30% shorter than 

the n-nonane trend and 90% longer than the methyl octanoate trend. For the 5%/70%/25% blend, ignition 

delay times were closer to those of pure methyl octanoate, to within 45%, and shorter by an equivalent 

amount relative to n-nonane. Relative differences to methyl octanoate and n-nonane for the 30% methyl 

octanoate blends are nearly identical to those of the 5% methyl octanoate blend. 
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Comparing the ignition delay times of the 5%/55%/40% blend with those of the 30%/30%/40% blend at 

1400 K, noting the only change between the two being the 25% change in methyl octanoate and n-nonane 

volumes, ignition delay times of 310 s are predicted for both, indicating no dependence on the 

C9H18O2/n-C9H20 ratio. Noting the nearly identical ignition activation energies of the trends, this similarity 

is consistent over the range of temperatures covered. From this comparison, the shortened ignition delay 

times observed between the two trends can then be ascribed to the reduction in MCH concentration. At 

1400 K, ignition delay times of the lower-MCH concentration blends were nearly identical: 225 s and 

240 s for the 5%/70%/25% and 30%/50%/20% blends, respectively. Quantitatively, the ~ 40% reduction 

in MCH concentration in the fuel blend shortened ignition delay times of the blend by ~ 25%.  The 

reduction in MCH may therefore be considered responsible for the reduced ignition delay times in the 

blends at this condition, an effect which is consistent for both the 5% and 30% blends.  

 
Fig. 9.7. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding methyl octanoate constant at 5% (Left) and 30% (Right) with ignition trends of the pure-fuel 
constituents. 1.5 atm;  = 0.5. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends 
were calculated using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
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Ignition delay time trends under fuel-lean ( = 0.5) conditions were calculated for 40% and 60% n-nonane 

blends at 1.5 atm over the temperature range 1300 < T (K) < 1600 (Fig. 9.7). Calculations using the 40% 

n-C9H20 concentration included variation in methyl octanoate and MCH from 20% – 30% and 30% – 40%, 

respectively. For the 60% n-C9H20, methyl octanoate and MCH concentrations were varied from 5% – 

20% and 20% – 35% in the calculations, respectively. Under lean conditions, the ternary fuel blend 

ignition trends lie below that of n-nonane and above that of methyl octanoate. Ignition delay times of the 

20%/40%/40% blend were 35% shorter than the n-nonane trend and 70% longer than the methyl octanoate 

trend. For the 30%/40%/30% blend, ignition delay times were closer to those of pure methyl octanoate, to 

within 30%, and shorter relative to n-nonane by 50%. The ignition trends differed only slightly between 

the 40% and 60% n-nonane blends. No differences in ignition delay times are shown in the calculations 

between the 20%/40%/40% blend and the 5%/60%/35% blend. Using 1450 K as a comparative 

temperature, calculations predict ignition times of 160 s for both. 

 

Comparing the ignition delay times of the 20%/40%/40% blend with those of the 20%/60%/20% blend at 

1450 K, noting the only change between the two being the 20% change in n-nonane and MCH volumes, 

ignition delay times are predicted with a difference of 30% (175 s for the former, at 1450 K, compared to 

120 s for the latter), indicating a slight dependence on the n-nonane/MCH fuel ratio at fixed methyl 

octanoate concentration. Noting the nearly identical ignition activation energies of the trends, this 

similarity is consistent over the range of temperatures covered. Since the trends in ignition delay times 

with temperature between the 20%/40%/40% blend and the 5%/60%/35% blend are identical, the 

difference in ignition delay times between these blends and those of the 30%/40%/30% blend, 

approximately 15% over the range of temperature covered, is the same. 
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Fig. 9.8. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding n-nonane constant at 40% (Left) and 60% (Right) with ignition trends of the pure-fuel 
constituents. 1.5 atm;  = 0.5. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends 
were calculated using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
 

 

Ignition delay time trends under fuel-lean ( = 0.5) conditions were calculated for 20% and 40% MCH 

blends at 1.5 atm over the temperature range 1300 < T (K) < 1600 (Fig. 9.8). Calculations using the 20% 

MCH concentration included variation in methyl octanoate and n-nonane from 10% – 30% and 50% – 

70%, respectively. For the 40% MCH, methyl octanoate and n-nonane concentrations were varied from 

5% – 30% and 30% – 55% in the calculations, respectively. Under the lean conditions, the ternary fuel 

blend ignition trends lie below that of n-nonane and above that of methyl octanoate. In contrast to the 

previous blends, no effect on blending is shown from the calculations under conditions of fixed MCH 

concentration. Over the range of temperatures covered, the variation of methyl octanoate from 10% to 

30% and corresponding variation in n-nonane from 50% to 70% has no impact on ignition delay times 

using 20% MCH. Similarly for 40% MCH with variation in methyl octanoate and n-nonane by 5% – 30% 

and 30% – 55%, respectively. At 1425 K, trends for both predict an ignition delay time of 160 s. The 

40% MCH blend also displayed independence from variation in the ratio of methyl octanoate to n-nonane, 

however differs from the 20% MCH ignition trends by 40% comparing the ignition delay time at 1425 K 
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(225 s). Since the ignition activation energies are nearly equivalent over the temperature range, the 40% 

difference in ignition delay times is consistent from 1300 K – 1600 K.  

 

Ignition delay times for both of the 20% MCH blends were 50% shorter than the n-nonane trend and 35% 

longer than the methyl octanoate trend. For the 40% MCH blends, ignition delay times were closer to 

those of pure n-nonane, to within 30%, and shorter relative to methyl octanoate by approximately 50%. 

The ignition delay time trend of methylcyclohexane diverges to longer times with decreasing temperature. 

Comparing the two fixed-MCH blends to the pure MCH ignition delay times at the temperature extrema, 

calculations of the 20% MCH blend show that ignition delay times differ from those of MCH at 1600 K by 

a factor of 3 and at 1300 K by a factor of 3.5. The 40% MCH blend decreases the difference to a factor of 

2 at 1600 K and a factor of 2.5 at 1300 K. 

 
Fig. 9.9. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding MCH constant at 20% (Left) and 40% (Right) with ignition trends of the pure-fuel constituents. 
1.5 atm;  = 0.5. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends were calculated 
using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
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9.2.2 Blending effects on stoichiometric ignition of C9H18O2/n-C9H20/MCH 

Stoichiometric ignition delay time trends were calculated for 5% and 30% methyl octanoate blends at 1.5 

atm over the temperature range 1350 < T (K) < 1600 (Fig. 9.9). Calculations using the 5% C9H18O2 

concentration included variation in n-nonane and MCH from 55% – 70% and 25 – 40%, respectively. For 

the 30% C9H18O2 blend, n-nonane and MCH concentrations were varied from 30% – 50% and 20% – 

40%. Relative to the lean condition, the ternary fuel blend ignition trends using 5% and 30% methyl 

octanoate lie closer to that of n-nonane, yet between those of n-nonane and methyl octanoate. Ignition 

delay times of the 5%/55%/40% blend were 15% shorter than the n-nonane trend and longer than the 

methyl octanoate trend by a factor of nearly 1.2. For the 5%/70%/25% blend, ignition delay times were 

closer to those of pure n-nonane, to within 35%, and approximately 70% longer relative to methyl 

octanoate. Relative differences between the 5%/55%/40% and 30%/30%/40% blends are negligible, 

indicating an insensitivity to variation in the ratio of methyl octanoate to n-nonane for conditions of fixed 

MCH concentration. 

 

Using 1375 K as a comparison temperature, ignition delay times differ between the 5% methyl octanoate 

blends by 20%: 890 s for the 5%/55%/40% blend, 700 s for the 5%/70%/25% blend. The difference in 

ignition delay times between the two 30% methyl octanoate blends is slightly less: 890 s for the 

30%/30%/40% blend, 650 s for the 30%/50%/20% blend. Under stoichiometric conditions at near-

atmospheric pressure, no strong effect is shown for blending the three fuels in different proportions within 

the degree of uncertainty of the ignition delay time measurements (±10%). Both ignition trends for the 5% 

and 30% methyl octanoate blends, using fixed 40% MCH concentration, lie closely to that of n-nonane.  
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Fig. 9.10. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding methyl octanoate constant at 5% (Left) and 30% (Right) with ignition trends of the pure-fuel 
constituents. 1.5 atm;  = 1.0. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends 
were calculated using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
 

 

Ignition delay time trends under stoichiometric conditions were calculated for 40% and 60% n-nonane 

blends at 1.5 atm over the temperature range 1350 < T (K) < 1600 (Fig. 9.10). Calculations using the 40% 

n-C9H20 concentration included variation in methyl octanoate and MCH from 20% – 30% and 30% – 40%, 

respectively. For the 60% n-C9H20, methyl octanoate and MCH concentrations were varied from 5% – 

20% and 20% – 35% in the calculations, respectively. The ternary fuel blend ignition trends lie closely to 

that of n-nonane and above that of C9H18O2. The trends shown for the case of fixed n-nonane 

concentration (Fig. 9.10) are nearly identical to those shown in Fig. 9.9 since the fuel percentages in Fig. 

9.10 are within the range of those in Fig. 9.9. The 30%/40%/30% blend is in closer agreement with the 

20%/40%/40% blend, however these two blends differ in MCH concentration by only 10%. 
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Fig. 9.11. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding n-nonane constant at 40% (Left) and 60% (Right) with ignition trends of the pure-fuel 
constituents. 1.5 atm;  = 1.0. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends 
were calculated using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
 

 

Stoichiometric ignition delay time trends were calculated for 20% and 40% MCH blends at 1.5 atm over 

the temperature range 1350 < T (K) < 1600 (Fig. 9.12). Calculations using the 20% MCH concentration 

included variation in methyl octanoate and n-nonane from 20% – 30% and 50% – 60%, respectively. For 

the 40% MCH, methyl octanoate and n-nonane concentrations were varied from 5% – 20% and 40% – 

55% in the calculations, respectively. Under stoichiometric conditions, as for lean conditions, the ternary 

fuel blend ignition trends lie below that of n-nonane and above that of methyl octanoate. No effect on 

blending is shown from the calculations under conditions of fixed MCH concentration. Over the range of 

temperatures covered, the variation of methyl octanoate corresponding variation in n-nonane for respective 

MCH concentrations has no impact on ignition delay times. In contrast to the 20% and 40% MCH blends 

under lean conditions (Fig. 9.8), the stoichiometric condition brings the ignition trend of these blends 

closer to the behavior exhibited by pure n-nonane, differing by 40% and 15% compared to 50% and 30% 

at the lean condition for 20% and 40% MCH blends, respectively. Since the ignition activation energies 
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are nearly identical between the blends and the pure fuels, this percentage difference is consistent over the 

range of temperatures covered. 

 
Fig. 9.12. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding MCH constant at 20% (Left) and 40% (Right) with ignition trends of the pure-fuel constituents. 
1.5 atm;  = 1.0. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends were calculated 
using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
 

 

9.2.3 Blending effects on fuel-rich ignition of C9H18O2/n-C9H20/MCH 

Ignition delay time trends under fuel-rich ( = 2.0) conditions were calculated for 5% and 30% methyl 

octanoate blends at 1.5 atm over the temperature range 1400 < T (K) < 1600 (Fig. 9.13). Calculations 

using the 5% C9H18O2 concentration included variation in n-nonane and MCH from 55% – 70% and 25 – 

40%, respectively. For the 30% C9H18O2 blend, n-nonane and MCH concentrations were varied from 30% 

– 50% and 20% – 40%. Under the rich condition, the blended-fuel ignition trends using 40% MCH 

concentration completely overlap with that of n-nonane and are 55% longer than the C9H18O2 trend. The 

5%/70%/25% and 30%/50%/20% blends show negligible relative differences. Compared to methyl 

octanoate and n-nonane, ignition delay times of the lower-MCH concentration blends are 80% longer and 

20% shorter, respectively. 
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Fig. 9.13. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding methyl octanoate constant at 5% (Left) and 30% (Right) with ignition trends of the pure-fuel 
constituents. 1.5 atm;  = 2.0. Ignition trends of 5/55/40 and 30/30/40 C9H18O2/n-C9H20/MCH is 
coincident with n-nonane. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends were 
calculated using Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
 

 

Ignition delay time trends at  = 2.0 were calculated for 40% and 60% n-nonane blends at 1.5 atm over the 

temperature range 1400 < T (K) < 1600 (Fig. 9.14). Calculations using the 40% n-C9H20 concentration 

included variation in methyl octanoate and MCH from 20% – 30% and 30% – 40%, respectively. For the 

60% n-C9H20, methyl octanoate and MCH concentrations were varied from 5% – 20% and 20% – 35% in 

the calculations, respectively. Immediately apparent is the behavior of the ignition trends of the 40% n-

nonane blends being closer to the MCH ignition trend than either the lean or stoichiometric trends for 

these blends. Moreover, the two 40% n-nonane blends and the 5%/60%/35% blend completely overlap the 

ignition behavior of n-nonane within the experimental accuracy (±10%). A 15% difference in the 40% n-

nonane trends is shown by the calculations. 

 

Percentage differences between MCH and n-nonane (and, by extension, the two 40% n-nonane blends and 

the 5%/60%/35% blend) of 40% and 50% are shown in the calculations at 1600 K and 1400 K, 
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respectively. The blend with the lowest MCH concentration (20%/60%/20%) deviates by nearly 25% from 

the n-nonane trend. Comparing the three trends which show strong similarity to n-nonane, noting MCH 

concentration ranging from 30% – 40%, the ratio of the three fuels within this concentration range for 

MCH has no impact on the fuel-rich ignition delay times. Under both the lean and stoichiometric 

conditions, differences were observed and quantifiable outside of the experimental uncertainty. 

 
Fig. 9.14. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding n-nonane constant at 40% (Left) and 60% (Right) with ignition trends of the pure-fuel 
constituents. 1.5 atm;  = 2.0. Ignition trend of 5/60/35 C9H18O2/n-C9H20/MCH is coincident with n-
nonane. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends were calculated using 
Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 
 

 

Stoichiometric ignition delay time trends were calculated for 20% and 40% MCH blends at 1.5 atm over 

the temperature range 1400 < T (K) < 1600. Calculations using the 20% MCH concentration included 

variation in methyl octanoate and n-nonane from 20% – 30% and 50% – 60%, respectively. For the 40% 

MCH, methyl octanoate and n-nonane concentrations were varied from 5% – 20% and 40% – 55% in the 

calculations, respectively. Under fuel-rich conditions, as for lean and stoichiometric conditions, the 

ignition trend of the 20% MCH ternary fuel blend lies below that of n-nonane and above that of methyl 

octanoate. At 40% MCH concentration, however, both fuel blends (5%/55% and 30%/30% methyl 

octanoate/n-nonane) completely overlap the ignition trend of n-nonane over the range of temperatures 
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covered. In either case, no effect on blending (i.e. the change in methyl octanoate/n-nonane ratio) is shown 

from the calculations under conditions of fixed MCH concentration. 

 

The difference in ignition delay times between the two 20% MCH blends and the n-nonane trend is 

smaller relative to the blends at lean and stoichiometric equivalence ratios. At  = 0.5 and 1.0, the 

overlapping 20% MCH blends were 50% and 40% shorter relative to n-nonane. For the  = 2.0 condition, 

this difference is reduced to 25%, indicating an equivalence ratio effect on blended fuel ignition for 

constant MCH concentration. Since the ignition trends are nearly identical, the difference in ignition delay 

times is consistent over the range of temperatures covered. 

 
Fig. 9.15. Comparison of correlated ignition delay times of methyl octanoate/n-nonane/MCH blends 
holding MCH constant at 20% (Left) and 40% (Right) with ignition trends of the pure-fuel constituents. 
1.5 atm;  = 2.0. Ignition trends of 5/55/40 and 30/30/40 C9H18O2/n-C9H20/MCH are coincident with n-
nonane. Correlated ignition times for C9H18O2, n-C9H20, MCH, and ternary blends were calculated using 
Eqns. 5.1, 6.1, 7.1, and 8.1, respectively. 

 

 

9.3 Concluding remarks on empirical ignition behavior of pure and blended fuels 

Experimental ignition trends for the pure fuels were compared. The influence of pressure on ignition delay 

times is higher for both n-nonane and MCH than for methyl octanoate, which is partly responsible for the 

overlap observed between methyl octanoate and n-nonane near 10 atm. The overlap occurred most 
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strongly under lean and rich conditions. Ignition delay times for ternary blends of methyl octanoate/n-

nonane/MCH were then compared, holding n-nonane concentration constant at 50% and varying methyl 

octanoate concentrations from 5% to 20% under stoichiometric conditions near 10 atm. The three blends 

produced ignition trends between those of n-nonane and methylcyclohexane. The ignition activation 

energy of the blends decreased with lower concentrations of methyl octanoate (5% and 10% vol.), yet at 

20% (vol.) the activation energy of the blend increased by 15% to 51.9 kcal/mol relative to the average of 

the 5% and 10% trends which share nearly identical activation energies (within 2%). 

 

The effects of fuel variation in the ternary blends on ignition behavior were analyzed empirically using 

ignition delay time correlations. Ignition trends for a wide range of relative fuel percentages were 

compared to the ignition behavior of the pure fuel constituents at 1.5 atm at three equivalence ratios:  = 

0.5, 1.0, and 2.0. Fuel percentages utilized in the calculations for methyl octanoate, n-nonane, and 

methylcyclohexane of 5% – 30%, 30% – 70%, and 20% – 40%, respectively, were consistent for all 

equivalence ratios. Temperatures, depending on equivalence ratio, were varied from 1300 K to 1600 K. 

 

Under lean conditions, no dependence of ignition delay times on methyl octanoate/n-nonane ratio for fixed 

(40%) MCH concentration was shown in the correlation calculations. For fuel blends with only 5% 

variation in MCH concentration, no difference is shown in the ignition behavior, despite a wide variation 

in relative fuel percentage of methyl octanoate (5% – 30%) and n-nonane (50% – 70%). The similar 

ignition delay times between the two blends differing in MCH by 5% were 25% shorter than those 

measured using 40% MCH, yet the same methyl octanoate concentration (5% and 30%). A slight 

dependence on n-nonane/MCH ratio for fixed methyl octanoate concentration was shown, where ignition 

delay times were 30% shorter for a higher ratio.  

 

Relative to the lean condition, stoichiometric fuel blend ignition delay times of the ternary blends using 

5% and 30% methyl octanoate lie closer to those of n-nonane. Differences between the 5%/55%/40% and 

30%/30%/40% blends for  = 1.0 were negligible, providing another indication as to an insensitivity in 
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variation of the ratio of methyl octanoate to n-nonane for conditions of fixed MCH concentration. In 

contrast to the 20% and 40% MCH blends under lean conditions, stoichiometric ignition delay times of the 

blends were closer to those shown from the calculations of pure n-nonane, differing by 40% and 15% 

compared to 50% and 30% at the lean condition for 20% and 40% MCH blends, respectively. 

 

At the fuel-rich equivalence ratio ( = 2.0), it was shown that for blends with constant n-nonane 

concentration, increased equivalence ratio led to ignition trends that approach that of MCH. Under lean 

conditions, ignition trends of the blends using fixed 40% n-nonane concentration differ from that of MCH 

by 50%. At  = 1.0, the percentage difference decreased to 40%. For  = 2.0, the difference decreased 

further to 25% relative to MCH. Within a concentration range for MCH of 30% – 40%, the ratio of the 

three fuels had no impact on the fuel-rich ignition delay times. At 40% MCH concentration, fuel blends of 

5%/55% and 30%/30% methyl octanoate/n-nonane completely overlapped the ignition trend of n-nonane 

over the range of temperatures covered. In either case, no effect on blending (i.e. the change in methyl 

octanoate/n-nonane ratio) was shown from the calculations under conditions of fixed MCH concentration.  
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10. LAMINAR FLAME SPEEDS OF FUEL BLEND CONSTITUENTS 

Measurements of laminar flame speeds were obtained for the three constituent fuels of the ternary blends: 

methyl octanoate, n-nonane, and methylcyclohexane. Due to the low vapor pressures of the three 

constituent species, the fuels were injected (in separate experiments) directly in liquid form into the heated 

vessel. The injected fuel volumes for all experiments, to determine the appropriate equivalence ratio, were 

calculated using liquid densities at 293 K. A nominal uncertainty of 4 cm/s is assigned to all measured 

values of flame speed. Details on the heated flame speed facility are given in the thesis work of Krejci 

[132], and discussions one measurement uncertainties are given in de Vries [169], Lowry [170], and Krecji 

[132]. The experiments were conducted at 1 atm and 170 °C (443 K) using ultra-high purity air. The MCH 

measurements presented herein are reported using the constant-volume apparatus and compared to results 

from a similar apparatus [171] and also from counterflow flames [172, 173]. The methyl octanoate results 

are the first measurements obtained for that species. In addition to measurements of methylcyclohexane at 

170 °C (403 K) initial temperature, results were also obtained at 130 °C (403 K) to compare with the 

available literature values [171 – 173]. Discussed below are experimental and modeling results for laminar 

flame speeds of the pure fuel species with supporting images of the observed flames. Appendices I and J 

contain mixture information on flame speed experiments with specific experimental details and numerical 

values of laminar flame speed, respectively.  

 

10.1 Methyl octanoate 

Laminar flame speeds of methyl octanoate were obtained at conditions of atmospheric pressure and 170 

°C. Figures 10.1 and 10.2 show images of a C9H18O2 laminar flame and flame speed measurements as a 

function of equivalence ratio, respectively.  Measurements were taken over the range of equivalence ratio 

0.86 <  < 1.43. The experimental trend indicates that the peak laminar flame speed occurs at 

approximately  = 1.12. Fuel partial pressures of 10.8 torr and 17.8 torr were used to obtain the fuel-lean 

and fuel-rich extremes, respectively.  
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Fig. 10.1. Schlieren images of laminar flame propagation of methyl octanoate (C9H18O2) in atmospheric 
air; 170 °C;  = 1.08. ܵ௅,௨

°  = 64.75 cm/s. 

 

 

Fig. 10.2. Laminar flame speeds of methyl octanoate (C9H18O2) in atmospheric air; 170 °C. 
 

 

 

 

 

0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
40

50

60

70

 C
9
H

18
O

2

 Experimental Trend

 

 

S
L
 (

cm
 /s

)



 

 

 

0.0 ms 0.5 ms 4.0 ms

7.6 ms 11.7 ms 17.9 ms



 

 
 

197

10.2 n-Nonane 

Laminar flame speeds of methyl octanoate were obtained for conditions of atmospheric pressure and 170 

°C. Measurements were taken over the range of equivalence ratio 0.83 <  < 1.30. The fuel-lean and fuel-

rich extremes produced flames speeds of 57.0 cm/s and 68.2 cm/s, respectively. The experimental trend 

for n-nonane indicates that the peak laminar flame speed (ca. 68 cm/s) occurs at approximately  = 1.07. 

Fuel partial pressures of 9.4 torr and 14.5 torr were used to obtain the lean and rich extremes, respectively. 

 

 

 

 

 

 

 

 

 
 
 
Fig. 10.3. Schlieren images of laminar flame propagation of n-nonane (n-C9H20) in atmospheric air; 170 
°C;  = 1.08; ܵ௅,௨

°  = 68.2cm/s.  

 

Fig. 10.4. Laminar flame speeds of n-nonane (n-C9H20) in atmospheric air; 170 °C. 
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10.3 Methylcyclohexane 

Laminar flame speeds of methylcyclohexane were obtained for conditions of atmospheric pressure and 

170 °C for comparison to the other fuel constituents in the present study, and at 130 °C for comparison to 

literature values. Two experimental studies on MCH flame speeds have been conducted using a diffusion 

flame apparatus [172, 173]. These values are consistently higher than those measured using the constant-

volume apparatus herein. Measurements of MCH flame speeds taken at 403 K in the present work are in 

strong agreement with those from the constant-volume apparatus of Singh et al. [171], differing less than 

5% from one another over the range of equivalence ratios. 

 

Fig. 10.5. Laminar flame speeds of MCH in atmospheric air (403 K). Symbols: open  counterflow 
(diffusion) flame apparatus; solid  constant-volume apparatus. 
 

 

For the 170 °C temperature measurements, flame speeds were obtained over the range of equivalence ratio 

0.81 <  < 1.30. The fuel-lean and fuel-rich extremes produced flames speeds of 51.7 cm/s and 53.8 cm/s, 

respectively. The experimental trend for MCH indicates that the peak laminar flame speed (ca. 67 cm/s) 

occurs at approximately  = 1.07. Fuel partial pressures of 12.1 torr and 19.3 torr were used to obtain the 

fuel-lean and fuel-rich extremes, respectively. Figures 10.6 and 10.7 show images of a MCH laminar 

flame and flame speed measurements at 170 °C as a function of equivalence ratio, respectively.   
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Fig. 10.6. Schlieren images of laminar flame propagation of methylcyclohexane (MCH) in atmospheric 
air; 170 °C;  = 1.10; ܵ௅,௨

°  = 66.6 cm/s.  

 

Fig. 10.7. Laminar flame speeds of MCH in atmospheric air; 170 °C. 
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10.4 Comparison of laminar flame speeds of methyl octanoate, n-nonane, and MCH 

Figure 10.8 compares laminar flame speeds trends of the three constituent fuels that comprise the ternary 

fuel blend studied herein. The peak laminar flame speed occurs at a slightly more fuel-rich equivalence 

ratio for the oxygenated hydrocarbon relative to the higher-order linear alkane or cycloalkane ( = 1.12 

compared to  = 1.07). Flame speeds follow the order below  = 1.0, from highest to lowest of n-nonane > 

MCH > methyl octanoate. With increasing equivalence ratio, MCH flame speeds became the lowest and 

methyl octanoate became the highest. Up to  = 1.0, the differences are largely consistent. Relative to n-

nonane, MCH and C9H18O2 have ~ 1.5 cm/s and 5.5 cm/s lower flame speeds (ca. 2% and 8% 

respectively). Resulting from the slight shift in equivalence ratio for peak flame speed, for equivalence 

ratios lower than 1.2, methyl octanoate flame speeds were lower than those of the pure hydrocarbons. 

Above  = 1.2, the trend of C9H18O2 became higher than that of either n-nonane or MCH. 

 

Fig. 10.8. Comparison of laminar flame speed trends for methyl octanoate, n-nonane, and MCH in 
atmospheric air (443 K). 

 

 

10.5 Concluding remarks on laminar flame speed measurements 
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pressure and temperature of 1 atm and 170 °C were maintained for all comparison experiments. 

Measurements at higher pressure (10 atm) were attempted, however the resulting flame became highly 

turbulent immediately upon ignition and the steady-state approximation applied to laminar flame speed 

measurements therefore became invalid. To increase the stability of the flames, and thereby maintain the 

1-D steady-state approximation, the use of He dilution in air should be implemented. The process of He-

dilution and corresponding effects on flame stability at high pressure has been covered in the thesis of 

Lowry [170]. 

 

Methylcyclohexane results were also obtained at 130 °C to compare with literature values. The 

measurements reported herein agree strongly with results reported from the constant-volume apparatus of 

Singh et al. [171]. The two constant-volume measurement sets are lower than those reported using 

diffusion flame experiments. Comparing flame speed trends of the three constituent fuels showed two 

primary observations. The first is the similarity in n-nonane and MCH flame speeds over the range of 

equivalence ratios tested (< 2% difference). The second is the lower flame speed of methyl octanoate 

compared to either n-nonane or MCH below  = 1.2, yet above this equivalence ratio the speeds of 

C9H18O2 flames were higher by approximately 10%. 

 

Relative to calculations performed under 0-D homogeneous conditions (i.e. simulation of shock tube 

experiments) which consider only chemical kinetics, computation of 1-D premixed laminar flame speeds 

involves more-complex mathematics and solution procedures due to the coupling of conservation 

equations for species transport processes, continuity (conservation of mass), energy, and equations of state 

with reaction chemistry. Further, combustion modeling of larger species imposes additional difficulty due 

to the large number of products and reactions involved in the decomposition and reaction of larger fuel 

molecules. Calculations of flame speed using either the current chemical kinetics model or the other 

higher-order-molecular-weight species models were unable to reach convergence at the time of the present 

work due to memory limitations.  
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11. CONCLUSIONS AND RECOMMENDATIONS 

Shock-tube and laminar flame speed measurements were obtained for species acting as surrogates in 

biofuel: methyl octanoate, n-nonane, and MCH. Ignition delay time measurements and excited-state OH 

profiles were measured in a heated shock tube for ternary blends of these fuel species using a statistical 

Design of Experiments approach, namely an L9 array, using equivalence ratio, pressure, and volume 

percentages of methyl octanoate and MCH. The statistical approach undertaken, by extension of the 

representation of the constituent fuels acting as surrogates for the respective hydrocarbon classes, afforded 

an experimental study on the effects of blend variation in ternary fuels of higher-order n-alkanes. 

Resulting from the broad range of conditions covered in the L9 array, an empirical ignition delay time 

correlation was defined for ignition of the ternary blends. Experimental sensitivity calculations using the 

correlation revealed that the experimental parameter to which ignition delay times of the blends are most 

was equivalence ratio, followed by pressure and %MCH. The effect of methyl octanoate concentration in 

the ternary blends, varied by a factor of 12, showed to be the least-impacting variable on ignition delay 

time measurements for the range of the conditions in the present study. 

 

In order to model ignition delay times of the blended fuels, a detailed chemical kinetics mechanism was 

compiled using two sub-mechanisms for methyl octanoate and MCH integrated into a base n-nonane 

mechanism. The ability of the compiled mechanism to reproduce the ignition behavior of the pure fuels 

needs improvement for pure methyl octanoate ignition, yet predicts n-nonane and MCH ignition delay 

times well for most conditions covered herein. Model calculations were performed to assess the effects of 

blending the methyl ester with the linear alkane and cycloalkane under thermodynamic conditions (1460 

K, 9.5 atm,  = 1.0), where agreement was shown by the compiled model for the pure fuels and for a series 

of blends (5%/20% methyl octanoate concentration, 50% n-nonane concentration, 45%/30% MCH). Only 

a small effect was shown in model calculations of ignition delay times outside of the uncertainty in the 

measurement. The small effect was reflected in the predictions using the compiled model using 

calculations of species time histories, species rate-of-production, and sensitivity analysis. 
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Recommendations for improvements to the larger study of blended biofuel combustion include: (1) 

refinement of compiled mechanism presented herein in order to better predict ignition trends of pure 

methyl octanoate; (2) incorporation of iso-alkanes into blends of conventional and alternative fuels 

(methyl ester, alcohols, ethers); (3) expansion of a broader number of species within a given study; (4) 

elementary studies (laser absorption, GC/MS speciation…) to quantify the effects of blending methyl 

esters and/or other alternative fuels with conventional fuels on stable production formation (CO2, H2O); 

(5) expansion of ignition delay time measurements for blended biofuels to high-pressure and low- and 

intermediate-temperatures; (6) perform similar studies focusing on blends of conventional fuels of the 

same ratio as those used herein to experimentally identify the effects of the methyl ester (or other 

biologically-derived fuel). 
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APPENDIX A 

MASS AND VOLUME OF FUEL CONSTITUENTS IN LIQUID TERNARY BLENDS 

Blend C9H18O2 (g) C9H18O2 (cm3) Blend Vtotal (cm3) 

1 34.19 39.0 1 390.4 

2 62.45 71.3 2 356.5 

3 20.47 23.4 3 77.9 

4 24.28 27.7 4 138.6 

5 15.47 17.7 5 58.9 

6 20.97 23.9 6 239.4 

7 58.51 66.8 7 222.7 

8 32.03 36.6 8 365.7 

9 67.59 77.2 9 385.8 

x 16.57 18.9 x 378.4 

Blend n-C9H20 (g) Videal, n-Nonane (cm3) Vactual, n-Nonane (cm3) m2, ideal (g) m2, actual (g) 

1 195.8 273.2 273.2 229.989 229.99 

2 127.7 178.2 178.8 190.178 190.55 

3 16.7 23.4 23.4 37.217 37.24 

4 39.7 55.4 55.4 64.008 64.01 

5 21.09 29.4 29.4 36.564 36.57 

6 102.9 143.6 143.7 123.905 123.93 

7 63.8 89.1 88.7 122.334 122.04 

8 131.0 182.8 183.0 163.051 163.19 

9 165.9 231.5 231.7 233.479 233.59 

x 135.6 189.2 189.4 152.132 152.26 

Blend MCH (g) Videal, MCH (cm3) Vactual, MCH (cm3) m3, ideal (g) m3, actual (g) 

1 59.9 78.1 78.2 289.936 290.03 

2 82.1 106.9 106.9 272.671 272.65 

3 23.9 31.2 31.2 61.167 61.17 

4 42.6 55.4 55.5 106.581 106.59 

5 9.0 11.8 11.8 45.611 45.61 

6 55.2 71.8 71.8 179.081 179.09 

7 51.3 66.8 67.1 173.333 173.55 

8 112.3 146.3 146.3 275.508 275.49 

9 59.3 77.2 77.1 292.844 292.77 

x 130.7 170.3 170.3 282.996 283.05 
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APPENDIX B 

LIQUID FUEL DENSITIES 

Species T (°C)  (g /cm3) MW (kg /kmol) 

C9H18O2 22 0.876 158.24 

n-C9H20 22 0.717 128.26 

MCH (C7H14) 22 0.768 98.19 

T (K)  (kg /m3) Uncertainty (kg /m3) 

C9H18O2 

293 877.63 0.63 

294 876.76 0.61 
295 875.88 0.59 
296 875.01 0.57 
297 874.13 0.56 
298 873.26 0.55 
299 872.39 0.54 
300 871.51 0.54 

n-C9H20 

293 718.15 0.57 

294 717.36 0.56 
295 716.57 0.55 
296 715.79 0.54 
297 715.00 0.54 
298 714.21 0.53 
299 713.42 0.52 
300 712.63 0.52 

MCH (C7H14) 

293 769.57 0.52 

294 768.71 0.52 
295 767.85 0.52 
296 766.98 0.52 
297 766.12 0.52 
298 765.26 0.51 
299 764.39 0.51 

300 763.53 0.52 
 

ThermoML, NIST/Thermodynamics Research Center, Pure Appl. Chem., 2006, 78, 541-612; Pure Appl. 
Chem., 2011, 83, 1937-1967. 
 
http://trc.nist.gov/ 
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APPENDIX C 

TEMPLATE FOR CALCULATION OF GAS-PHASE MIXTURE COMPOSITION 

Ideal PFill (torr) PFill (psia) yi (F /O)Actual 
C9H18O2 0.35 0.01 0.00007     

n-C9H20 2.43 0.05 0.00049   

MCH 0.69 0.01 0.00014   

O2 49.13 0.95 0.00929 0.076 1.0 
Ar   95.00 0.99000   

yi     1.000     

Corrected PFill (torr) PFill (psia) yi (F /O)Actual 
C9H18O2 0.5 0.01 0.00007     

n-C9H20 3.5 0.07 0.00049   

MCH 1.0 0.02 0.00014   

O2 70.75 1.37 0.00929 0.076 1.0 
Ar   136.81 0.99000   

yi     1.000     

Actual PFill (torr) PFill (psia) yi (F /O)Actual % Error 
C9H18O2 0.5 0.01 0.00007   (0.07) 1.0 

n-C9H20 3.5 0.07 0.00049 (0.07) 

MCH 1.0 0.02 0.00014 (0.07) 

O2 70.8 1.37 0.00929 0.076 0.01  
Ar (Actual)   136.90 0.99000 (0.00) 
Ar (Ideal)   136.90   

yi   1.00     
    a 8.60 

y1C9H18O2 + y2n-C9H20 + y3C7H14 + xO2  aCO2 + bH2O 
 

b 9.30 

    x 13.15 

Mixture 8 NFuel 1.00 (F /O)Stoich. 0.07605 

y1 (C9H18O2) 0.10 NOxygen 13.15 (O:F)Stoich. 13.15 

y2 (n-C9H20) 0.70 NTotal 14.15 (O:F) 13.15 

y3 (MCH) 0.20 yFuel 0.0007  1.0 

Step     PFuel, Calc. (torr) 3.5 

1 Input mixture number Required Input in Bold PFuel, Inj. (torr) 5.0 
2 Input fuel mole fractions %Fuel 0.07 
3 Input equivalence ratio ppm of Fuel 707 

4 Input Ar mole fraction PUlt. (torr) 1.5 

5 Input injected fuel (torr) PTotal (psia) 95 
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APPENDIX D 

NASA POLYNOMIAL EQUATIONS FOR THERMODYNAMIC PROPERTIES 

 

ܿ௉ ܴ௨ ൌ ܽଵ ൅ ܽଶܶ ൅ ܽଷܶଶ ൅ ܽସܶଷ ൅ ܽହܶସ⁄  
 
 
 

ܪ ܴ௨ܶ ൌ ܽଵ ൅ ܽଶܶ 2⁄ ൅ ܽଷܶଶ 3⁄ ൅ ܽସܶଷ 4⁄ ൅ ܽହܶସ 5⁄ ൅ ܽ଺ ܶ⁄⁄  
 
 
 

ܵ ܴ௨ ൌ ܽଵ ln ܶ ൅ ܽଶܶ ൅ ܽଷܶଶ 2⁄ ൅ ܽସܶଷ 3⁄ ൅ ܽହܶସ 4⁄ ൅ ܽ଻⁄  
 
 
 
Numerical coefficients ܽ௜ are supplied in NASA thermodynamic files from McBride et al. [1]. The first 7 

numbers starting on the second line of each species entry (five of the second line and the first two of the 

third line) are the seven coefficients (a1 through a7) for the high-temperature range (above 1000 K, the 

upper boundary is specified on the first line of the species entry). The following seven numbers are the 

coefficients (a1 through a7) for the low-temperature range (below 1000 K, the lower boundary is specified 

on the first line of the species entry).  

H in the above equation is defined as the sum of formation and sensible enthalpies: 

 

ሺܶሻܪ ൌ ௄	௙,ଶଽ଼ܪ∆ ൅ ሺ்ܪ െ  ௄ሻ	ଶଽ଼ܪ

 
[1] McBride, B. J., Gordon S., and Reno, M. A., Coefficients for Calculating Thermodynamic and 
Transport Properties of Individual Species, NASA Report TM-4513, October 1993. 
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APPENDIX E 

FORMATION OF REFLECTED-SHOCK CONDITIONS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. E.3. The test region of the shock-tube is formed as a result of the reflection of the incident shock 
wave off of the endwall. Since the gas near the endwall experiences two shock waves, T5 > T2 and P5 > 
P2. The reflected shock wave passes back through the shock tube where it interacts with expansion 
waves of lesser strength. Shock waves uniformly bring the test region to elevated temperature and 
pressure near instantaneously, thus (at short times) heat transfer effects to the gas can be neglected and 
the temperature of the gas is taken to be that created by the shock wave at the instant it forms.   

MR 

Endwall 

Test Region (T5, P5) 

Fig. E.1. The shock-tube driver section is filled at a constant rate with a high-pressure gas. Helium 
(MW = 4 kg /kmol,  = 1.67) is utilized for the present experiments as driver gas. The driver section of 
the shock tube is filled to yield pressure set by the diaphragm thickness and material. Diaphragms are 
specifically chosen to produce the desired experimental conditions. 

Diaphragm separates high-pressure 
driver gas from low-pressure test gas 

Driver section containing high-
pressure gas 

Driven section containing low-pressure test gas 

Fig. E.2. The diaphragm is ruptured after a diaphragm-specific critical pressure is surpassed and a 
shock wave of Mach number M1 is formed in and propagates through the low-pressure reactive 
mixture. Diaphragm-bursting transfers high-pressure gas, initially separated from the low-pressure 
region, into high-velocity gas exiting the driver section.  The test-gas response time (acoustic speed, a1) 
is insufficient to react to the change in conditions and collide with the entering, high-velocity gas 
molecules. Resultingly, a shock wave forms and the passage of the shock wave heats and compresses 
the test gas to State 2. As the shock wave traverses the tube, attenuation from interaction with the shock 
tube walls and corresponding viscous force decreases its velocity with increasing distance as it 
approaches the endwall.  

Incident shock wave (T2, P2) 

M1 
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APPENDIX F 

TABULATION OF IGNITION DELAY TIMES 

Methyl Octanoate Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0385%C9H18O2 + 0.9615%O2 + 99.0%Ar ( = 0.5) 
1476 1.3 72 

OH* 

1479 1.4 75 
1432 1.4 100 
1432 1.4 105 
1378 1.4 197 
1397 1.4 206 
1358 1.4 290 
1322 1.5 456 
1336 1.4 481 
1327 1.4 509 
1320 1.4 629 
1310 1.4 654 
1312 1.5 693 
1273 1.5 1054 
1263 1.5 1332 
1382 9.4 180 
1373 9.6 241 
1322 9.5 459 
1291 9.6 591 

1268 10.0 850 
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T (K) P (atm) Ignition (s) Diagnostic 

0.0741%C9H18O2 + 0.9259%O2 + 99.0%Ar ( = 1.0) 
1444 1.5 179 

OH* 

1442 1.3 188 
1428 1.3 235 
1393 1.3 263 
1385 1.4 290 
1420 1.3 300 
1379 1.4 350 
1382 1.3 372 
1360 1.5 479 
1352 1.3 535 
1342 1.5 600 
1333 1.5 675 
1319 1.4 796 
1308 1.3 861 
1305 1.4 1000 
1300 1.4 1020 
1307 1.4 1238 
1269 1.5 1296 
1275 1.5 1405 
1499 9.0 44 
1453 9.2 95 
1436 9.2 112 
1383 9.1 221 
1352 9.5 328 
1336 9.5 547 
1301 9.6 730 
1283 9.6 936 
1271 9.2 1027 

1243 9.0 1268 
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T (K) P (atm) Ignition (s) Diagnostic 

0.1379C9H18O2 + 0.8621%O2 + 99.0%Ar ( = 2.0) 
1559 1.4 92 

OH* 

1513 1.3 134 
1512 1.4 138 
1505 1.3 170 
1487 1.4 203 
1440 1.3 366 
1444 1.4 412 
1423 1.4 507 
1415 1.4 539 
1386 1.4 835 
1370 1.4 1052 
1530 8.7 92 
1486 8.8 123 
1458 9.0 204 
1398 9.1 361 
1416 9.3 375 
1373 9.5 534 
1357 9.7 640 

1327 9.6 957 
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n-Nonane Ignition Delay Times (Correlated using Equation 6.1) –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0345%n-C9H20 + 0.9655%O2 + 99.0%Ar ( = 0.5) 
1530 1.5 99 

OH* 

1480 1.5 171 
1430 1.5 308 
1380 1.5 581 
1330 1.5 1148 
1310 1.5 1530 
1290 1.5 2058 
1460 10.4 85 
1440 10.4 108 
1400 10.4 177 
1360 10.4 299 
1320 10.4 523 

1280 10.4 946 
 

T (K) P (atm) Ignition (s) Diagnostic 

 

0.0667%n-C9H20 + 0.9333%O2 + 99.0%Ar ( = 1.0) 
1600 1.5 81 

OH* 

1550 1.5 135 
1500 1.5 230 
1450 1.5 408 
1400 1.5 756 
1380 1.5 979 
1340 1.5 1682 
1520 10.4 73 
1480 10.4 114 
1440 10.4 182 
1400 10.4 298 
1360 10.4 505 
1320 10.4 881 

1280 10.4 1594 
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T (K) P (atm) Ignition (s) Diagnostic 

 

0.1250%n-C9H20 + 0.8750%O2 + 99.0%Ar ( = 2.0) 
1620 1.5 115 

OH* 

1570 1.5 188 
1520 1.5 316 
1470 1.5 553 
1420 1.5 1006 
1400 1.5 1293 
1370 1.5 1912 
1530 10.4 113 
1480 10.4 195 
1430 10.4 353 
1380 10.4 664 
1330 10.4 1313 
1310 10.4 1751 

1305 10.4 1884 
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Methylcyclohexane Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0450%MCH + 0.9550%O2 + 99.0%Ar ( = 0.5) 
1535 1.5 95 

OH* 

1507 1.5 149 
1480 1.5 214 
1434 1.5 342 
1399 1.6 753 
1383 1.5 839 
1361 1.5 1322 
1321 1.6 2083 
1314 1.5 1821 
1492 11.8 86 
1425 11.5 164 
1412 11.5 237 
1376 11.8 444 
1332 11.8 750 
1314 11.4 1064 

1291 11.4 1407 
 

T (K) P (atm) Ignition (s) Diagnostic 

 

0.0870%MCH + 0.9130%O2 + 99.0%Ar ( = 1.0) 
1565 1.5 156 

OH* 

1531 1.5 220 
1512 1.5 275 
1464 1.6 499 
1434 1.6 813 
1428 1.5 856 
1423 1.5 918 
1395 1.5 1437 
1389 1.5 1474 
1387 1.5 1762 
1494 11.0 153 
1473 11.1 231 
1437 11.3 345 
1430 11.3 454 
1392 11.4 783 
1382 12.0 789 
1361 11.6 907 

1316 11.5 1679 
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T (K) P (atm) Ignition (s) Diagnostic 

 

0.1600%MCH + 0.8400%O2 + 99.0%Ar ( = 2.0) 
1672 1.4 111 

OH* 

1649 1.5 138 
1627 1.5 198 
1569 1.5 387 
1552 1.4 439 
1523 1.5 561 
1504 1.5 713 
1460 1.5 1459 
1444 1.5 1756 
1431 1.5 1840 
1602 11.8 94 
1538 11.1 202 
1467 11.1 303 
1443 11.2 406 
1410 12.2 780 
1403 12.2 748 
1400 11.2 832 

1375 11.4 942 
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Blend x Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0037%C9H18O2 + 0.0375%n-C9H20 + 0.0337%MCH + 0.9251%O2 + 99.0%Ar ( = 1.0) 

1553 1.4 125 

OH* 

1550 1.4 121 
1516 1.4 228 
1465 1.4 350 
1419 1.4 556 
1354 1.4 1363 
1458 8.6 211 
1437 9.2 302 
1370 8.9 536 
1332 9.1 951 

1303 9.5 1346 
 
 
Blend 1 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0037%C9H18O2 + 0.0256%n-C9H20 + 0.0073%MCH + 0.9634%O2 + 99.0%Ar ( = 0.5) 

1430 1.4 160 

OH* 

1400 1.4 250 
1397 1.3 241 
1393 1.4 275 
1342 1.5 642 
1306 1.5 874 

1292 1.5 1272 
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Blend 2 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0147%C9H18O2 + 0.0366%n-C9H20 + 0.0220%MCH + 0.9267%O2 + 99.0%Ar ( = 1.0) 

1515 1.4 146 

OH* 

1483 1.4 229 
1462 1.4 275 
1424 1.4 472 
1382 1.5 851 
1344 1.5 1365 
1477 9.2 142 
1421 9.0 248 
1388 9.2 410 
1338 9.5 830 

1320 9.6 1145 
 
 
Blend 3 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0424%C9H18O2 + 0.0424%n-C9H20 + 0.0565%MCH + 0.8587%O2 + 99.0%Ar ( = 2.0) 

1630 1.4 116 

OH* 

1628 1.4 128 
1627 1.4 115 
1615 1.3 139 
1611 1.3 144 
1579 1.4 210 
1576 1.4 230 
1498 1.4 560 
1493 1.4 480 
1466 1.4 781 
1429 1.4 1248 

1418 1.5 1421 
 
 
 
 
 
 
 
 
 



 

 
 

228

Blend 4 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0078%C9H18O2 + 0.0156%n-C9H20 + 0.0156%MCH + 0.9609%O2 + 99.0%Ar ( = 0.5) 

1459 4.6 86 

OH* 

1408 4.7 180 
1371 4.8 249 
1357 4.9 324 
1335 4.3 564 
1332 4.6 463 
1303 4.9 772 

1258 5.1 1262 
 
 
Blend 5 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0217%C9H18O2 + 0.0361%n-C9H20 + 0.0144%MCH + 0.9278%O2 + 99.0%Ar ( = 1.0) 

1487 4.4 129 

OH* 

1480 4.6 144 
1446 4.5 225 
1441 4.6 226 
1370 4.2 469 
1360 4.5 569 
1349 4.8 726 
1305 4.6 1216 
1304 4.6 1112 
1291 4.7 1440 

1278 4.7 1636 
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Blend 6 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0135%C9H18O2 + 0.0811%n-C9H20 + 0.0405%MCH + 0.8649%O2 + 99.0%Ar ( = 2.0) 

1622 5.2 77 

OH* 

1584 5.1 97 
1543 5.0 136 
1492 5.3 272 
1473 5.0 232 
1413 5.8 629 
1410 5.3 602 

1345 5.6 1091 
 
 
Blend 7 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0115%C9H18O2 + 0.0154%n-C9H20 + 0.0115%MCH + 0.9615%O2 + 99.0%Ar ( = 0.5) 

1401 9.0 148 

OH* 

1351 9.3 382 
1314 9.2 638 
1286 9.3 920 

1277 9.5 1110 
 
 
Blend 8 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0074%C9H18O2 + 0.0372%n-C9H20 + 0.0297%MCH + 0.9257%O2 + 99.0%Ar ( = 1.0) 

1462 9.2 244 

OH* 

1406 9.0 359 
1372 8.9 587 
1368 9.4 690 
1365 9.1 711 
1360 9.5 789 
1325 9.6 1077 

1324 9.4 1126 
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Blend 9 Ignition Delay Times –  
 

T (K) P (atm) Ignition (s) Diagnostic 

0.0267%C9H18O2 + 0.0800%n-C9H20 + 0.0267%MCH + 0.8667%O2 + 99.0%Ar ( = 2.0) 

1580 8.4 88 

OH* 

1555 8.7 106 
1497 8.3 205 
1477 8.8 215 
1421 9.3 504 
1420 9.0 538 
1387 9.5 783 

1348 9.3 1256 
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APPENDIX G 

COLLISION FREQUENCIES FOR n -NONANE AND n-DECANE (1477 K) 

Bond Lengths [1] 
 

d (Å) MW (kg/kmol)  (Fuel-Ar) Z1477 K (Fuel-Ar) [2] 

C−C (Å) n-Nonane 14.44 128 30.48 8.63·10–9 

1.53 n-Decane 15.97 142 31.21 1.02·10–8 

 
Ar 1.88 40 

 

C−H (Å) 
  

1.10 % Difference -10.6 -10.9 -2.4 -18.2 

 

஺ܼ஻ ൌ ሺܣሻሺܤሻߪ஺஻
ଶ ሺ8݇ߨ஻ܶ ⁄ߤ ሻ଴.ହ 

[1] Glassman, I. and Yetter, R., Combustion, 4th Ed., London, 2008, p. 46.  

[2] Eğe, S. N., Organic Chemistry: Structure and Reactivity, 4th Ed., Boston, 1999, p. 63. 
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APPENDIX H 

CALCULATION OF EXPERIMENTAL SENSITIVITY 

Experimental Parameter Ignition Delay Time (s) Ignition, OH* (s) Normalized Sensitivity 

High Low 

 1259 278 981 1.00 

P (atm) 502 1001 -500 -0.51 

%C9H18O2 850 649 201 0.21 

%MCH 903 512 391 0.40 

Ignition, OH*, 1375 K (s) Blend High Low 

307 1  2.0 0.5 

816 2 P (atm) 1.5 9.5 

1881 3 %C9H18O2 10 30 

312 4 %MCH 20 40 

454 5 

1123 6 

215 7 

516 8 

774 9 

 = 2.0 9.5 atm 

Blend 3 1881 Blend 7 215 

Blend 6 1123 Blend 8 516 

Blend 9 774 Blend 9 774 

 = 0.5 1.5 atm 

Blend 1 307 Blend 1 307 

Blend 4 312 Blend 2 816 

Blend 7 215 Blend 3 1881 

30%C9H18O2 40%MCH 

Blend 3 1881 Blend 3 1881 

Blend 5 454 Blend 4 312 

Blend 7 215 Blend 8 516 

10%C9H18O2 20%MCH 

Blend 1 307 Blend 1 307 

Blend 6 1123 Blend 5 454 

Blend 8 516 Blend 9 774 
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APPENDIX I 

COMPOSOITION AND CONDITIONS OF FLAME SPEED MIXTURES 

 

C9H18O2         

 
Partial Pressures (torr) 

      

Blend C9H18O2 Air PInitial  xFuel xOxygen (F/O) (F /O)stoich. 

Pure 

10.8 761.8 772.6 0.84 0.014 0.207 0.07 0.08 

14.7 745.4 760.1 1.17 0.019 0.206 0.09 

170 °C 

12.7 751.2 763.9 1.01 0.017 0.207 0.08 

13.5 746.5 760.0 1.08 0.018 0.206 0.09 

15.9 744.3 760.2 1.27 0.021 0.206 0.10 

17.8 742.6 760.4 1.43 0.023 0.205 0.11 

 

n-C9H20         

 
Partial Pressures (torr) 

      

Blend n-C9H20 Air PInitial  xFuel xOxygen (F/O) (F /O)stoich. 

Pure 

12.1 747.9 760.0 1.08 0.016 0.207 0.08 0.07 

9.4 750.6 760.0 0.83 0.012 0.207 0.06 

170 °C 

10.7 749.3 760.0 0.95 0.014 0.207 0.07 

14.5 745.5 760.0 1.30 0.019 0.206 0.09 

13.4 746.6 760.0 1.20 0.018 0.206 0.09 

11.2 748.8 760.0 1.00 0.015 0.207 0.07 
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MCH 
        

 
Partial Pressures (torr)     

    

Blend MCH Air PInitial  xFuel xOxygen (F/O) (F /O)stoich. 

Pure 

12.1 747.9 760.0 0.81 0.016 0.207 0.08 0.10 

14.1 745.9 760.0 0.95 0.019 0.206 0.09 

130 °C 

13.0 747.0 760.0 0.87 0.017 0.206 0.08 

18.1 741.9 760.0 1.22 0.024 0.205 0.12 

12.3 750.2 762.5 0.82 0.016 0.207 0.08 

15.2 746.5 761.7 1.02 0.020 0.206 0.10 

18.3 741.7 760.0 1.23 0.024 0.205 0.12 

17.1 742.9 760.0 1.15 0.023 0.205 0.11 

16.2 743.8 760.0 1.09 0.021 0.206 0.10 

16.4 743.6 760.0 1.10 0.022 0.205 0.11 

170 °C 

14.1 745.9 760.0 0.95 0.019 0.206 0.09 

13.1 746.9 760.0 0.88 0.017 0.206 0.08 

12.1 747.9 760.0 0.81 0.016 0.207 0.08 

18.0 742.0 760.0 1.21 0.024 0.205 0.12 

19.3 740.7 760.0 1.30 0.025 0.205 0.12 
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APPENDIX J 

NUMERICAL VALUES OF LAMINAR FLAME SPEEDS 

 

Species  SL (cm/s) vUnburned (cm3 /g) vBurned (cm3 /g)  TInitial (°C) 

 

C9H18O2 

0.86 51.0 1185.6 6290.9 5.306 170 

1.17 64.6 1161.1 6817.5 5.872 170 

1.01 62.2 1170.6 6775.7 5.788 170 

1.08 64.7 1165.9 6822.2 5.851 170 

1.27 60.5 1151.5 6717.6 5.834 170 

1.43 49.1 1142.2 6557.2 5.741 170 

n-C9H20 

1.08 68.2 1194.5 6929.2 5.801 170 

0.83 57.0 1210.5 6219.3 5.138 170 

0.95 64.8 1202.4 6692.9 5.566 170 

1.30 57.8 1183.0 6814.0 5.760 170 

1.20 65.8 1186.8 6875.8 5.794 170 

1.00 66.8 1198.5 6847.0 5.713 170 

MCH 

0.81 42.7 1104.1 6139.4 5.561 130 

0.95 51.8 1096.6 6663.8 6.077 130 

0.87 49.1 1101.7 6343.1 5.758 130 

1.22 53.8 1084.1 6763.6 6.239 130 

0.82 45.2 1104.1 6139.4 5.561 130 

1.02 55.9 1094.0 6770.6 6.189 130 

1.23 51.7 1084.1 6763.6 6.239 130 

1.15 56.1 1086.6 6806.4 6.264 130 

1.09 57.4 1091.5 6832.9 6.260 130 

1.10 66.6 1197.2 6899.9 5.763 170 

0.95 62.2 1205.4 6723.6 5.578 170 

0.88 58.3 1211.0 6412.3 5.295 170 

0.81 51.7 1213.7 6214.0 5.120 170 

1.21 63.1 1191.7 6843.7 5.743 170 

1.30 53.8 1188.9 6795.7 5.716 170 
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APPENDIX K 

GLOSSARY 

 

 

A 

Adiabatic – Thermodynamic process in absence of heat transfer (definite temperature gradient).  

 

Alcohol – Compound in which a hydroxy group, –OH, is attached to a saturated carbon atom; R3COH. 

 

Aldehyde – Compound in which a carbonyl group is bonded to one hydrogen atom and to one R group; 

RC(=O)H. 

 

Alkane (Paraffin) – Linear, saturated hydrocarbon with single-bonded carbon atoms; CnH2n + 2. 

 

Alkene (Olefin) – Unsaturated hydrocarbon with at least one double-bonded carbon atom; CnH2n.  

 

Alkyne – Unsaturated hydrocarbon with at least one triple-bonded carbon atom; CnH2n – 2. 

 

Aromatic – Cyclic, ring-structured hydrocarbon with alternating single and double carbon bonds. 

 

Attenuation – Decrease in energy, intensity, or other intrinsic property of matter as a result of some 

physical process; shock wave attenuation in internal flows results from viscous interaction with 

surrounding walls. 

 

Automatic Mechanism Generation – Automated process of generating a chemical kinetics mechanism that 

constructs models composed of elementary chemical reaction steps using generalized sets of reaction 

rules. 
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B 

-scission – Formation of free radicals upon splitting of a carbon-carbon bond.  

 

 

 

Bandpass Filter – Optical filter designed to allow only a certain wavelength pass through it. Width of 

allowable bands establishes a center wavelength c and filter bandwidth. 

 

Biofuel – Fuel derived from biological sources (e.g. algae, vegetable oil, tallow). 

 

Boundary Layer – Laminar or turbulent transition layer of fluid between the solid boundary of a body and 

a moving viscous fluid formed as a consequence of the no-slip condition (requirement that a fluid 

immediately adjacent to a boundary must move with that boundary, and therefore retain zero-velocity, due 

to viscosity effects) and within which flow is characterized by velocity and momentum distributions.  

 

C 

Chemical Kinetics Model (Reaction Mechanism) – Group(s) of elementary reactions each of which having 

specific rate parameters ܣ, ݊, and ܧ௔, designed to interact in concert and simulate real (multi-step) 

chemical reactions. 

 

Chemiluminescence – Emission from a species at a characteristic wavelength following excitation by 

chemical reaction or high-energy collision.  

 

Combustion – Chemical reaction during involving the release of heat and/or light.  

 

Conventional Hydrocarbons – Hydrocarbons produced from petroleum distillation.  

 

Cyclization – Formation of a ring compound from a chain by formation of a new bond. 
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Cycloalkane (Naphthene) – Cyclic hydrocarbon in which carbon atoms are bound to two H atoms; (CH2)n. 

 

D 

Detailed Chemical Kinetics Model – Chemical kinetics model containing all possible elementary 

reactions. 

 

Driven Gas – Lower pressure gas or mixture of gases under study. 

 

Driver Gas – Higher pressure gas or mixture of gases used to generate large momentum upon diaphragm 

rupturing and create a shock wave in the driven gas. 

 

E 

Elementary Reaction – Single-step chemical reaction defined by rate parameters ܣ, ݊, and ܧ௔; H + O2  

OH + O. 

 

Endothermic Reaction – Chemical reaction for which the overall standard enthalpy change is positive. 

 

Entropy – Thermodynamic state property which quantifies the degree of order within a given system. 

 

Ethanol – Alcohol; oxygenated hydrocarbon presently used as a gasoline supplement; H2C(OH)CH3. 

 

Ether – Compound with two R-groups (R  alkyl or aryl) bound to an oxygen atom; ROR (R  H) 

 

Exothermic Reaction – Chemical reaction for which the overall standard enthalpy change is negative, 

therein involving the net liberation of heat. 

 

F 

Fischer-Tropsch (FT) Synthetic Fuel – Synthetic fuel tailored to meet specific properties.  
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Flame Speed – Velocity of unburned gases entering the reaction zone in the direction normal to the 

combustion zone; measure of the rate of reactant consumption. 

 

Fluid Mechanics – Topic concerning fluid flows and associated changes in pressure, temperature, effects 

of viscosity, momentum, and energy. 

 

Frequency Factor (Arrhenius Pre-Exponential Factor) – Probability of colliding bodies having the proper 

orientation and energy to incite chemical reaction.  

 

G 

Global Reaction – Chemical reaction which does not consider elementary steps; CH4 + O2  CO2 + H2O. 

 

H 

HCCI (Homogeneous Charge Compression Ignition) Engine – A form of an internal combustion engine in 

which well-mixed fuel and oxidizer (typically air) are compressed to the point of auto-ignition. 

 

Heat of Combustion – The difference between the enthalpy of the products at a specified state and the 

enthalpy of the reactants at the same state for a complete combustion reaction. 

 

Homolysis Reaction – The cleavage of a bond ('homolytic cleavage' or 'homolytic fission') resulting in the 

retaining of one of the bonding electrons by each of the molecular fragments between which the bond is 

broken. A unimolecular reaction involving homolysis of a bond (not forming part of a cyclic structure) in a 

molecular entity containing an even number of (paired) electrons results in the formation of two radicals. 

 

I 

Incident Shock Wave (Shock Tube) – Initial shock wave generated upon diaphragm rupture.  
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Irreversible – Thermodynamic process which incurs effects from physical processes such as friction and/or 

heat transfer resulting in degradation of the energy of a system which, as a result, requires work to return 

to the initial state and thereby leaving a change on the surroundings. 

 

iso-Alkane – Saturated alkane with at least one branched moiety. 

 

Isomerization – A chemical reaction of a species in which the product is of identical atomic composition 

with different configuration (constitutional/structural, conformational). An intramolecular isomerization 

that involves the breaking or making of bonds is a special case of a molecular rearrangement. 

Isomerization does not necessarily imply molecular rearrangement (e.g. in the case of the interconversion 

of conformational isomers). 

 

K 

Kinetic Energy – Energy associated with motion. 

 

L 

Laser – Device which utilizes quantum mechanical principals and the physical phenomenon of quantized 

energy of a species to generate coherent light at a specific wavelength; acronym: Light Amplification by 

Stimulated Emission of Radiation (LASER). 

 

M 

Mach Number – Ratio of the speed ܸ of a disturbance or object through a medium with acoustic speed ܽ. 

 

Mean Free Molecular Path – The average distance  a particle travels between collisions. For 

molecules/atoms: 

  

 ൌ ൫√2πnd୫ଶ ൯
ିଵ
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݊ is the number of molecules/atoms per unit volume and ݀௠ is the mean diameter. For O2 at 760 torr and 

298 K, the mean free molecular path is 97 nm; at 7.6 mtorr (10–6 atm) the mean free path increases to 9.7 

cm. 

 

Methyl Ester – Ester compound in which the R-group forming a single bond with O is CH3; 

R−C(=O)−OCH3. 

 

N 

Napthene (Cycloalkane) – Cyclic hydrocarbon in which carbon atoms are bound to two H atoms; (CH2)n. 

 

Negative Temperature Coefficient Behavior/Regime – Refers to the temperature exponent ݊ in the 

Arrhenius rate coefficient expression. The behavior under certain thermodynamic conditions/regimes 

(notably high-pressure and low-temperature) where the rate of reaction increases with decreasing 

temperature.  

 

O 

Oxidation – Chemical reaction resulting in the exchange or reconfiguring of electrons. 

 

P 

Parent Fuel (Hydrocarbon) – Fuel molecule from which smaller organic radicals are produced.  

 

Petroleum – Naturally occurring fuel source which contains hundreds of hydrocarbon species. 

 

Photodiode Detector – Detector utilizing a two-electrode, radiation-sensitive junction formed in a 

semiconductive material. 

 

Photon – Particle of zero charge, zero rest mass, spin quantum number of 1, energy ݄ and momentum of 

݄ ܿ⁄ ; carrier of electromagnetic force. 
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Peroxidation – Chemical reaction in which oxygen atoms are formed leading to the production of 

peroxides. 

 

PMT (Photomultiplier Tube) – A vacuum tube consisting of an input window, a photocathode, focusing 

electrodes, an electron multiplier, and an anode, used to measure and amplify photons. 

 

Pyrolysis – Rupture of chemical bonds due to high temperature in absence of an oxidizer. 

 

R 

Rate Coefficient – Pre-multiplier of the expression for the rate of a chemical reaction as defined by 

combination of the law of mass action and law of stoichiometry. The modified Arrhenius form is defined 

mathematically: 

 

݇ሺܶሻ ൌ ஺ܧሺ݌ݔ௡݁ܶܣ ܴ௨ܶ⁄ ሻ 

 

Radical – Short-lived, unstable species with unpaired valence electrons. 

 

Reaction Mechanism (Chemical Kinetics Model) – Group(s) of elementary reactions each of which having 

specific rate parameters ܣ, ݊, and ܧ௔, designed to interact in concert and simulate real (multi-step) 

chemical reactions. 

 

Reaction Pathways – Coordinated series of chemical reactions leading to the formation of a particular 

species  

 

Reduced Chemical Kinetics Mechanism – Group(s) of elementary reactions each of which having specific 

rate parameters ܣ, ݊, and ܧ௔, designed to interact in concert and simulate real (multi-step) chemical 

reactions. 

 

Reflected Shock Wave – (Shock Tube) Shock wave which has reflected from a solid boundary (endwall in 

shock tube) and as a result possesses diminished strength. 

 

 



 

 
 

243

S 

Shock Tube – Scientific instrument which makes used of physical laws of gas dynamics and fluid 

mechanics to create repeatable and controllable conditions of temperature and pressure by producing and 

controlling shock waves. 

 

Shock Wave – Thermodynamic discontinuity with thickness of on the order of the mean-free path of the 

constituent molecules/atoms that occurs in a medium due to a disturbance (series of molecular collisions) 

that transpire on timescales smaller than the acoustic (sound speed) of the medium. 

 

Sound Speed (Acoustic Speed) – Characteristic speed of motion of molecules in a system. For an ideal 

gas: 

 

ܽ ൌ ሺܴܶߛሻ଴.ହ 

 

Sound Wave – Infinitesimal elastic pressure wave with propagation speed that moves at the speed of 

sound (acoustic speed) compressive or expansive in nature. In a compressible fluid, the acoustic speed is 

defined: 

 

ܽଶ ൌ ݀ܲ ⁄ߩ݀  

 

Spectroscopy – The study of the physical relationships between light and matter. 

 

Surrogate Fuel – Representative fuel comprised of only a few species, made to replicate properties of a 

multi-component fuel used for experimental study and /or chemical kinetic modeling. 

 

Synthetic Fuel – Fuel derived from alternative sources.  

 

T 

Third-body – Particle with which a chemical species collides in the proper orientation and with sufficient 

energy to promote reaction or de-excitation; denoted M. 
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V 

Vapor Pressure – Temperature- and species-dependent pressure below which a substance transforms from 

a given phase to the gas phase; pressure at phase equilibrium.  

 

Viscosity – Measure of resistance of a substance /body to fluid flow. 
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