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ABSTRACT 

 

Flow Imaging Using MRI: Quantification and Analysis. (May 2009) 

Yuttapong Jiraraksopakun, B.E., Chulalongkorn University; 

M.Eng., Texas A&M University 

Chair of Advisory Committee: Dr. Jim Ji 

 

A complex and challenging problem in flow study is to obtain quantitative flow 

information in opaque systems, for example, blood flow in biological systems and flow 

channels in chemical reactors. In this regard, MRI is superior to the conventional optical 

flow imaging or ultrasonic Doppler imaging.  However, for high speed flows, complex 

flow behaviors and turbulences make it difficult to image and analyze the flows. 

In MR flow imaging, MR tagging technique has demonstrated its ability to 

simultaneously visualize motion in a sequence of images. Moreover, a quantification 

method, namely HARmonic Phase (HARP) analysis, can extract a dense velocity field 

from tagged MR image sequence with minimal manual intervention. In this work, we 

developed and validated two new MRI methods for quantification of very rapid flows. 

First, HARP was integrated with a fast MRI imaging method called SEA (Single Echo 

Acquisition) to image and analyze high velocity flows. Second, an improved HARP 

method was developed to deal with tag fading and data noise in the raw MRI data. 

Specifically, a regularization method that incorporates the law of flow dynamics in the 

HARP analysis was developed. Finally, the methods were validated using results from 
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the computational fluid dynamics (CFD) and the conventional optimal flow imaging 

based on particle image velocimetry (PIV). The results demonstrated the improvement 

from the quantification using solely the conventional HARP method. 
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CHAPTER I 

INTRODUCTION 

 

A. Objectives and Rationale 

This dissertation aims to develop, improve, and validate a flow analysis and 

quantification method with a regularization framework for magnetic resonance imaging 

(MRI). Specifically, it deals with the 2D complex flows acquired using high-speed MRI 

such as single-echo-acquisition (SEA) method. A previous work from SEA imaging was 

proven to be useful only for the qualitative study of flow using tagged MR images. No 

quantitative analysis has been performed because the results were only compared with 

visualization. Furthermore, no true ground truth has been achieved for validation. This 

motivated a research to implement, analyze, and validate a quantitative flow algorithm 

for SEA-MRI based on the tagged images. 

A study of flows at high speeds in an opaque channel is complex and challenging. In 

fluid study, one of the most important dimensionless numbers that characterize a flow 

according to its speed and flowing channel geometry is called Reynolds number. The 

flows at a low Reynolds number are typically laminar and provide defined flow 

characteristics that can be used to aid a flow analysis. However, even a study of laminar 

flows in complicated channel geometry can be difficult and cause complex flow 

behaviors. Furthermore, those with a high Reynolds number introduce turbulence and 

____________ 
This dissertation follows the style of IEEE Transactions on Medical Imaging. 
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are even more difficult to be quantified inside the flow geometry. However, it is 

demanding for various industries to be able to study such a flow in the opaque system. 

One common approach to quantify a flow is through optical imaging. This can be 

done by imaging the flow with features such as bubbles or dying particles that can move 

along with the flow of study. However, one of the main disadvantages of the optical 

imaging is that it requires an optically transparent cross-section of the settings being 

imaged. This can be impractical for some biological systems in which the flows occur in 

an opaque flow geometry. Furthermore, an introduction of bubbles or dying particles 

suspending in the flows might not be achievable in biological flow studies since it can be 

dangerous or harmful to such the biological systems. For this reason, MRI is a perfect 

tool to study these kinds of flows. It allows different subjects of interest to be imaged in 

an opaque media without extra features, hence easily overcome such those difficulties 

encountered in optical imaging. 

One major drawback of the MRI is that it usually takes a long imaging time to 

complete data acquisition procedure for a single image. To be useful for a flow study, 

MRI requires a good imaging speed that can sufficiently capture the flow characteristics 

occurring within the duration of the study. Even though a cardiac motion can be 

considered as a type of periodic flows, flows are usually non-periodic and can be 

turbulent even at low Reynolds numbers providing the flow geometry is complex. 

Therefore, rapid imaging is always desired to completely record complex flow 

phenomena. This can also help reduce the complexity of the flow quantification even in 

high-speed flows when the imaging time between the snapshots is short enough. 
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Up to the current MRI development, an MR image can be acquired within a single 

shot by a total parallel imaging method named Single Echo Acquisition Magnetic 

Resonance Imaging (SEA-MRI) [1-3]. The technique greatly reduces imaging time, thus 

improving temporal resolution of an image dataset. SEA-MRI has demonstrated its 

ability to acquire an image with the frame rate up to 200 fps, which is much faster than 

the temporal resolution of a typical MRI that could be in minutes for one image. 

Therefore, the method offers an opportunity to capture transient response of a complex 

flow study as demonstrated in [4, 5]. Even though the conventional MR flow method 

based on phase contrast has been widely used for MR flow quantification, it has been 

demonstrated that the method is difficult to use for fluid flows in SEA imaging [5]. For 

this reason, MR tagging has been used and proved to be more useful to visualize flow 

pattern with SEA [4]. 

Not only does MR tagging provide clear flow visualization from its tag deformation, 

but it also opens a possibility to quantitatively analyze the flow field of the complex 

flows. The technique called HARmonic Phase (HARP) analysis [6-8] was proposed to 

extract a distribution of two-dimensional motion field from tagged images in a rapid 

fashion. In this thesis, HARP algorithm for two-dimensional flow quantification is then 

implemented to analyze fluid flows. To the best knowledge, HARP has been applied and 

validated only on the motion analysis of myocardium, which is assumingly periodic 

motion, whereas its analysis on non-periodic flows has never been performed. However, 

there is no periodicity assumption imposed on HARP analysis; therefore, it is justified to 

apply HARP on non-periodic flows like fluid flows in this study. 
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B. Problem Statements 

The preliminary results from HARP show that it is a promising method to the 

complex flow study, even though there are issues to be addressed. Initially, HARP 

analysis obtains the motion field solely based on the image constraint (specifically phase 

invariance). This is not guaranteed that the flow field will be consistent with fluid 

dynamics theory. Also, other non-flow factors such as tag fadding or noises in the MR 

data can degrade the HARP analysis. Therefore, a regularization method to improve 

HARP analysis is required. In addition, it is difficult to find the real ground truth to 

assure the results from the imaging method.  For such reason, experimental validation is 

carried out by comparing with different quantitative flow methods. Therefore, it is 

required this thesis research: 1) to  develop the fluid-dynamic regularized flow field 

extraction algorithm; 2) to validate the new method using the conventional optical 

imaging method. 

 

C. Contributions 

In this dissertation, two new MRI methods for quantification of very rapid flows has 

been developed and validated. First, HARP was integrated with a fast MRI imaging 

method called SEA to image and to analyze high velocity flows. Second, an improved 

HARP method was developed to deal with tag fading and data noise in the raw MRI 

data. Specifically, a regularization method that incorporates the law of fluid dynamics in 

the HARP analysis was developed. Finally, the methods were validated using results 
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from the computational fluid dynamics (CFD) and the conventional optimal flow 

imaging based on particle image velocimetry (PIV). The results demonstrated the 

improvement from the quantification using solely the conventional HARP method. 
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CHAPTER II 

LITERATURE REVIEW 

 

Flow quantification becomes a useful and important tool for growing numbers of 

biomedical applications. It can be used to non-invasively quantify blood flows and 

cardiac tissue motion, leading to the development of diagnostic tools for quantifying 

deceases or physiological flow modeling. For example, quantification of the left 

ventricle (LV) function during a cardiac motion cycle can determine healthy or ischemia 

subjects [9, 10]. Furthermore, its quantification derivatives, such as strain and ejection 

fraction (EF), can describe the global cardiac function [11], the effects from surgical 

procedures [12, 13] and the effects from drugs treatments [14]. Blood flow 

quantification can be used to characterize blood flows in coronary arteries from patients 

who had aortic valve replacements [15].  It can also be used to quantify stenotic flows in 

arteries where atherosclerosis can possibly develop [16]. Furthermore, the flow 

quantification potentially allows turbulent flow analysis [17], flow analysis in 

microfluidic lab-on-a-chip devices for mixing efficiency [18, 19], or an analysis of 

millisecond kinetics in chemical reactions [20]. 

Many existing methods to measure a flow have been reported (conferred to the flow 

measurement review [21]). Based on their different principles, they can quantify flows 

providing the suitability of their methodologies. In this review, flow quantification 

methods are categorized by a type of devices, such as acoustics, optics, MR, and 

mechanical devices. A general review of flow quantification for acoustic and mechanical 
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devices is firstly given. More emphasis on the quantification using optical imaging or 

MRI will be presented in details since the latter two are the imaging modalities related to 

this research. 

 

A. General Review on Flow Quantification 

One quick and simple way to measure a flow is to use a mechanical device or a flow 

meter. These devices are known as a venturi meter, an orifice plate, and a pitot tube. In 

principle, these devices have a specific geometry that causes differential pressure and 

use the differential pressure to measure the flow velocity of a fluid measured pressure by 

Bernoulli’s principle. Quantifying flow with a mechanical device is easy relative to the 

other methods and provides the flow information directly from the real fluid. However, 

the flow quantification by this method is only one dimensional. That is, the device only 

measures a volumetric flow in one direction. Furthermore, it is very difficult to obtain 

dense measurements of a velocity field from a single mechanical device. Its extension to 

measure two or three-dimensional flow is simply a use of more devices to measure the 

flow in different directions that provides only sparse data of the whole area or volume of 

interest. 

Flows can also be measured non-intrusively by acoustic signals. The method is 

generally called Doppler Ultrasound; and devices that measure velocities in a fluid flow 

with the acoustic signals are Acoustic Doppler Velocimeter (ADV) and Laser Doppler 

Velocimeter (LDV). Basically, they utilize the Doppler phenomena to quantify a flow 
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velocity. An acoustic or light beam is emitted from a transducer and incident on particles 

moving with the flow. A reflected beam is measured for its shift in wavelengths, which 

is related to the velocity in the same direction of the beam. Doppler ultrasound can be 

extended to two and three-dimension, which is referred to the vector Doppler technique. 

The technique combines Doppler frequencies from two independent beam directions 

[22-25] or three directions [26] for measuring multiple velocity components for a planar 

flow or a true velocity respectively. The vector Doppler technique can be used together 

with the color flow imaging to quantitatively visualize a flow by Ultrasound. 

Applications of flow quantification using Doppler Ultrasound can be found in blood 

flow measurement and tissue motion in medical imaging or flow measurement in fluids 

[27-29]. 

 

B. Flow Quantification by Magnetic Resonance Imaging 

Estimating motion using Magnetic Resonance Imaging (MRI) is motivated from two 

major purposes: the quantitative measurement of blood flow and the analysis of heart 

and other tissue motion since MRI is an ideal imaging modality to these biomedical 

researches [30]. In addition, motion estimation using MRI is useful for MR elastography 

imaging [31] and MR diffusion imaging [32]. MR signals are complex quantities 

generated from magnetization, and the phase of the magnetization can infer to 

displacement or velocity information. Therefore, flow-MRI techniques quantify motion 

from manipulating phase of the MR signals such as displacement encoding, velocity 
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encoding, or magnetization saturation to produce temporary magnetic tags. This can be 

referred to as the magnetic resonance velocimetry (MRV). 

The following review will be focus to specific MR techniques that have been used 

for biomedical studies. These techniques are mainly categorized as phase contrast MRI 

(PC-MRI), tagged MRI (tMRI), harmonic phase imaging (HARP),  and displacement 

encoding with stimulated echo (DENSE). Among these imaging techniques, DENSE is a 

relatively new technique that shares its similarity to both PC-MRI and HARP. Therefore, 

the organization of the MRV review will be grouped into three major methods: PC-MRI, 

tagged MRI (and HARP), and DENSE.  For extensive details of these techniques, 

interested readers on MRV for fluid motion or tissue motion are also referred to [30, 33-

35]. 

 

Tagged Magnetic Resonance Imaging 

Tagged magnetic resonance imaging (tMRI) was originally motivated from a 

measurement of the cardiac motion. It produces an MR image with a spatially periodic 

modulation pattern of magnetization, or so called magnetic tags. The tag pattern is 

created within and move along with the tissues when imaged, hence reflecting the 

motion of underlying tissues. This method can be achieved by application of a spatially 

selective excitation technique before a normal MR imaging pulse sequence. This tagging 

presaturation essentially excites multiple planes of magnetization by the combination of 

RF pulses and gradients. Different tagging approaches have been proposed initially to 

assess the motion of a human heart [36-40]. Two most common tagging procedures that 
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provide regularly spaced parallel grids are obtained using the frequency selective 

DANTE RF pulse [36, 37, 41] or the SPAtial Modulation of Magnetization (SPAMM) 

tagging procedure [38-40]. 

The DANTE pulse scheme comprises a train of short RF pulses with simultaneous 

application of spatial gradients, which can be mathematically modeled as 

 

( ) ( )( )( )tptmtf tDANTE ∗= ∆δ  

 

where ( )∑∞

−∞=∆ ∆−=
nt tntδδ  denotes the comb function of RF pulses, ( )tp is the shape 

of a single RF pulse and ( )tm  is the amplitude envelope of the comb [30]. From the 

Fourier theory, the shape and the width of the tags is determined by ( )tm  and its support. 

The support of ( )tp  is limited to be shorter than the comb spacing t∆ . Therefore, the 

comb of RF pulses produces a comb of Fourier spectrum with spacing tfRFcomb ∆=∆ 1  of 

which the amplitude of the comb is weighted by the Fourier transform of 𝑝𝑝(𝑡𝑡) (cf. to 

[42]). Hence, the frequency selective RF pulses ( )( )tpt ∗∆δ  and the spatial gradients can 

be used to control the tag spacing. Tagging using relatively short, high-amplitude RF 

pulses is suitable for small imaging systems, however the method is limited for large, or 

whole body systems. 

Consequently, the modification for the whole body system leads to a new tagging 

procedure based on binomial, non-selective RF pulses [39], which can avoid excessive 

modulation from short RF pulses. In this tagging procedure, the tagging gradient is 
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quickly turned on and off (blipped) between each successive RF pulse in the comb; the 

reciprocal of the time integral of each blip determines the tagging spacing. A two-

dimensional tagging grid can be produced by following the first SPAMM with the 

second RF pulse set, also with the gradient blips in a different spatial orientation than the 

first gradient blips. Effective composite flip angle of 90° phase shift for the two RF pulse 

sequences can be utilized to avoid the artifacts produced from stimulated echoes [39]. 

An optional spoiler gradient can be used in a direction orthogonal to the tags to dephase 

the remaining transverse magnetization that is undesired for the subsequent imaging 

pulse. 

The tags produced from these conventional methods have a serious problem of tag 

degradation due to longitudinal (T1) relaxation. Even though the longitudinal relaxation 

of myocardium is long enough to potentially preserve the tag contrast throughout a 

cardiac cycle, this tag fading is further speeded up by a function of a flip angle from 

each successive imaging pulse sequence TR. Furthermore, the signal at untagged 

locations is re-grown from longitudinal relaxation, hence complicating the detection of 

the tags. For this reason, the complementary SPAMM (CSPAMM) was motivated to 

improve the tag contrast and to reliably identify the tags for motion assessment [43]. 

Two measurements of conventional two-dimensional 1-1 SPAMM are used to produce a 

positive and negative tagging grid. The negative tagging grid can be obtained by phase 

inversion of one of the four RF pulses in the conventional two-dimensional SPAMM. 

Subtraction of these two tagged images yields the magnetization component with only 

tagging information. 
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In addition, the method is able to provide the ‘gratis’ anatomical image, free of tags, 

that is useful to determine the boundary of the tissues in motion, e.g. epicardium or 

endocardium [43]. A scheme of ramped imaging flip angles tuned to the longitudinal 

relaxation of the tissue was also used with CSPAMM to provide a constant tag contrast 

throughout the cardiac cycle [44]. However, the short RF pulse in the tagging sequence 

excites a fixed image slice; and therefore the tagged image acquired at different time 

might not represent the same image slice. Slice following CSPAMM (SF-CSPAMM) 

was proposed to track true motion from tMRI by only tagging the desired image slice 

using slice selective RF pulse [45]. Furthermore, a new reconstruction method based on 

magnitude image CSPAMM (MICSR) was used to improve contrast and tag persistence. 

The method helps get rid of handling the complex data because only the magnitude 

images are used to produce a final tagged image. The tags from MICSR still preserve 

zero mean, sinusoidal profiles that can be used for HARP processing [46]. Recently, 

CSPAMM has been demonstrated its feasibility to be employed in a clinical system [47]. 

A measurement of tag deformation provides a motion component in the direction of the 

tag orientation. In order to obtain a two-dimensional or full three-dimensional tracking 

of a point through time, measurement from different tagging orientation sets are required 

to be combined and interpolated in both space and time. The classical motion analysis of 

tMRI is performed in an image registration framework. The tags from tMRI provide a 

unique feature for a feature-based matching. A matching algorithm usually contains 

three major steps: interactive or semi-automatic segmentation of tissue in motion [48-

50]; identification of tag points and its orientation [49]; and motion fitting by three (or 
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two for two-dimensional motion analysis) orthogonal one-dimensional displacement 

from all tag detected points [51]. Most of these motion analyses has been developed 

extensively to visualize or to assess cardiac motion. 

In analysis of heart motion, the myocardial contours at left ventricle (LV) are 

detected and tag lines are tracked using different approaches [49, 50, 52-56], e.g. pattern 

matching, snakes, spline modeling, and finite element-based modeling. Most of these 

methods differ mainly because of the underlying deformation models utilized for the 

analysis. Some of them are based on the LV geometry and a specific coordinate system, 

such as prolate spheroidal [57] or planispheric coordinates [58]. On the other hand, the 

other techniques approximate the LV using finite element models to generate a 

continuous deformation, e.g. volumic superquadic with parametric offsets [59], volumic 

deformable superquadic [60], and 16-element cubic polynomials [55]. The other 

completely different method determines the LV deformation by decomposing the 

myocardial wall into a finely spaced mesh and reconstructing a displacement field via 

finite difference analysis and a smoothness constraint, so called the discrete model free 

algorithm (DMF) [61, 62]. The method is used to provide unsupervised 3D strain 

reconstruction of the LV [63]. 

With various choices of deformation models, an interpolation scheme has to be 

defined for computation of spatial derivatives. The interpolation is needed mainly due to 

the sparsity of information of the tag pattern. For example, cosine series was used for the 

fitting in the spatio-temporal displacement field model [64]. Legendre polynomials was 

used to determine the displacement filed in the prolate spheroidal coordinate-based 
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model for tag strain (E) analysis (TEA) [57]. B-spline-based methods have also been 

widely employed to describe the deformed tag due to the attractive properties of the B-

spline function [65]. The B-spline-based motion analysis of the LV from tMRI are such 

as tagged tissue tracker [66] and four-D tag strain (E) analysis (FTEA) [58, 67]. In 

addition, the detailed comparison of TEA, DMF, TTT, and FTEA for tMRI was 

quantified and concluded that all of these methods can characterize myocardial function 

with great precision; the choice of a model depends on the application requirements for 

noise sensitivity and spatial resolution [56]. 

Upon cardiac motion analysis, tMRI also demonstrates the usefulness for both 

quantitative [68] and qualitative bulk flow measurement [34, 35], which can also be 

referred as time-of-flight (TOF) techniques. In the early era of flow visualization, TOF 

techniques employ a pre-saturation (or a tag) on an imaging slice and image unsaturated 

spins flowing into the slice. These techniques together with flow compensation or 

background suppression are applied for MR angiography (MRA) to enhance flow 

contrast for improved image quality [35, 69]. Later, two-dimensional spin tagging is also 

utilized to provide evolution of flow patterns for flows. This is useful to studies of 

turbulent flows or flows in complex geometries [4, 68] in which an instantaneous two-

dimensional motion information is necessary to be observed simultaneously. 

In flow quantification, velocity information is computed from the mean displacement 

of tag deformation between the tagging and imaging time [70]. This Eulerian 

measurement of tag displacement was reported with inaccuracies due to higher-order 

motions, and therefore can be improved by the first-order (acceleration) correction [70]. 
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An automatic method based on the image brightness optical flow computation by [71] 

was also utilized to provide a to extract displacement fields from tag deformation [72]. 

Flow quantification using spin-tagging MRI has demonstrated its advantage over that 

using the phase contrast MRI, which is more sensitive to magnetic susceptibility 

gradients, higher-order motion terms, and limited dynamic range [72]. In addition, 

magnitude tagging can be used to measure the motion and velocity spectra of a flow, 

which can be used to remove the signal from static tissues and improve the blood-

displacement measurement [73]. 

Another promising quantitative tool for tMRI is based on the phase of the complex 

tagged image in k-space. The technique, so called HARmonic Phase (HARP) imaging, 

has been developed to rapidly derive the tag displacement information from SPAMM-

tagged images. It has demonstrated the potential of real-time, minimal manual 

intervention processing for monitoring cardiac function [6, 7, 74, 75], or measuring 

tissue motion [76]. In HARP method, a tagged image is produced from the 1-1 SPAMM 

pulse sequence. The image consists of several spectral peaks in k-space due to its 

sinusoidal tag profile. The motion information in a specific orientation is computed from 

one of the noncentral spectral peaks. In HARP algorithm, a spectral peak is band-pass 

filtered from its original data and is inversed Fourier transform. The phase contours of 

the complex image (a HARP image) deform in the same manner as the tag pattern, 

which also tracks the underlying tissue motion. Hence, phase difference between two 

consecutive HARP images contains the displacement information during the time of 

which the two images are acquired. 
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With the technique, the left ventricle can be automatically segmented; tag lines can 

be quickly detected; cardiac in-plane motion and strain rate can be rapidly quantified 

from MR tagged images. However, in cardiac motion the tag lines might not be 

completed due to their disappearance or re-appearance throughout the cardiac cycle. The 

HARP technique originally cannot address this issue, which can lead to systematic errors 

in strain results [9]. This coverage of myocardium problem can be improved by extended 

HARP tracking proposed by [77]. 

Since the HARP algorithm do not have to work on a full k-space domain to derive 

the displacement field, the fast acquisition method for HARP has been proposed to only 

acquire the small region of k-space data rather than acquiring the full k-space data [78, 

79]. The method is called the fastHARP technique and essentially employs the 

stimulated echo pulse field gradient approach similarly to displacement encoding with 

stimulated echoes (DENSE) [80]. This is achieved by applying an offset gradient to 

center the acquisition on the tagging spectral peak. Echo planar imaging (EPI) pulse 

sequence is used to speed up the acquisition within a single shot. FastHARP and region-

of-interest reconstruction enables real time continuous monitoring of cardiac strain for 

the early detection and quantification of ischemia during MR stress tests [81]. However, 

multiple spectral peaks can also be combined to eliminate phase errors in HARP due to 

the field inhomogeneity. This peak combination method helps HARP improve the 

reproducibility of motion parameters [82]. 

Three-dimensional HARP for motion analysis can be extended based on three-

dimensional tagging MRI (3D-tMRI). Three-dimensional tagging using CSPAMM (3D-
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CSPAMM) has been proposed to produce a true 3D-CSPAMM tagged dataset; and 

extraction of three spectral peaks in 3D k-space allows point tracking throughout the 

volume of interest by HARP [83]. An FEM approach to track the sparse collection of 

points within the LV wall based on HARP was later proposed [84-86]. In the FEM 

approach, the points within the LV wall deform based on phase invariance condition of 

HARP to guarantee the proper deformation [85]. Automatic 3D tracking of the points at 

the intersections between the short-axis (SA) and the long-axis (LA) planes are later 

proposed [87]. 

Furthermore, it was shown that HARP can be extended to measure longitudinal 

strain even from only short-axis images [8]. Later, a tagging method has been proposed 

to encode and to automatically track both in-plane and through-plane displacements in 

three dimensions from a single image plane using a modified SF-CSPAMM [88]. Based 

on thin slice thickness and phase invariance conditions, the method (zHARP) can 

directly track the three-dimensional displacement of every point within the image plane 

throughout an entire image sequence with no increase in imaging time [88]. This has its 

advantage over the three-dimensional tracking in [85, 87] since the collection of points 

from 3D dataset is usually sparse; and only the intersection points between the two 

orthogonal planes (SA and LA planes in cardiac tagged images) provide the true 3D 

displacement. 
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Phase Contrast Magnetic Resonance Imaging 

Phase Contrast Magnetic Resonance Imaging (PC-MRI) is a method to quantify the 

motion, specifically the velocity, based on the sensitivity of the phase of the MR signal. 

The technique provides pixel-by-pixel velocity value of the underlying tissue. It has been 

used initially for blood flow measurements in medical imaging, and has been expanded 

to study flows in other disciplines such as gas flows, turbulence and diffusion in stenosis 

vessels or complex geometries, and multiphase flows. Also, it can be extended to derive 

displacement field for strain measurements of the myocardium as with the same case of 

tMRI. This can be achieved through an integration of velocity maps over an imaging 

time interval, which can lead to motion tracking or velocity-based trajectory 

computation using PC-MRI [89, 90]. However, the displacement filed from PC-MRI is 

sensitive to an offset in the velocity data and prone to errors from gradient imperfections. 

In PC-MRI, bipolar gradients are used to produce velocity-induced phase shift for 

the MR signal. Bipolar velocity encoding gradients impart phase shifts to moving 

protons, but not to stationary protons. Two measurements with two different velocity 

encoding gradients but otherwise identical acquisition parameters allow motion encoding 

of flow in one direction. With the velocity constant assumption during the acquisitions, 

phase subtraction of the two measurement images therefore yields a velocity map at each 

volume pixel. A design of the PC-MRI pulse sequence usually prescribes the velocity 

sensitivity (or venc) along with an imaging pulse sequence, e.g. the gradient echo or spin 

echo pulse sequences. The velocity sensitivity is the maximum velocity that produces a 

phase shift of π radians. This parameter is important, for it defines the range of velocities 
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that can be uniquely identified in the phase map to avoid velocity aliasing, i.e. the 

velocities of which their phase values range from –π to π radians. It also determines the 

profile of the encoding bipolar gradient, e.g. gradient strength and its duration. In 

practice pulse sequence, the velocity sensitivity can be prescribed by the velocity slightly 

larger from the largest velocities under study. However, it can be variable in order to 

tailor to different maximum velocities of the flows that vary significantly at each phase 

of the motion [91]. The mathematics of this motion encoding technique will be presented 

in the background section. 

One of advantages of PC-MRI over tMRI is that it can be intuitively extended to 

higher dimension imaging for real flows. That is, three-dimensional flow data can be 

easily acquired from PC-MRI by repeating the imaging pulse sequence with a flow 

encoding gradient in each direction. Since a velocity map is obtained by subtraction, 

there are at least three measurements required for a two-dimensional dataset, and four 

measurements for a three-dimensional dataset [92]. In the other words, a non-flow-

encoding measurement is required for the subtraction to each direction of the flow 

encoding measurements in 2D and 3D PC-MRI. A reference scan might be also acquired 

to get rid of the phase offsets due to many other processes such as the magnetic field 

inhomogeneity, pulse sequence tuning, RF coil phase, and motion in directions other 

than the one of interest [93]. 

PC-MRI finds its applications in various areas [33]. In physiologic blood flow, three-

dimensional PC-MRI data that is acquired with a trigger signal such as the ECG signal 

provides the time-resolved three-dimensional PC-MRI, i.e. four-dimensional flow 



 20 

imaging. Data at different flow encoding directions can be interleaved during acquisition 

and re-arranged for a complete dataset of all motion phase within a cardiac cycle. The 

temporal resolution of the image data depends on the repetition time of the pulse 

sequence and the interleaving procedure [94, 95], but can also be improved by 

combination with parallel imaging [96]. The technique is also called “cine” PC-MRI and 

can be used to quantify many types of blood flows: arterial and venous blood flow [97], 

pulmonary blood flows [98, 99], renal blood flows [100, 101], flows in cerebral blood 

vessels [102-104], cardiovascular flows [105-108], and portal flows [109, 110]. A 

velocity map of vascular blood flows from PC-MRI demonstrates the potential of 

clinical blood flow quantification for preoperative diagnosis, planning, and postoperative 

monitoring for vascular diseases [111]. 

In flow-in-geometry measurements, PC-MRI can be utilized to measure mean 

velocities of laminar and turbulent steady flows. Most of the early PC-MRI flow studies 

were conducted by measuring a pipe flow with turbulence [112] or various types of 

stenosis, i.e. flows in a partially obstructed channel [17, 70, 113]. Later, it is exploited its 

capabilities to capture full three-dimensional velocity fields of high Reynolds number 

flows in highly complicated geometries [114-116]. PC-MRI can provide detailed 

measurements up to approximately 1 mm resolution [114] that possibly allows a point-

by-point validation of their results with a data from laser Doppler anemometry (LDA), 

tMRI, PIV, or computational fluid dynamics (CFD) [70, 114, 117-119]. However, it is 

challenging for PC-MRI to acquire real instantaneous MR velocity measurements in 

turbulent flows due to the limitation of imaging pulse sequence duration. To address this, 
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ultrafast imaging pulse sequences have been proposed to allow PC-MRI to visualize and 

to quantify the nearly instantaneous velocity fields, possibly within 5 – 50 ms for a two-

dimensional image [120-127]. They are also useful to efficiently quantify turbulent 

effects, such as diffusion coefficient and velocity variance, during image acquisition 

[128, 129]. 

PC-MRI is also well suited to multiphase flow studies, flows with different chemical 

constituents and state properties, because it exploits the ability to separate the 

combination of signals from solids, liquids, and gases in the flows. A number of MR 

experiments on the multiphase flows include studies of the sedimentation of solid 

particles in liquids [130], water-oil emulsion [131] or liquid mixtures [132], flow of gas-

liquid combinations [133], and three phase solid-liquid-gas flows in chemical and bio 

reactors [134]. More complete reviews on MRI multiphase flows are referred to [34, 

135]. 

 

Displacement Encoding with Stimulated Echoes 

Recently, an idea to combine the advantages of both tMRI and PC-MRI yields a 

method that measures large displacements over a long period while maintaining high 

spatial resolution [136]. The method was motivated from the framework of magnetic 

resonance elastography of which the spin phase in a stimulated echo imaging experiment 

exhibits the modulation according to the position rather than the velocity [137]. The 

motion encoding scheme employs a pair of pulsed field gradients (PFGs) that provide a 

direct measurement of displacements. Two PFGs are usually with the same profile, but 
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logically opposite in the amplitude sign. Since each PFG encodes the spin position, the 

net phase accumulation at the acquisition is the displacement during the time evolution 

between the two PFGs. 

PC-MRI can be also considered as a PFG mechanism in which the uniform velocity 

during the encoding time is assumed [30, 138]. Therefore, displacement encoding 

sequence design issues on phase ambiguity from aliasing or spurious phases from 

additional sources also need to be avoided similarly in PC-MRI. Even though a bipolar 

encoding pulse sequence has been widely used PC-MRI, it is not well-suited to encode 

displacements over a long period of time. In displacement encoding, it is desired to 

encode the displacement on the magnetization and store the magnetization along the 

static magnetic field direction to reduce the effect of ∗
2T  signal decay. To achieve this, 

the pulse gradient stimulated echo sequence is employed to allow motion encoding over 

a time order of 1T  [139]. This hence leads to a displacement encoding technique with the 

use of a stimulated echo acquisition mode (STEAM). 

Therefore, a family of displacement encoding with stimulated echo (DENSE) 

methods has been proposed for highly sensitive motion-encoding schemes [136, 140-

142]. The original proposal provides an implementation of the pulse sequence with the 

respiratory triggering for three-dimensional displacement encoding by four-point 

measurements. Subsequently, a multi-shot segmented k-space EPI was employed with 

DENSE for an efficient sampling scheme. The method, called fast-DENSE, is able to 

collect a single slice of two-dimensional data in 24 heartbeats within one breath-hold 

[140]. At the present, DENSE has been found most of its applications on cardiac motion 
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analysis [143-145], but it can be applied to track the motion of brain and spinal cord as 

well [146]. As a comparison to HARP for cardiac motion analysis, the method provides 

strain measurements at high precision and higher resolution for monitoring the cardiac 

function [140]. 

Even though DENSE and HARP arose from different frameworks and are regarded 

as different MR techniques, they have demonstrated many similarities. The pulse 

sequences of spin tagging (SPAMM) and DENSE are very similar. A decoding gradient 

is placed before the readout in DENSE while there is no explicit decoding gradient in 

HARP. Only imaging gradient at the readout is used in HARP and is referred as a 

decoding gradient. However, it can be subsequently realized that the two pulse 

sequences are actually identical especially for fastHARP and DENSE [80] since a 

“decoding” gradient is also used before the readout in order to only sampling the tagging 

peak in fastHARP. 

Furthermore, the distribution of the signals over k-space in DENSE acquisition 

demonstrates the similarity to that of HARP. It comprises three spectral peaks: the 

stimulated echo signal (STE), the free induction decay (FID), and the stimulated anti-

echo (STAE). These are in fact identical to the spectral peaks of SPAMM-HARP with a 

shift of its k-space center. Therefore, suppression of unwanted signals of these two 

methods can be performed in different approaches [80, 141, 147]. In DENSE, an 

optimization method called meta-DENSE suppresses the FID signal out of the sampling 

window of the acquired data by using an inversion pulse [141]. In HARP, this is done by 

simply applying a band-pass filter as a post-processing step. Hence, there is no 



 24 

fundamental difference between these two techniques on their data generation aspect 

[80]. Only practical implementations for their acquisition and reconstruction are 

different. 

 

C. Flow Quantification by Optical Imaging 

Optical imaging measurement does not directly measure velocity of a flow. It 

involves imaging a moving target or flow and post-processing those images to obtain its 

velocity information. One key device is therefore the imaging unit like a CCD camera. 

To enable a flow study, the camera needs to adequately capture transient characteristics 

of a flow. Even though flow quantification from images is essentially a two dimensional 

problem, one dimensional flows can also be quantified from this method. It is a special 

case of two dimensional flow problems. In this review, optics flow methods are 

presented into two main techniques: Optical Flow (OF) and Particle Image Velocimetry 

(PIV). Briefly, the former analyzes the flow in an image sequence by imposing a 

consistency assumption among the images whereas the latter analyzes the particle 

motion that is assumed to well represent the flow in which the particles are suspended. 

In fact, PIV is considered as one of optical flow methods. It is presented as a separated 

review since it will be served as the optical flow method used in this research. 
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Optical Flow 

The optical flow is a method to produce a dense displacement field between from a 

sequence of images. The displacement field or velocity field produced from this method 

is interchangeably called as the optical flow field. The optical flow method is usually 

based on a hypothesis that the brightness of a moving target in the image sequence is 

invariant. In practice, the assumption is hardly achievable and is relaxed to be 

approximately constant under motion for at least a short duration. Therefore, the optical 

flow only estimates image motion. 

The most intuitive approach to understand is to find a displacement field from 

matching the same feature among an image sequence, a feature-based approach. 

Conceptually for this approach, the interested features of which their brightness is 

assumed to be unchanged is identified and tracked to quantify their motions. Therefore, 

algorithms using the feature-based approach involve both feature detection and 

segmentation as pre-processing for motion estimation. Edge detection is among the most 

common feature detectors due to its well-advanced theory. Most edge detection methods 

are obtained from the first image derivative [148] or zero-crossings in the Laplacian of a 

Gaussian of the image [149], and the image motion at the edges is measured from the 

brightness constraint. The approach has advantages of reducing the work load to be 

processed from unimportant parts whereas other approaches attempt to find flow 

everywhere which is poorly conditioned in some situations. Additional constraints are 

typically imposed on the measured image motion for a flow field with smooth variation. 

The works related to this approach are referred to [150-155]. In addition, the flow field 
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can be used for motion tracking [156-162].  However, the disadvantage of this approach 

is that a flow field is sparsely measured at which the edges are detected. It is well 

suitable to track a rigid object or multiple rigid objects from a sequence of images, but is 

relatively difficult for fluid flows unless sufficient features are introduced along with the 

flow in the image sequence. 

The second class of optical flow methods is to determine an optical flow from the 

spatial and temporal derivatives of the image brightness. This is also called the gradient-

based method and is probably most well-known by [163]. To demonstrate this, let 𝐼𝐼(𝐱𝐱, 𝑡𝑡) 

is an image intensity function depending on x, the coordinates for spatial location, and t, 

the time being imaged, then according to the assumption of the optical flow 

 

( ) ( )ttItI δ++≈ ,, δxxx  

 

where 𝛿𝛿𝐱𝐱 is the displacement of the moving target at (x, t) after time tδ . Expanding the 

equation with Taylor series at (x, t) and neglecting the second and higher order terms, 

the equation becomes: 

 

0=+⋅∇ tII v  

 

where I∇ is the spatial intensity gradient; tI is the temporal intensity gradient; and v is 

the velocity vector at (x, t). The equation is known as the optical flow constraint, or the 

brightness invariance constraint. Even though it is easy to understand that the constraint 
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represents as a two-dimensional problem, its mathematical description is actually 

generalized for higher dimension. Therefore, two- and three-dimensional flow, or a 

planar and actual flow, problems can be obtained from the optical flow constraint. 

However, it was shown that only the optical flow constraint might not be sufficient to be 

solved for velocity components due to the aperture problem [164-167]. Also, it is readily 

seen that the optical flow only yields the velocity perpendicular to the optical flow 

constraint equation. Hence, there are also conditions for optical flow to be exactly image 

motion [164, 168]. 

The optical flow methods that determine a flow field from the optical flow constraint 

are also referred to the differential method. The differential method is usually used 

additional regularization to overcome the aperture problem. Slowly varying optical flow 

constraint was first used by [163] and became the common smoothness constraint. The 

method finds v that minimizes an error function: 

 

( ) ( ) ( )( )( )∫ ∇∇++⋅∇
D

T
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where D is the region of interest. The size of the region in the optimization determines 

whether the optical flow method is global or local. In the global method, additional 

constraints are motivated to make the optical flow applicable to more realistic time-

varying imagery. These are such as continuity equation from fluid dynamics [169], a 

constraint based on the geometry properties of the 3D scenes [170], a constraint to model 

a linear transformation of the image intensity [171], the variable brightness optical flow 
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equation for MR image sequences [172], a constraint for diffuse and specular lighting 

effects for a moving object in a scene with one light source [173], and quadratic or non-

quadratic constraints for smoothing a flow field [166, 167, 174].  

In the local method, a single flow pattern is assumed to find velocity in the local 

area. Therefore, the optical flow constraint can be solved for the local constant velocity 

by the weighted least square method [175-180]. The aperture problem may be 

analytically resolved by differentiating the optical flow constraint to obtain equations 

involving second-order intensity derivatives [164, 181-185]. A need to estimate intensity 

derivatives for the optical flow constraint can be avoided by using the Gaussian 

divergence theorem[186], which can also overcome the aperture problem if a sufficient 

size of neighborhoods is used.   In addition, optical flow estimation based on 

spatiotemporal filters has been reported [187, 188]. Higher-order spatiotemporal 

derivative filters were used to achieve more robust estimation [188].  

Optical flow estimation using statistical approach has also been reported [189-193]. 

The method forms the optical flow with constraints in the state-space equation and uses 

iterative filtering procedure, specifically the Kalman filtering, to obtain local flow 

estimates. Linear or non-linear constraints can be incorporated in the state-space 

equation for a realistic motion analysis [194]. The state-space equation can address both 

spatiotemporal coherence and noise, hence providing a robust optical flow estimation 

framework. Since Kalman filtering is based on many observations in an entire image 

sequence, the method can be used in motion tracking to compute trajectories of different 

individual objects in the image sequence [195]. However, a good assumption on the 
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uncertainty estimates is usually required for the observation model of Kalman filtering 

approach. This might be a major drawback of this filtering approach since such the 

assumption is difficult or perhaps impossible to hold when nonlinear constraints are 

required [196]. In addition to Kalman filters, other filters such as ℋ∞ or Weiner filters 

can be used for motion estimation [194, 197]. 

Hierarchical processing can also be applied with the optical flow constraint to 

measure large image motions. When measuring large image motions, the optical flow 

constraint might not be appropriate to be solved at one resolution due to undersampling 

and aliasing effects. Initial estimates are obtained at the coarsest level and projected onto 

the finer level. The estimates are refined until the finest level is reached. This makes the 

optical flow constraint applicable for large image motions [198]. Furthermore, not only 

is hierarchical processing applicable to most optical flow methods [199-203], but it also 

improves computational efficiency to handle fast motions [204]. 

Furthermore in the Fourier domain, the optical flow can be extracted from a series of 

motion images based on spatiotemporal filters, referred to the frequency-based method. 

From the translating intensity image ( )ttI δδ ++ ,xx , its Fourier transform is 

 

( ) ( ) ( )ωδω +⋅= kvkk TII 0̂,ˆ  

 

where ( )k0̂I  is the Fourier transform of ( )0,xI , δ  is a Dirac delta function, and ( )ω,k  is 

spatiotemporal frequency. The Fourier transform of a moving image suggests a 

relationship with that of the static image in the spatiotemporal frequency domain. With 
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the image brightness consistency assumption, this provides the optical flow constraint 

equation in the frequency space: 

0=+⋅ ωkvT  

Therefore, the image motion forms an oblique plane through the origin of the 

spatiotemporal Fourier space [164]. The speed and direction of motion can be detected 

from the orientation of the plane [205] using velocity-tuned filters. Gabor filtering is 

commonly used to decompose spatiotemporal energy of the motion image, and then the 

integration of the responses from Gabor filters with several orientations provides an 

estimation of local image velocity [202, 206, 207]. For more robust methods, the outputs 

from band-pass velocity-tuned Gabor filters can be modeled as complex-valued. The 

phase part of the outputs provides the velocity in the normal direction to the level phase 

contours [206]. This is more robust than either intensity derivatives or energy-based 

filter in the case of varying scene illumination since the amplitude change has little 

effect on the phase part of the signal [164]. 

Another class of the optical flow methods finds the image motion by correlation 

matching between two contiguous time-varying image regions, so-called correlation-

based matching methods. The correlation matching is similar to differential methods, but 

the cost function for optimization problem is changed to a correlation function between 

the two images. 

( ) ( )∫ +
D

dgf xxxx δ  
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The displacement is defined as the shift xδ that maximizes the correlation integral 

between the two images within a correlation window size D. The matching methods do 

not rely on the presence of image features; therefore, they have an advantage over the 

differential and frequency-based methods when numerical differentiation is impractical 

due to small temporal support or poor signal-to-noise ratio [208, 209]. In this review, the 

correlation-based optical flow methods will be emphasized in the next section on the 

particle image velocimetry for fluid flows. 

 

Particle Image Velocimetry 

Particle image velocimetry (PIV) is a technique which allows the velocity of a fluid 

to be simultaneously measured throughout a region illuminated by a two-dimensional 

light sheet [210]. It has also recently been accepted as a reliable quantitative flow 

visualization technique [211]. (application referred) 

The technique introduces particles into the flow and estimates the local fluid 

kinematics from the particle motion. The particle motion is captured at known temporal 

resolution by a camera gating with a mechanical or electronic shutter along with an 

illumination of either a pulsed or continuous light source. When a seeding density in a 

resolution, or a source density, is high (Ns >> 1), a group of particles scatter lights and 

form a characteristic of high-lights pattern, or a ‘speckle’ pattern, which will follow any 

movement of the flow.  Particle images can be obtained when the source density is low 

(Ns << 1), and the flow estimation is referred to as particle image velcometry. The 

average number of particle images in an interrogation cell NI will define the image 
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density of the PIV images. To achieve the fluid flow estimation, the particles should be 

near neutrally buoyant and efficiently scatter light [210, 212]. That is, the particles do 

not change the fluid flow characteristic and can be clearly imaged with light. 

The flow estimation from the particle images for high image density PIV initially 

adopted an image analysis for a speckle pattern that is called Young’s fringe method of 

interrogation. Young’s fringes are formed by the image pairs acted as interfering point 

sources with the transmitted light, and the amplitude and orientation of the fringe 

spacing was analyzed for the image displacements [210, 212-215]. 

A Fourier transformation of the fringe pattern results in the spatial autocorrelation of 

a single-frame double-exposure particle image.  

( ) ( ) ( )∫ +=
D

dIIR xxxxx δ  

It should be reminded from the right-hand side of the equation that the PIV is actually 

one of the correlation-based optical flow methods even though its idea originated from 

the speckle metrology. The correlation function can be decomposed into different 

components, but the displacement component is used to compute the mean displacement 

within the interrogation window. The volume average velocity is then obtained by 

measuring the distance between the centroids of the zero-order and the two first-order 

peaks [210, 212, 216]. The other components can contribute to a biased or erroneous 

displacement measurement [217]. 

As the early implementation of PIV, a fully analogue processing to form the 

autocorrelation by transform lens (or the optical correlator) was developed [218-220]. 

Furthermore, spatial filtering techniques to select equal velocity regions from the 
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diffraction pattern can be applied to produce contours of equal velocity being observed 

in the image space [221, 222]. These conventional PIV implementations can provide 

accurate results with high spatial resolution. However, the processing time is the 

bottleneck for the analogue transformation and hinders the application of PIV to study 

the dynamics of turbulent flows [223]. The birth of digital recording has eased particle 

image velocimetry eliminates the photographic stage and makes multi-frame and 

ensemble measurement easier with a cost of spatial resolution [210, 224, 225]. With its 

advantages, digital particle image velocimetry (DPIV) has been developed based on 

analysis of multi-frame, single-exposure PIV images. In such this situation, the spatial 

autocorrelation in the PIV analysis becomes the cross-correlation [217, 226]. In fact, the 

cross-correlation can be used to analyze single-frame, double- or multiple-exposure PIV 

images if the images can be separated or identified for each exposure [217, 227-229]. 

Decomposition of the cross-correlation results in similar components as those of the 

autocorrelation function, except for the pedestal and negative displacement components 

[228]. In [230], quantification for sources of errors in two-dimensional DPIV and a 

method to reduce those errors were also proposed. Furthermore, an adaptive sampling 

and windowing interrogation method was recently proposed for the PIV analysis to 

address the loss of robustness or measurement precision due to inhomogeneous particle 

seeding [231]. 

Numerous applications of DPIV have been investigated. In experimental fluid 

mechanics, quantities other than velocity such as vorticity, acceleration, pressure field, 

and temperature, can be calculated using PIV data to aid in design of structures, wave 
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studies, modeling of turbulence, and investigations of thermally driven flows [232-237]. 

In aerodynamics, PIV has been used to investigate turbine systems for cost-effective, 

reliable energy conversion systems [238, 239], better flow conditions for gas-liquid 

mixing reaction in stirred vessels using a pitched-blade turbine [240], or turbulent flow 

study in a vessel stirred by a Rushton turbine [241]. In jet industry, many types of jets 

have been investigated using PIV [242-245]. For example, the application of proper 

orthogonal decomposition (POD) to PIV results helps understand the recirculation zone 

of an annular jet [242]. The dual-plane stereoscopic PIV was applied on a lobed jet 

mixing flow to reveal various vortex structures quantitatively and instantaneously [243]. 

PIV measurements demonstrated the potential to utilize the confined twin-jet geometry 

to enhance mixing for a wide range of applications [244]. In aircraft industry, DPIV 

system was used to provide real-time, detailed information of the flowfield near the body 

and aft of the wing [246]. Stereoscopic DPIV was utilized to measure the velocity field 

near the apex region of moderately swept delta wings for combat or supersonic aircrafts 

according to the angles of attack [247]. A high resolution dual-frame digital camera was 

applied in the study of helicopter rotor aerodynamics and wake vortex measurements of 

an airplane model [248]. 

Recently, a micron-resolution PIV (micro-PIV) system has been developed to 

measure a velocity field with order 1-µm spatial resolution [249-253]. An algorithm for 

estimating time-averaged velocity fields can be applied to the situations that signal 

strength is insufficient and that instantaneous velocity field is not necessary for many of 

the low Reynolds number flows [217]. High-resolution PIV was later developed, and the 
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method has been widely utilized to measure, characterize, or visualize fluid flows in 

miniature structures such as microfluidics [254, 255] and micromixers [256]. 

Furthermore, high-speed micro-PIV has been developed to capture the transient flow in 

microfluidic devices [257]. The instantaneous flow structure obtained from micro-PIV 

allows many applications for microfluidic devices such as microchannel geometry 

design [258], flow control in microchannels [259, 260], mixing in microchannels [20, 

261]. In biomedical areas, the high-resolution PIV is used to measure a red blood cell 

(RBC) velocity field in microvessels [262].  Such those hemodynamic analyses are 

typically carried out in-vitro, but recently there was a combined technique between X-

ray and PIV (X-ray PIV) to extract the quantitative velocity information from blood 

flowing inside an opaque microchannel [211]. The technique does not require either 

particle tracers in the blood flow or transparency of imaging materials; therefore, this 

allows the technique to be possibly carried out the hemodynamic analyses in-vivo. 

An extension to three-dimensional PIV has been raised from a flow study for 

inhomogeneous fluids. No universal scheme for three velocity component measurements 

has so far been adopted [210]. Many three-dimensional PIV (3D-PIV) approaches have 

been reported, including stereographic [263-267], holographic [268-273], multi-plane 

[274-276], color-coding [277-279], or combinations of these approaches [280, 281]. In 

summary, 3D-PIV is extended from two or more 2D-PIV images at different viewpoints 

in stereoscopic methods, or beam sources in holographic methods. For multiple-sheet 

methods, it can be considered as a quasi-three-dimensional PIV technique since velocity 

fields are only obtained from a series of images taken in parallel planes distributed along 
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the third axis. Contributions of these 3D-PIV studies are found in various areas such as 

blood flow characterization in the microcirculation [275], fluid dynamical characteristics 

of mechanical and biological cardiac prostheses [282], flow behavior for design and 

fabrication of microdevices [283], turbulent flow measurement and visualization of 3D 

vertical structures [265], etc. 
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CHAPTER III 

MRI AND MR FLOW IMAGING 

 

A. MRI Basic Principles 

MRI is an imaging technique that is primarily used in biomedical applications to 

non-invasively visualize the structure and function inside a living body. It is the only 

imaging modality that has the potential of combining anatomical, functional, and 

perfusion information in a single scanning session. MR signals are produced by the 

interaction of nuclear spins with an external magnetic field. Generally, atoms with odd 

number of protons and/or neutrons can produce MR signals. However, 1H proton 

imaging is a common type of MRI due to its abundance of hydrogen within biological 

tissues. 

With presence of a static external magnetic field 𝐁𝐁0, the proton spins will be aligned 

either parallel or anti-parallel to the magnetic field with a slightly greater number in the 

parallel position. This results in the net magnetization vector with the same direction of 

𝐁𝐁0, e.g. conventionally in the longitudinal axis/plane. This bulk magnetization precesses 

clockwise around the external magnetic field with its precession angular frequency (also 

called the natural frequency or the Larmor frequency): 

 

00 Bγω =  
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where γ  is  a physical constant called the gyromagnetic ratio. It is dependent on the type 

of the nucleus, e.g. 810675.2 ×=γ  rad/s/T or 42.58 MHz/T for 1H. At equilibrium, the 

magnitude of the bulk magnetization is constant and dependent on the static magnetic 

field strength 0B . 

0
3

22

0 4
B

KT
NM

s

γ
=  

 

where   is Planck’s constant (6.6 × 10-34 J-s), Ns is the total number of spins, K is the 

Boltzmann constant (1.38 × 10-23 J/K), and Ts is the absolute temperature of the spin 

system. With a sufficient static magnetic field strength, the bulk signal at equilibrium 

can be measured. This signal later turns out to be useful to reveal NMR effects of the 

substance under the magnetic field. 

In order to pick up the nuclear magnetic resonance (NMR) signal, another important 

phenomenon called Resonance needs to be conducted. The resonance occurs when a 

radio frequency (RF) pulse at the frequency close to the Larmor frequency is transmitted 

into the substance under the static magnetic field. This RF pulse can be described as a 

time-varying magnetic field B1 that has its magnitude much lower than the static 

magnetic field. Its direction is typically perpendicular to B0, i.e. in the transverse plane. 

This will cause small perturbation (or excitation) to the bulk magnetization to move out 

of the alignment away from B0 onto the transverse plane at a certain angle. The angle at 

which the bulk magnetization moves out from the alignment is called flip angle. This flip 

angle α  depends on the pulse strength and its duration pτ  by: 
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and the transverse magnetization after this RF pulse is: 

 

αsin0MM xy =  

 

This transverse magnetization is also moving in the Larmor frequency framework. If a 

receiver coil is placed through which this time-varying magnetic flux passes, it will 

induce the electromagnetic flux at the same rate of the change in magnetic flux 

according to the Faraday’s law. The induced signal from the resonance perturbation is 

called Nuclear Magnetic Resonance (NMR) signal. It is easy to see that the strongest 

possible signal occurs when the flip angle is 90°. In other words, all the magnetization is 

flipped into the transverse plane. Because the amount of 1H atoms is different for 

particular materials, they are used to form and to differentiate multiple components in an 

MR image. 

After the excitation, the perturbed magnetization will be relaxed back to its 

equilibrium. This phenomenon is important to the acquisition of MR images since it 

determines the duration that the transverse magnetization cannot be detected for 

imaging. The first relaxation process is a recovery of the longitudinal magnetization – 

called longitudinal, or spin-lattice, relaxation. It is the process of the net magnetization 

recovered to the same direction of the static magnetic field at equilibrium. The other 



 40 

relaxation process is the destruction of the transverse magnetization – called transverse, 

or spin-spin, relaxation. This relaxation is due to the out-of-phase interactions among the 

spins in the excited region. Both processes are described by exponential relaxation as: 
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where ( )+0xyM  and ( )+0zM  are the magnetization on the transverse plane and along the 

longitudinal axis immediately after an RF pulse, and 0
zM  is the longitudinal 

magnetization at the equilibrium, i.e. 0
0 MM z = . Therefore, both relaxation processes are 

characterized by the relaxation time constant T1 and T2, which are called the spin-lattice 

relaxation time and the spin-spin relaxation time respectively. Note that T1 is always 

longer than T2 for a given spin system. Also, these relaxation times are dependent on 

material properties. We will find these two relaxation parameters are used to form an 

MR image in the following section. 

 

B. MR Image Formation 

Since the relaxation parameters are material-dependent, it is possible to form an 

object image weighted by its relaxations if the source of the object signals is localizable. 

We can achieve this by exciting an imaging sample with linearly-varying spatial 

gradients along the same direction of the static magnetic field. By using a receiver coil, 
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the transverse magnetization is detected by the induced current. The received signal is 

the integral of the magnetization over the entire excitation volume. 

( ) ( ) ( )∫
∈

−=
V

ti
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where ( )t,rφ  is the phase accumulation caused by the main magnetic field and the linear 

spatial gradients, i.e.  
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The gradients result in a linear frequency shift from the Larmor frequency as a function 

of space. In the other words, spins that experience an increased magnetic field due to the 

gradient precess with higher frequency than the Larmor frequency, and vice versa. This 

acts as spatial encoding that makes it possible to localize the signal sources from each 

spatial location in an imaging volume. In order to complete the spatial encoding for the 

imaging volume, three gradients along three axes (𝑋𝑋,𝑌𝑌,𝑍𝑍) have to be utilized.  Without 

loss of generosity, the gradient on 𝑍𝑍 axis determines the thickness of an imaging slice 

(slice selection). The gradients along 𝑋𝑋 and 𝑌𝑌 axis determine the frequency and phase 

shifts from the center or Larmor frequency in the imaging slice (frequency encoding and 

phase encoding respectively). Assume three constant gradients are used along the three 

axes, we can rewritten the phase accumulation in term of frequency encoding ( )rfeω , 

phase encoding ( )tpe ,rϕ , and slice selection ( )rssω  as: 
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Slice Selection 

Slice selection is performed by applying an RF pulse in conjunction with the 

constant gradient Gz on Z axis. Consider only the contribution from the linear Z gradient, 

the frequency offset now depends on Z direction: 
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When an RF pulse of a bandwidth ssω∆ , a slice of thickness ∆𝑧𝑧 whose the resonance 

frequency is within the RF bandwidth is then excited as: 

 

zGzss ∆=∆ γω  

 

From the slice selection relationship, the slice thickness can be controlled by both the 

gradient strength and the bandwidth of the RF pulse. Increase in the gradient strength, or 

decrease in the RF bandwidth, results in a thin slice, and vice versa. An optimized 

selection of these parameters depends on the power limitation on the gradient coil and 

the imaging time limit. The power limitation on the gradient coil will determine the 

maximum gradient allowed, and an RF pulse with a narrow bandwidth can finally result 

in a long RF pulse, hence increasing the imaging time. 
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Frequency Encoding 

With the same analogy as the slice selection, frequency encoding is performed with 

the constant gradient Gx on X axis. The offset frequency is related to the position on X 

axis as: 

 

( ) xGx xfe γω =  

 

The frequency encoding direction is also called as a readout direction, which refers to 

the direction that the receiver coil acquires an echo signal by sampling. Typically, the 

field-of-view FOVfe and the number of sampled data points Nfe need to be determined for 

the frequency spacing feω∆  during the sampling along the frequency encoding as: 

 

xGxfe ∆=∆ γω  

fe

fe

N
FOV

x =∆  

 

Therefore, the frequency spacing actually determines the required receiver bandwidth 

BWreceiver by: 

fexfefereceiver FOVGNBW γω =∆⋅=  
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Phase Encoding 

The phase encoding modulates additional phase along the Y axis on the received 

signal such that the signal is differentiable on the direction. It is performed by applying a 

constant gradient Gy on a duration of peτ . This causes the phase variation along the Y 

axis as: 

 

( ) peype yGt τγϕ =,r  

 

The phase remains after the gradient is turned off. Even though the phase variation can 

be adjusted by either the gradient strength or the gradient duration, it is preferred to 

change the phase by adjusting the gradient strength than the gradient duration since it 

will not affect the imaging time for the adjustment. 

 

K-space Interpretation 

Let us define the spatial frequency as: 

( ) ( )∫=
t
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2 ττπ
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Then, the integral of signals over the entire imaging volume can be re-written as: 
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The complex modulation from the Larmor frequency can be omitted since it is typically 

demodulated to baseband signals at the receiver. Therefore, the final integral becomes 
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The received signals are essentially a Fourier transform of the transverse magnetization 

at the time. Therefore, under the linear encoding gradient assumption, a snapshot of the 

transverse magnetization at time t can be recovered by the inverse Fourier transform 
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Fig. 1 illustrates the 2D MR data acquisition procedure. A desired imaging volume is 

first excited by an RF pulse. Different frequency and phase gradients are used to 

iteratively measure their corresponding signals that sufficiently cover the spatial 

frequency space, or k-space ( )yx kk , . Assume the Cartesian sampling pattern is used; the 

frequency encoding direction denotes the x-axis direction; and the phase encoding 

denotes the y-axis direction. With a fixed phase encoding gradient step, a data in a single 

phase encoding is sampled. The procedure is repeated until sufficient data in the k-space 

are filled for the inverse Fourier transform. The complete description of the MR data 

acquisition is typically associated with the image pulse sequence as also illustrated in the 

bottom of Fig. 1. 
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There are many considerations for proper MR imaging design. The details on these 

considerations can be found in [33, 284]. The most common and important factors for a 

basic MR imaging that will be presented here are sufficient data sampling and image 

resolution. 

The acquired data in the k-space has to be sampled according to the Nyquist 

sampling theorem in order to prevent the aliasing problem. With the desired field-of-

view (FOV), the Nyquist condition requires the sampling interval in k-space k∆  in the 

corresponding direction as: 

 

FOV
k 1
=∆  

 

In the other words, the frequency spacing needs to be chosen such that the reconstructed 

image does not suffer from a wrapping problem, i.e. the image is not fold over on itself 

within the desired field-of-view. This can be adjusted by the number of sampling points 

and the gradient strength along the sampling direction. 

The k-space sampling coverage also determines an image resolution, which is 

defined as the field-of-view over the number of sampling points: 

 

N
FOVx =∆  
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At the fixed number of data sampling points, a narrower FOV is desired for the better 

image resolution. If the field-of-view is increased, the spatial resolution will be reduced. 

Therefore, number of sampled data points is typically required for a large imaging plane. 

 

C. Fast MR Imaging 

One major concern for MRI is that it requires a long imaging time. Normally, typical 

pulse sequence spends TR seconds to acquire a single echo line. For one good image 

reconstruction, it might require collecting up to 256 echo lines, hence limiting temporal 

resolution for image acquisition to some extent. This requires Npe × TR = 256TR seconds 

to acquire only a single MR image. In flow imaging, an image data needs to be acquired 

with good temporal resolution in order to sufficiently capture the characteristic of the 

flows. This seeks a method to rapidly image on an MR scanner. 
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(image excerpt from [285]) 

 

  

Fig. 1.  An example of the MR data acquisition procedure and its associated pulse 
sequence.  
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The temporal resolution of the image dataset can be simply improved by reducing 

the repetition time, but this is not helpful when a large number of images are required. 

Reducing the number of phase encoding lines also penalizes the image resolution in the 

phase encoding direction. Therefore, a parallel imaging technique that can acquire an 

image within a short repetition time is desired to address to the temporal resolution issue 

in MRI. The idea of acquiring multiple data simultaneously within one pulse sequence 

was developed at the Magnetic Resonance Systems Laboratory (MRSL) Texas A&M 

Univerisity, namely Single Echo Acquisition (SEA) MRI [1-3, 286]. The technique uses 

a large array of parallel localized coils that is spatially localized to the imaging positions 

to simultaneously acquire multiple echoes in the Fourier space of a single 2D image. 

Since the echoes are also spatially localized, each echo produces an image strip by the 

inverse Fourier transform. The final image is obtained from stacking all the image strips 

from each coil. This significantly reduces the acquisition time of a single image by the 

number of coils used. If the number of coils is sufficient, an image can be reconstructed 

within a single shot or one repetition time TR of the pulse sequence. Currently with this 

imaging method, a sequence of MR images can be acquired at the frame rate as high as 

200 frames per second. This has never been achieved by any other MR imaging method. 

Transient characteristics of complex flows are possibly visualized and/or quantitatively 

analyzed. Fig. 2 illustrates the image acquisition procedure for SEA-MRI as comparison 

to the conventional MRI formation. 
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(image excerpt from [3]) 
 
 
D. MR Flow Imaging 

From the MR image formation, complex MR signals can be used to non-invasively 

measure flows. Based on the Fourier transform, object motion or flows would result in 

the phase modulation in the MR signals. Therefore, the phase of a complex MR image 

provides velocity or displacement information for flows of interest. This allows MRI to 

be utilized as a flow quantification tool that is referred to as Magnetic Resonance 

Velocimetry (MRV) [33]. There are two major types of Magnetic Resonance 

 
 
 

No phase-encoding gradient 
True 1D parallel imaging technique 

64 1-D  IFFT 
Scan Time = TR 

SSiimmuullttaanneeoouussllyy  ddiiggiittiizzee  aanndd  
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SSttaacckk  iinn  vviiddeeoo  mmeemmoorryy  
aanndd  ddiissppllaayy  

Fig. 2.  Imaging procedure for Single Echo Acquisition (SEA) MRI. 
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Velocimetry that use the phase of its complex images to quantify the flows or materials 

in motion: phase contrast (PCMRI) and tagging MRI (tMRI). The phase contrast method 

can provide an instantaneous velocity field whereas the tagging method usually provides 

a displacement field or an average velocity field within the duration that two tagged 

images are acquired. In this chapter, the principles of flow quantification using both 

methods are provided.  

 

Phase Contrast MRI (PCMRI) 

In the phase contrast method, spatial gradients along the desired flow direction are 

applied to encode the velocity information on the phase of the moving spins. Let define 

the time-dependent position of each spin in the excited volume as: 
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Apply to the phase of MR signals in a presence of the gradient ( )tG  as: 
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where ( )t,0 rφ  is the initial phase of each spatial location in the excited volume. Let also 

define the gradient moment Mi for a gradient ( )tG  as: 
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Then, the phase of the MR signals can be re-written as: 

 

( ) ( ) +⋅+⋅+⋅+= 202
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Hence, velocity encoding in a specific direction can be performed by a set of applied 

gradients that is designed to minimize all the gradient moment terms, but the first 

gradient moment Mi. However, it is difficult to achieve such a gradient set. An 

additional assumption is required to relax the condition of the gradient set. Assume the 

imaging can be performed in a small time interval so that acceleration and all other 

higher motion terms are negligible. Then, the phase of the MR signals can be related to 

the velocity if the gradients are designed to have a net area of zero (referred to as a 

bipolar gradient). 

 

( ) ( ) 100, Mvrr γφφ ⋅+≈t  

 

The initial phase is voxel-dependent and can be due to many sources such as B0 

inhomogeneity, RF inhomogeneity, susceptibility differences, eddy currents, and off-

sresonance effects [287]. Therefore, two acquisitions with the opposite gradient moment 

Mi are at least required to resolve the flow in one direction. Let define 21,φφ  as the phase 
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images of the phase contrast acquisitions with the opposite gradient moments. An 

apparent velocity can be finally computed from the magnitude of the bipolar first 

gradient moment as: 

 

1M
v
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∆
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where 12 φφφ −=∆  is the phase difference between the two acquisitions; and 

12 MMM −=∆ is the magnitude difference of the bipolar first gradient moment. Fig. 3 

illustrates an example of the imaging pulse sequence for PCMRI. A bipolar motion 

encoding gradient (grey) is typically added between the slice excitation and the data 

acquisition. It can be added to frequency encoding direction (or read-out: RO), phase 

encoding direction (PE), or slice selection direction (SS). The phase rewinder gradients 

are usually utilized for the PCMRI to remove the undesired residual signals. 

Since the phase of a phase contrast image is defined in the range of [ ]ππ ,− , one 

important parameter in the design of PCMRI experiments is the maximum velocity 

encoding value 𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒  that will produce the phase shift of 𝜋𝜋 radians. The parameter is 

defined as: 

1M
venc γ

π
=  
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Therefore, unambiguous velocity values within the range of encv±  can be resolved 

since the phase shift is hold in between π± . In the velocity measurement, 𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒  should 

be set to be larger than the highest velocity under the flow study. In turbulent flow, the 

flow velocities can, however, vary significantly during the imaging. The 𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒  must be 

chosen with this velocity fluctuation in mind [33]. Furthermore, typical 2D or 3D images 

require many seconds or even up to minutes to complete the full k-space data. In such a 

case, the phase measures an inaccurate average of aliased and non-aliased samples [33]. 

It can be shown that the variance 2
φσ  of the phase image from PCMRI is related to 

the encv  as: 

2

22
2

S
venc

π
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where 2σ  is the variance of the uncorrelated noise in each measurement and |𝑆𝑆| is the 

magnitude of the signal in a voxel [33]. This needs to be put into consideration for a 

proper design of encv  for a flow study. In the other words, the optimal encv  should be 

chosen high enough to prevent the phase aliasing for phase contrast measurements, but 

cannot be so large that it drastically increases the phase noise. 
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Fig. 3.  An imaging pulse sequence for phase contrast MRI (PCMRI). 

 
Tagging MRI (tMRI) 

Fig. 4 illustrates the 1-1 SPAMM pulse that is used to produce a tagged image. The 

first RF pulse with the 90̊  tip angle is used to tip all the longitudinal magnetization onto 

the transverse plane. The spatial gradients then are applied to create a spatial excitation 

pattern of the saturation bands. Then, the second RF pulse with the same 90̊ tip angle is 

utilized to store the magnetization with the excitation pattern in the longitudinal axis. 

The tag pattern for the 1-1 SPAMM tag pulse sequence is given by: 
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where ( )∫=
T

dtt
0

Gg γ  is the tag frequency (rad/cm) depending on the encoding spatial 

gradients. The tag frequency also determines the SPAMM tag orientation. Assuming a 

constant one-dimensional gradient G with a duration T is used for the 1-1 SPAMM tag 

preparation pulse. The frequency k of the tag (cm-1) is given by: 

 

GTk γπ =2  

 

It is easy to see that the 1-1 SPAMM pulse can be extended to produce 2D tagging 

by simply re-applying the pulse sequence with a different tag orientation. The extension 

is done during the preparation pulse, so this will not affect the total acquisition time for 

the tagged images. 

Even though there have been several methods that can quantitatively measure the tag 

deformation, this section focuses on a promising tool that rapidly quantify tag motion 

from the phase image of the tag images analogously to the PCMRI analysis. The method 

is called HARmonic Phase (HARP) imaging. In HARP, it can be shown that the phase 

image of the complex MR tagging signals encodes the position of tag spins in motion [6, 

7]. The phase change from the tag images taken at different times then refers to the tag 

deformation. Since the deformation of the tag also follows the underlying flows in the 
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images, the flow quantification can be achieved by the measurement of the phase change 

from the tag deformation. 

 

Harmonic Phase (HARP) Analysis 

HARP analysis is a method to quantify displacements of tag lines from the phase of 

tagged data in the Fourier space. Fig. 5 illustrates the example of a tagged image 

produced by the 1-1 SPAMM pulse sequence. Its Fourier transform is shown in the right 

hand of Fig. 5, which consists of several harmonic spectral peaks of the original 

untagged Fourier data. In fact, a tagged image can be considered as the convolution of 

the untagged Fourier data with a train of impulse responses. At a given time 𝑡𝑡, the tagged 

image 𝐼𝐼(𝐱𝐱, 𝑡𝑡) can be mathematically written as: 
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where ( )tIl ,x  denotes the 𝑙𝑙𝑡𝑡ℎ  complex harmonic image. In the other words, the tagged 

image is resulted from a summation of these several complex harmonic images. The 

harmonic image is mathematically written by: 
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where ( )tDl ,x  denotes a harmonic magnitude image; and ( )tl .xφ  denotes a harmonic 

phase image. In two-dimensional case, ( )tl .xφ  is called the apparent reference map. The 

harmonic magnitude image Dl is a real-valued image similar to the untagged MR image. 

 
 

Fig. 4.  A 1-1 SPAtial Modulation of Magnetization (SPAMM)  pulse sequence. 

 
 

Fig. 5.  Example of a 1-1 SPAMM MR tagging image and its k-space data. 



 59 

It is readily seen that the harmonic phases can be obtained from any of these spectral 

peaks, except for the central peak. Furthermore, these harmonic phases are closely 

related to the displacement in the images.  It can be demonstrated that the harmonic 

phase value is a material property of a material point being imaged [7]. Fig. 6 illustrates 

the 1D example for the material point property of the harmonic phase that moves along 

with the changing tag pattern at different times. Then, HARP utilizes this phase shift to 

compute the corresponding tag displacement. Therefore, the principle of HARP relies on 

the time-invariant of these phase values. 

 

 
 
 
 
 
 
 
 

 
(image excerpt from [85]) 

 
 

Fig. 6.  The principle of HARP: harmonic phase is a material property.  
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Let ( )t,xφ  be a vector consisting of m harmonic phase values ( ) mltl ,,1,, =xφ  where 

m is the number of tag orientations. The phase invariance condition of the HARP 

algorithm can be written in mathematical description as follow: 

 

( ) ( ) ( )nnnn tt
dt

td ,,or   0,
11 xφxφ xφ
== ++  

 

Note that the left hand definition suggests that the HARP analysis can be considered as 

one of the optical flow technique as well. Applying the chain rule on the left hand 

definition, it can be rewritten as: 
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where ∇  denotes the spatial gradient; and ( )t,xv  denotes the velocity field at time 𝑡𝑡. 

The velocity field can be solved from the equation by: 
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However, it is very difficult to compute the velocity field from the derivative of the true 

harmonic phase since the actual harmonic phase is non-trivial to be estimated. The 
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HARP algorithm then computes the velocity field above using the wrapped harmonic 

phase image ( )tal ,x  defined as: 

 

( ) ( )( )tWta il ,, xx φ=  

 

where W is a wrapping function given by: 
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Similarly, the spatial derivation of the wrapped harmonic phase is used instead of that of 

the true harmonica phase. It can be shown that the spatial derivation of wrapped 

harmonic phase values a∗∇  is equivalent to that of the real phase values under a small 

motion condition: ( ) ( ) πφφ <−+ nn tt ,, 1 xx  [74]. Considering the two-dimensional case, 

the spatial derivation of harmonic phase values can be computed as follow: 
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The time derivative of φ  is approximated from finite differences of a between two 

successive tagged frames. 
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Hence, the velocity profiles can be finally computed from: 
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where t∆  is the time difference between the image pair. Fig. 7 summarizes the HARP 

algorithm as described in this section. The two tagged images taken from different 

imaging times are Fourier transformed into the k-space domain. Two harmonic phase 

images of each tagged image are extracted by bandpass filters (orange circles) to refer 

the 2D encoded position of the tagged spins. The change of the phase in two distinct 

orientations is then used to calculate the velocity field during the time the two images are 

taken. This velocity field is, in fact, an average of the velocity of moving tag spins rather 

than the instantaneous velocity. 
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Fig. 7.  Summary of the HARP algorithm. 
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CHAPTER IV 

A FLOW QUANTIFICATION ANALYSIS USING SEA IMAGING 

 

A. Rationale of the Work 

Single-Echo Acquisition (SEA) imaging is a true parallel imaging method that can 

be used to image a rapid motion. The imaging method provides an opportunity for MRI 

to image fluid flows with a good image temporal resolution. A previous work from the 

SEA imaging can visualize turbulent flows at frame rates as high as 200 frames per 

second using MR tagging [4]. However, the quantification of the flow work was only 

performed by a displacement calculation from the manual markers. Even though MR 

tagging was quite useful to provide visual markers for quantification, such the 

quantification method possibly induces human errors from marker selection. It is 

therefore motivated to have a systematic quantification method with less manual 

intervention that can analyze and provide a dense flow field throughout the phantom 

geometry. 

HARP imaging analysis was proposed for MR tagging to track a 2D apparent flow of 

the tagged images in a rapid fashion with minimal manual intervention. Even though the 

analysis was only applied and validated on the analysis of a myocardium motion, its 

theory is not restricted to a periodic motion. In this chapter, HARP is used to 

demonstrate its usefulness to analyze fluid flows. Specifically, the HARP algorithm was 

used to quantify velocity fields from the SEA data acquired with the MR tagging pulse. 
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B. Methods 

Flow Phantom and Experiment Procedure 

A flow phantom with separate channels as illustrated in Fig. 8 was used to acquire 

and visualize the flow data. The phantom has its physical size of 130 × 80 mm2. The 

flow input was limited by the 3/16” tube connected at the phantom’s inlet, but the flow 

rate inside the phantom can be varied depending on the mass flow volume through the 

phantom. Different flow rates were provided by a Cole-Parmer Masterflex peristaltic 

pump. In the experiment, distilled waters were used in order to provide a slow decay of 

the tags. 

 

SEA Imaging with MR Tagging 

Tagged images from the turbulent flow phantom were acquired using SEA imaging 

with a highly localized 64-channel receiver. SEA imaging was performed at 200 frames 

per second with a spin-tagging preparation pulse using the modified DANTE RF pulse 

trains and a modified spoiled gradient echo sequence acquisition as illustrated in Fig. 9 

[4]. In SEA imaging, the frequency encoding is defined on the long axis of the array 

elements and the slice selection is on the coronal plane [4]. The phase encoding is 

eliminated in SEA imaging and was replaced with the Np spatially-localized array coil. 

Therefore, the phase encoding gradient was also replaced with a compensation gradient. 

A final image from SEA imaging is stacked from the 1D FFT of 64 localized images. 

The SEA image typically can have an unequal matrix size depending on the number of 
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sampling points along the frequency encoding direction Nf, but it can be interpolated 

into an equal data matrix by zero padding. 

In the tagging preparation procedure, a tag orientation were achieved by applying the 

spatial encoding gradients along with the RF pulse trains [288]. The tag width and tag 

separation can be chosen from the RF pulse width and its shape. The 2D tag orientation 

was obtained by applying two successive DANTE RF pulses. The delay (DLY) was used 

to allow the tag evolution before sampling out the tag data. The tag profile used in the 

experiment is 2 mm wide with a 6 mm separation [4]. Due to the lower resolution in the 

frequency encoding (the flow direction), the diagonal tag orientations were chosen for 

imaging. 

The acquisition pulse was successively applied for 64 acquisitions after the tagging 

preparation procedure, with TR = 5 ms.; TE = 3 ms.; FOV = 14×14 cm2; matrix size 

(Np×Nf) 64×128. Final images were interpolated to 256×256. Different flow velocities 

were then imaged successively with 3 second delay to allow tag-spin decay. Flow 

velocity was increased during the delay. 
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Fig. 8.  (a) A separate channel flow phantom used in the flow experiment with SEA 

imaging and (b) a sample of MR tagging images from the phantom with the 64 channel 

SEA coil array located as a red box. 

(image excerpted from [4]) 
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Fig. 9.  A 2D tagging pulse sequence with a recalled gradient echo pulse used in the SEA 

imaging. 

 

HARP Analysis 

HARP algorithm described in the background [7] was implemented. In order to 

sufficiently quantify the 2D apparent motion, at least two harmonic phase images must 

be extracted from a tagged image. In this work, an elliptic bandpass filter [74] 𝐹𝐹𝑘𝑘(𝐤𝐤) was 

used for the harmonic peak extraction. The filter can be mathematically written in 

Fourier domain as: 
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where σ  is a standard deviation in a unitless dimension and 

 

( ) ( ) ( )k
T

kk SRs wHkk −= −1  

 

Here, [ ]Tk www 321 ,,=w  is a 3D vector for the center frequency of the desired harmonic 

peak; [ ]T21,hhH =  and [ ]Ti hhh 321 ,,=h  is a 3D unit vector for coordinate orientation. 

Therefore, k
T wH  is the 2D vector of the center frequency of the harmonic peak. 

[ ]BA rrdiagS ,= , where BA rr ,  is the major and minor radii of the elliptic region with the 

same unit as the center frequency k
T wH . R is a rotation matrix corresponding to k

T wH .  

Fig. 10 illustrates the elliptical bandpass filter used in this work. This filter keeps all the 

original Fourier data inside the filter, and it reduces the ringing artifacts by a Gaussian 

decay on the edge. 

 

Fig. 10.  The elliptic bandpass filter used in the HARP analysis. 

(image excerpted from [74]) 



 70 

C. Results 

Results from the HARP Analysis 

The HARP analysis was initially verified with cardiac simulator data sets [289]. 

Then, it was applied on the tagged images to analyze the fluid motion. Due to diagonal 

tag alignment, the central frequencies of the bandpass filters were set to the two first-

order harmonic peaks at ±45º. The elliptic bandpass filter was used to obtain the HARP 

images, witch rA = 1.35 rad/cm, rB= 2.24 rad/cm, σ  = 0.2. This filter was used 

throughout the analysis. It is reasonable for using a fixed bandpass filter for this study 

since the phantom structure is fixed. Only the fluids inside the phantom moved, unlike 

the cardiac motion that the whole object of interest can possibly move. 

Fig. 11a-d shows 2D velocity fields from the SEA-tagged images. The velocity fields 

were computed from the sequence of the tagged images with an equal time interval. To 

clearly visualize the motion field, the 5th to 95th percentile magnitude truncation was 

applied on magnitude histogram of motion vectors, and their vector lengths were scaled 

accordingly.  The velocity field in Fig. 11a is zoomed-in and displayed in Fig. 11e-g for 

different regions at the phantom’s outlet, inlet, and channel separation respectively. The 

results demonstrate a number of interesting characteristics. At the inlet, retrograde flow 

is observed on the right. The eddy flow is clearly seen on the lower left of Fig. 11g. And 

the flow is minimal at the shadow region immediately above the center boundary. These 

are consistent with the flow behaviors reported in [4]. However, velocity errors from the 

HARP analysis were observed in Fig. 11 a-d. The errors were such as the flows toward 

the channel boundaries, an abrupt change in the flow directions, and a totally reverse 
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flow at the inlet of the phantom images, etc. The velocity errors were mainly due to the 

corruption in the harmonic phase values. The phase corruption could be resulted from 

the image noises, the field inhomogeniety between the water and the phantom materials, 

and/or the signal losses from the turbulence of the flows, etc. For example, unrealistic 

velocity vectors at the phantom’s inlet might be due to the signal loss from untagged 

spins that were newly entered. The third dimension effect from turbulence flows that 

causes the tag destruction or blurring at the later times also possibly aggravates the 

signal loss problem. These errors were evident in Fig. 11 b-d when the images at later 

times were used. The abrupt change in the velocity fields also suggested that there was 

acceleration from the flows that can cause the maximum displacement exceeds the small 

condition limit imposed in the HARP analysis. 
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Fig. 11.  (a)-(d) Velocity fields at different times in the tagged image sequence, and the 

zoomed velocity field of (a) at (e) the outlet, (f) the inlet, and (g) the channel separation 

of the phantom indicated by the green boxes. 
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Fig. 11. Continued. 
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D. Conclusion and Discussions 

It can be concluded that the HARP analysis provides promising results for a 2D 

quantification of rapid flows, yet several improvements are needed as unrealistic 

velocity fields were demonstrated in Fig. 11b-d. First, the HARP analysis computes a 

velocity field solely from the harmonic phase images. Image noises during the data 

acquisition can affect the analysis result. Even though a bandpass filter used for the peak 

extraction helps reduce the noise to some extent, the persistence of noises in the filtered 

data can corrupt the encoded flow information. The peak combination method for the 

HARP analysis [82] can be used to reduce the noise in the k-space data. However, the 

method might not be helpful when the HARP works on real-valued tagged images 

because of the symmetry property in Fourier domain. 

Moreover, other non-flow factors such as tag fading or field inhomogeneity possibly 

lead to the phase corruption on the tagged data. The tag fading typically leads to the 

smearing of the Fourier data among the harmonic peaks. This typically occurs on the 

images acquired in the later times when the tag spins relax back to the longitudinal axis, 

but the similar effect possibly occurs when flows at high velocity are imaged. The field 

inhomogeneity possibly results in the tag distortion and/or the loss of a tag profile at a 

particular region. These finally lead to a degradation for the phase of the complex tagged 

data. 

In addition to the phase corruption, a velocity field from the HARP analysis has no 

guarantee that it always follows the real fluid flow. Since the HARP analysis quantifies a 

velocity solely from the image consistency constraint. The phase invariance condition 
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does not necessarily represent a true condition for realistic fluid flow behaviors. 

Therefore, it is motivated to incorporate fluid dynamics constraints into the flow 

quantification.  

Finally, there is no groundtruth velocity filed to be compared for the analysis results. 

Even though the velocity fields from HARP qualitatively demonstrate a good agreement 

with the flow characteristics reports in [4], a quantitative validation for the work is 

hardly achieved. It is motivated to have a comparison method to quantitatively verify the 

usefulness of the HARP analysis for fluid flow studies. This also leads to the 

experimental comparison of fluid flows between an optical imaging method and MRI in 

a later chapter. 
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CHAPTER V 

A FLUID REGULARIZATION METHOD 

FOR THE MR FLOW QUANTIFICATION 

 

A. Rationale of the Work 

As discussed in the previous chapter, it is desirable to take into account the physical 

constraints for the quantification analysis. The HARP analysis is susceptible to noise and 

other non-flow factors that degrade the phase of the complex harmonic images. Also, the 

velocity field from the method has not guaranteed to represent real fluid flow behaviors 

because it is only computed from the phase invariance assumption. In the theory of Fluid 

Dynamics, fluid flows can be physically described by the fluid dynamics equations, i.e. 

the Navier-Stokes equation or the vorticity transport equation. Furthermore, it is 

legitimate for typical flow studies to assume that the flow is incompressible, i.e. the 

flows without a change in its density. These physical flow conditions should be 

incorporated into the quantification of MR flows to obtain reasonable flow fields. 

The fluid dynamic equations do not only demonstrate the ability to be used as a 

regularization method for the flow, but It can also be used to provide flow quantities 

such as velocity or pressure for the numerical simulation of fluid flows in a geometry of 

interest. Such a numerical simulation of fluid flows can be achieved by commercial 

Computational Fluid Dynamics (CFD) software. This can also provide the theoretical 

ground truth for comparison and validation of our proposed regularization method. 
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In this work, a flow phantom was designed and built for both simulation and real 

flow studies of a regularization method for the MR tagging flow quantification. A 

simulation study of noises for the HARP analysis was introduced to demonstrate that 

noises possibly make an erroneous or unrealistic velocity field. Then, a regularization 

method based on fluid dynamic models for incompressible flows [290] was used to 

improve the velocity field result. Specifically, the method uses a combination of the 

Navier-Stokes equation, the continuity equation, and the data consistency condition from 

MR images to regularize the flow analysis. The method is also applied to the real MR 

tagging images of a flow phantom to test its effectiveness. The results from the new 

method was demonstrated and compared with the flow field obtained from the original 

HARP method. 

 

B. Methods 

In this section, the velocity field resulted from the novel combination of HARP and 

fluid regularized models are demonstrated and validated its improvement from that of 

the original HARP method by the CFD simulation. A noise simulation for the flow 

quantification using MR tagging was first performed to demonstrate velocity errors 

possibly resulted from the phase corruption. The flow phantom was designed and used in 

a CFD simulation of steady and laminar flows to obtain a ground truth velocity field. 

The velocity field was then used in the MR flow simulation to generate the flow images 

based on the 1-1 SPAMM MR tagging image equation. Noises were added into the k-



 78 

space of the image data, and the velocity field from the noisy tagging images was 

computed. Then, the regularization was proposed to refine the original velocity field 

from the HARP to achieve a more reasonable and accurate motion filed for fluid flows.  

For the real MR data study, MR steady flow images were acquired with the 1-1 

SPAMM MR tagging pulse sequence by a volume coil. The MR data was acquired with 

imaging parameters similarly to the parameters used in the simulation study. Even 

though the real ground truth cannot be achieved, velocity fields of the regularized 

method and the original HARP analysis were quantitatively compared with the velocity 

field from the CFD simulation. It is noted that the method explanation for the HARP 

analysis was already described in the background chapter and the method section of the 

previous chapter. Since the same HARP analysis was just used to apply on the real data, 

it is not described in this method section. 

 

CFD Simulation for a Ground Truth Velocity Field 

The flow geometry in Fig. 12 was created in Gambit 2.4 (Fluent, Inc.) and used in 

the Fluent 6.3, 3D (Fluent, Inc.) to perform the flow simulation.  A tetrahedron finite 

element was utilized, with a node spacing of 1 mm. The properties of the fluid in the 

simulation were set to the same fluid used for the real MR experiments and were 

assumed constant throughout the simulation. The mass flow rate of the fluid was set 

equal to 20 cc per minute, which is also similar to the flow rate used for the real MR 

experiments. No wall slip and Newtonian, laminar flows were assumed for the CFD 

simulation. The velocity field solution were derived based on the Navier-Stokes laminar 
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equation by Implicit-Steady State Solver with which the convergence was set to achieve 

when the tolerance of the solution is less than 1e-5. The solution was tested for mesh 

independency by using several sizes of the node spacing to verify its consistency. 

 

Flow Simulation Using MR Tagging Based on the Ground Truth Velocity Field 

A 3D velocity field solution from the CFD simulation was interpolated into 10 

different 2D slices throughout the depth of the flow phantom. The 3D velocity field at 

different phantom depths was averaged to provide a ground truth of an apparent 2D 

velocity field for the MR experiments. 

Based on the ground truth velocity field, the magnitude MR tagging data were 

generated using the tag pattern equation of the 1-1 SPAMM tag pulse 

 

( ) ( )( )ttf vxkkvx −⋅+= cos
2
1

2
1;;;  

 

where x is the spatial coordinates; v is the velocity field based on the CFD simulation; 𝑡𝑡 

is the time interval between the two tagging images; and k is the spatial frequency of the 

tags. 

In order to simulation a realistic MR tagging data, noises are generated in the k-space 

of the magnitude data based on the signal-to-noise ratio (SNR) of the image that is 

defined as: 
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where Psignal is the average power of the k-space signal per data point; and Pnoise is the 

noise power. Based on the Parseval’s relationship, the total energy is preserved in both 

Fourier and spatial domains. In the case of rectilinear data sampling with yx NN ×  data 

points with a sampling interval of xk∆  and yk∆  along x and y directions, respectively. 

The average power Psignal can be calculated by: 
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The noises in the k-space are assumed to be independent Gaussian variables. Assume the 

noise variances of 2
xσ  and 2

yσ  along x and y directions respectively, the noise power 

Pnoise is given by: 

 

22
noise yxP σσ +=  

 

Providing the desired SNR and the phantom parameters, the noise variances can be 

derived straightforwardly. 
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Flow Phantom and Experiment Setups 

A flow phantom with separated channels illustrated in Fig. 12 was used to collect the 

flow data in an MR tagging experiment. The physical size of the phantom is 7.62 × 12.7 

× 0.5 cm3 (3 × 5 × 0.2 in3), which matches the physical area of the SEA coil’s localized 

sensitivity for flow MR experiments. Note that the channel of the flow phantom is 

intentionally separated after the inlet to introduce the 2D distribution of a velocity field. 

The flow setups are also illustrated in Fig. 13. In the study, gravitational flows were used 

for the experiments by connecting the phantom with two 22.1% g/g glycerol-water 

reservoirs located at different height h. The density of the fluid mixture is approximately 

1.050605 g/cm3 at the room temperature (25̊C). The density is also in the approximate 

range of the human venous blood density (1.043 – 1.057 g/cm3 [291]). Mass flow rates 

can be adjusted by the valve and an omega FL-213 rotameter (3 – 300 cc/min with ±5% 

reading accuracy and ±1% reading repeatability) located between just after the reservoir 

and the phantom’s inlet. A 20 cc/min mass flow rate of the mixture flow was performed 

until the flows reach steady state before imaging acquisition was taken. The maximum 

velocity at the inlet of the phantom was calculated to be approximately 2 cm/sec (Re ≈ 

86) at the mass flow rate. The phantom was then fixed into a volume coil designed by 

Dr. Steven M. Wright. The volume coil used in the experiment is shown in Fig. 14. The 

phantom with the volume coil was put into the center of the magnet bore of the 

40cm/4.7T MR scanner for imaging. The shimming was also performed before the 

tagging imaging to improve the signals and obtain a good field homogeneity. The 

phantom length and flow direction was aligned along the magnet bore (z direction), 
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which is the frequency encoding direction; the phantom width was aligned in the phase 

encoding direction (x direction); and the phantom depth was aligned in the slice selection 

direction (y direction), respectively. Therefore, the coronal imaging plane was taken for 

the flow study. 

 

 

Fig. 12.  The design of the flow phantom used in both the flow simulation and the real 

MR flow experiment. 
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Fig. 13.  A sketch of flow experiment setups. 

 

Fig. 14.  A volume coil for the MR flow experiment. 
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Spin Tagging MRI 

The spin echo pulse sequence was modified to provide optional tagging preparation 

before the data acquisition as illustrated in Fig. 15. Two 90̊ RF pulses and a set of 

spatial gradients are used to produce 1-1 SPAMM tag orientation. The tagging procedure 

uses the SPAMM tagging approach with which multi-dimensional spin tagging is easily 

expandable by multiple applications of the pulse sequence with different combinations 

of spatial gradients. The crusher gradients were used to spoil the residual of the 

transverse magnetization when the tag signals are stored along the longitudinal axis. 

For convenience, the 1-1 SPAMM tag pulse sequence is repeatedly given from the 

background chapter by: 

 

( ) ( )xggx ⋅+= cos
2
1
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Note that the equation is also similar to the image equation used to generate the 

simulated tagging data, but it offers a different perspective for hardware designs. From 

the equation, the tag frequency is related to the set of designed spatial gradient, which 

also determines the SPAMM tag orientation. Assuming a constant gradient g with a 

duration T is used for a particular direction of the spatial gradient set to simply create a 

1D tag orientation along one imaging axis. Again, the spatial gradient should be 

designed according to the desired spatial frequency k of the tag lines satisfying the 

relationship provided in the MR background chapter by: 
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gTk γπ =2  

 

Note that the tag frequency should be chosen such that the maximum tag deformation 

from fluid flows is covered by half of the tag period. If the maximum flow velocity of a 

flow study vmax is imaged with the time duration of t, a chosen tag frequency is required 

to satisfy the condition: 
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Fig. 15.  A 1-1 SPAMM tagging pulse sequence with a spin-echo data acquisition used 

in the flow experiment. 
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A Regularization Method with Fluid Dynamics Constraints for MR Flow Quantification 

The proposed regularization method for the MR flow quantification imposes a 

velocity field to satisfy certain smoothness and mass conservation constraints 

corresponding to the real flows. The idea is motivated from [290]. Specifically, the 

method is formulated as an optimization with multi-objective functions: 1) the Navier-

Stokes equation, 2) the continuity equation, and 3) the data consistency constraint. The 

minimum residual of these constraints is heuristically found and provided as a solution 

of the method. 

 

Constraints for the Optimization Formulation 

In the proposed regularization method, a reasonable flow field should also satisfy 

both the principles of fluid dynamics and the data consistency condition. For 

incompressible fluids (a constant fluid density), 2D flows are governed by the Navier-

Stokes equation: 
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where v is the velocity; p is the pressure; v×∇=ω  is the vorticity; and Re is the 

Reynolds number. The Reynolds number is a dimensionless number that defines the 

characteristic of the flows. It is dependent on the fluid density, viscosity, and the flow 

geometry. The Navier-Stokes equation should be generalized for a flow study that the 

constant fluid density assumption holds. Therefore, it is reasonable to assume the 

incompressible flows for biological flows, e.g. blood flows. Furthermore, it is worth to 

note that the vorticity equation might be more useful for 2D flows since it does not 

require knowledge of pressure information to satisfy the fluid dynamics. 

Furthermore, incompressible flows should satisfy the continuity equation. In the 

other words, the rate at which the mass of the flows enters into a system is equal to the 

rate at which the mass of the flows leaves the system. This is considered as a 

conservation of the flow mass. In the incompressible flow case, the mass continuity is 

equivalent to the volume continuity, which can be mathematically written as: 

 

0 div =v  

 

Finally, the velocity field from the flow has to be satisfied the data consistency condition 

from which the initial velocity field is extracted. That is, for an image pair Im, In where 

m, n are data acquisition time indices (m<n), the interpolation of Im by its associated 

velocity field v should ideally result in In. 
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( )v,g mn II =  

 

where ( )⋅⋅,g  is the image interpolation function. 

 

Optimization Formulation and Algorithm 

The new velocity field is desired to be refined by the fluid dynamic and data 

consistency conditions described in the previous section. Therefore, we define residual 

functions for those conditions given an image pair Im, In and its associated velocity filed 

v as: 
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where ( )⋅⋅,c  is an absolute difference function, ( )v,g~
mn II =  is an estimated image based 

on the motion vector 𝐯𝐯 and a previous image Im. 

Therefore, it is desired to obtain a velocity field that minimizes the residuals of the 

Navier-Stokes equation, the continuity equation, and the absolute difference of the data 

consistency from the associated velocity field. That is, we want the velocity field that 

minimizes: 

 

332211 eeeE λλλ ++=  



 89 

where 321 ,, λλλ  are weight coefficients.  Ideally, we want the velocity field that provides 

no residual. However, the conditions are hardly achieved. The solution needs to 

compromise these non-linear constraints that form a multi-objective function. The 

solution to those conditions is usually obtained by an optimization algorithm. Several 

optimization algorithms can be used to provide the ‘optimal’ solution, such as the 

Newton-Gauss method, gradient-based method, simulated annealing, etc. Even though 

those methods provide intuitive understanding how they approach to the solutions, they 

mostly suffer from the local Pareto optimal problem due to the complexity of the cost 

function. 

However, genetic algorithm/ evolution programming (GA/EP) has shown its 

advantage on the non-linear, multi-objective function. It can heuristically find the 

optimum solution; therefore, it can prevent the ‘optimal’ solution to be stuck in local 

Pareto optimal solutions. In brief, the algorithm approaches to the optimal solution by 

simulating the natural of selection in genetic evolution, i.e. the survival of fittest.  

It iteratively chooses the fittest solutions as parents for the next solution generation. 

The new solutions are randomly reproduced and mutated from the parents. These new 

solutions, or so called children, are evaluated for their fitness that is defined as the 

residual function E in this study. Therefore, children with good fitness will have their 

total residual values decreased as the number of generations increase. The algorithm 

proceeds until the optimization criteria are met. 

The implementation of GA/EP is given as follows: 
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1) Encoding. Instead of using a binary bit string, EP defines a possible solution 

(chromosome) to be consisted of individual velocity components. Let define the ith 

possible solution vectors for each velocity component y
i

x
i VV ,   as: 

 

( ) ( ) ( ){ }
( ) ( ) ( ){ } s

y
i

y
i

y
i

y
i

s
x
i

x
i

x
i

x
i

NiNMvnmvv
NiNMvnmvv

,,11,1,,,,,0,0
,,11,1,,,,,0,0





=−−=
=−−=

V
V

 

 

where y
i

x
i vv ,  are the velocity components (chromosome) on the first and second 

dimension respectively; m, n are the row and column indices of the velocity 

component in the region of interest M × N ( NnMm <≤<≤ 0,0 ); and 𝑁𝑁𝑠𝑠  is the 

total number of possible solution vectors for GA/EP at each generation iteration (the 

population size). Without loss of generosity, the first velocity component 

chromosomes x
iV  are used to demonstrate the rest of the algorithm. 

2) Creation. After encoding the suitable gene type for the flow study, the GA/EP starts 

the program by creating the initial population of chromosomes based on the velocity 

field resulted from the HARP analysis. Then, Ns chromosomes of each velocity 

component are generated using a Gaussian random function. Therefore, the velocity 

component chromosomes can be mathematically described by: 
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where HARPx
i

,V  is the velocity component obtained from HARP analysis; a is an 

arbitrary coefficient; and ( )1,0Ν  is the zero-mean Gaussian random function with a 

unit variance. 

3) Fitness scaling. After the population at each generation is generated, each individual 

gene will be evaluated for its fitness. As the objective for the regularized flows, the 

fitness function is defined as the sum of total residuals inside the region of interest 

(ROI): 
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In this study, we define the ROI to be all flow channel area inside the phantom. 

4) Selection. For each population generation, the algorithm selects parent chromosomes 

that will be used to reproduce children of the next generation. The selection is 

uniformly sampling on a unit probability line that is partitioned based on the 

reciprocal of individual’s fitness si Nif ,,1, = . Therefore, the lower the fitness 

value, the more frequency to be selected as a parent by the algorithm. This selection 

method is called stochastic universal sampling (SUS). 

5) Recombination. Population of the next generation is reproduced from the selected 

parents. The next generation population of the constant size Ns are replicated by the 

following genetic operators: 
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a) Elite Children. The M individual chromosomes with best fitness are kept for the 

population of the next generation. With the operator, the algorithm can pursue 

the ‘optimal’ solution when the correct searching is obtained. 

b) Crossover. The operator utilizes two distinct parent chromosomes to randomly 

generate the offspring chromosomes by arithmetic crossover. For example, let 

the parent chromosomes be ( )jix
j

x
i ≠VV , . Two new offspring chromosomes 

crossx
j

crossx
i

,, ,VV can be possibly reproduced as: 

 

( ) ( ) x
j

x
i

crossx
j

x
j

x
i

crossx
i VVVVVV αααα +−=−+= 11 ,,  

 

where α  is the uniform random variable ( 10 ≤≤ α ). This operator imitates the 

mating among the same species for survival. By the selection procedure, the 

individuals with good fitness will have better chance to reproduce children with 

‘better’ fitness for the next generation. Other crossover methods can also be 

utilized. 

c) Mutation. The operator produces a new gene mutx
iv ,  by randomly changing a 

parent gene x
iv . Mathematically, the new gene is created by: 

 

( ) ( ) ( )1,0,, Ν∆++= yxEvvv x
i

x
i

mutx
i ς  
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where x
i

x
i vv −=∆ ; x

iv  is the local mean (3×3) velocity of the velocity 

chromosome x
iV ; ς  is a scaling factor that will decrease to zero as the number of 

generations approach its maximum number of generations predetermined by the 

algorithm. This operator can prevents wrong pursue for the ‘optimal’ solution at 

the beginning of the search. It also prevents the new children from struggling on 

their similarity, i.e. the algorithm has local optima or has reached a plateau. The 

mutation will drastically change in its new value at the beginning of the 

algorithm, but it change will be dwindled from slow change in the scaling factor 

as the algorithm runs to a certain generations. 

To allocate the number of population for crossover and mutation, the 

algorithm utilizes the crossover fraction c and the number of elite children M. 

The algorithm first determines the number of crossover children by: 

 

( )[ ]MNcROUNDN scross −=  

 

Then, the rest of the population is allocated to mutated children: 

 

crosssmut NMNN −−=  

 

6) Stopping criteria. The algorithm is terminated when 

a) One of the chromosomes reaches the global minimum, or 
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b) No improvement on the best solution’s fitness value is obtained at certain 

successive iterations, or 

c) Fixed number of generations is reached. 

A summary of the GA/EP algorithm is shown as a flow chart in Fig. 16. 

 

C. Results 

The effectiveness of the proposed method was tested on both the MR flow simulated 

data and the real MR data, with a comparison to the original velocity fields from the 

HARP analysis. In the simulation study, the velocity ‘ground truth’ from the CFD 

simulation was used for the improvement evaluation of the regularized method over the 

original HARP. In the MR real data study, the actual ground truth velocity field was not 

obtained. However, the velocity field from the CFD simulation was used as a theoretical 

basis for the comparison between the regularized method and the original HARP 

analysis. 

 

MR Flow Simulation 

HARP Analysis on the Simulated Data 

A 3D velocity field for the flow simulation at the mass flow rate of 20 cc per 

minute was initially obtained from the CFD simulation by the Fluent software. The 

averaged flow field from the 3D velocity field throughout the phantom’s depth 

dimension was used at the ‘ground truth’ for a 2D velocity field in the MR simulation.  
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Fig. 16.  A flow chart of the Genetic Algorithm/ Evolutionary Programming (GA/EP). 
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MR tagging images were generated based on the ‘true’ velocity field using the 1-1 

SPAMM tagging image equation, with the data matrix size of Nx × Ny = 128×128 pixels; 

FOV = 137×137 mm2; k = 2.4 cm-1; and t = 0.1 sec. Noises were added into the k-space 

data of the simulated magnitude images at SNR = 25 dB. These imaging parameters 

were similar to the parameters in the real MR experiment. To obtain a good separation of 

the spectral peaks in the k-space domain, two tagging images with orthogonal tag 

orientations were generated separately at each time frame. The simulated MR tagging 

images are shown in Fig. 17. The Fourier transform of the vertical and horizontal 

tagging images (no flow) is also shown in Fig. 18 respectively. Fig. 18 confirmed that 

the spectral separation is sufficient for the HARP analysis. 

The original HARP was applied on the simulated MR tagging images. Two 

orthogonal spectral peaks of tagging images were extracted by an elliptic bandpass filter 

[7], with rA = rB = 5.5035 rad/cm and σ  = 0.2. Due to the tag alignment, the central 

frequencies of the bandpass filters were set to the two first harmonic peaks at 0˚ for a 

vertical tagging and 90˚ for a horizontal tagging. The parameters for the bandpass filter 

were fixed throughout the analysis. This is a reasonable approach since the motion 

usually occurs for the water flow inside the phantom, and the spectral peaks will not 

drastically shift off from their original locations. Fig. 19 shows the ground truth velocity  
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field used to generate the MR tagging images with flows in Fig. 17 (upper right and 

lower right). Note that the velocity field was truncated out 2% outliers on its magnitudes 

to improved visualization. 

Then, the velocity field was extracted from the tagging images. Since the images 

provides a motion in two orthogonal directions, it is sufficient to construct an apparent 

2D velocity field from the HARP. Fig. 20 shows the velocity field resulted from the 

HARP analysis. Again, the similar truncation was performed for visualization. By visual 

comparison, the effect of noise obviously demonstrated in the velocity field resulted 

from the HARP. It caused the erroneous velocity vectors on the boundary of the 

phantom. The velocity vectors inside the separation channel of the phantom were also 

changed in both magnitude and direction. The velocity vectors at the inlet and outlet 

regions were slightly changed. Furthermore, there were velocity vectors at the very end 

of the outlet of which their direction was totally opposite to the true velocity field. 
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Fig. 17.  Simulated MR images using the 1-1 SPAMM tagging pulse with the velocity 

field obtained from the CFD simulation. (up, left) vertical tagging with no flow; (up, 

right) vertical tagging with flow; (down, left) horizontal tagging with no flow (down, 

right) horizontal tagging with flow. 
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Fig. 18.  The Fourier transform of the (left) vertical tagging and (right) horizontal 

tagging in Fig. 17 (upper, left) and (upper, right) respectively. 
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Fig. 19.  A ground truth velocity field from the CFD simulation. 

 

Fig. 20.  A velocity field from the HARP analysis from the tagging images in Fig. 17. 

 

Fig. 21.  A regularized velocity field from the velocity field in Fig. 20. 
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The Proposed Flow Regularization Method for Refinements 

The GA/EP algorithm was implemented on MATLAB (The MathWorks, Inc.). Since 

the study only consider the 2D flow, the vorticity transport equation was used as the 

fluid governing equation, instead of the Navier-Stokes equation. The algorithm initiated 

a number of the populations from the smoothed version of the HARP result with the zero 

mean Gaussian random function and a variance 22 a=σ . The variance was chosen 

proportional to the maximum velocity at the inlet of the phantom. For reasonable 

computation time, the population size for the optimization of the 2D velocity 

components was limited to Ns = 20. Furthermore, all the velocity populations were 

ensured to satisfy the no slip boundary condition, i.e. only the tangential velocity 

component at the boundary was allowed. The size of each velocity component was set 

equal to the image size of 128×128. Weighted coefficients used in the algorithm were 

0.1, 1, and 0.0001 respectively. The coefficients have their least weight on the data 

consistency constraint because of the noise presence in the images. The weighted 

coefficients were arbitrarily chosen based on the residuals from each constraint of the 

original velocity field from the HARP analysis. To prevent the velocity field solution 

that is dominated by the residual from the continuity equation, the program cycled the 

weighted coefficients of the incompressible flow and the continuity equations when no 

improvement from the initial weighted coefficient reached at a certain number of 

generations. 

At each generation, the population distribution for elite children, crossover children, 

and mutation children was portioned according to the number of elite children and 
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crossover fraction predetermined in the algorithm. In this study, the number of elite 

children was set to M = 3. The crossover fraction was set to c = 0.8. Therefore, the 

number of mutation children was set to Nmut = 3. The maximum number of generations 

was set to 500 iterations. 

The velocity field was regularized by the fluid dynamics equations and the data 

consistency condition until the residuals were minimized. The minimum value of the 

residuals for termination criteria was set to zero (or no error), but it was never reached in 

the analysis. The program only exited when it has no improvement for a certain number 

of iterations, with the tolerance set to 5e-5. In practice, the algorithm therefore provides 

the solution that compromises the residual function because the minimum error is 

difficult to achieve. The 2D velocity field resulted from the HARP with the proposed 

algorithm is shown in Fig. 21. 

The result from the proposed method shows a visual improvement from that of the 

original HARP in Fig. 20 even though not all of the velocity vectors are perfectly 

corrected. The magnitude plots of the velocity fields from the CFD, original HARP, and 

the proposed regularized method were shown in Fig. 22-24 respectively. It was observed 

that the magnitude of the velocity field from the original HARP was generally in an 

agreement with that from the true velocity field at the inlet and outlet regions, but there 

were  higher  magnitudes at the  separation  channel inside  the  phantom.  However, the  
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velocity magnitudes inside the separation channel from the regularization method were 

improved and in better agreement with the true velocity field. Yet, its velocity 

magnitudes at the inlet and outlet were slightly underestimated the true velocity 

magnitudes. This could be possible for the original HARP to outperform the 

regularization method when a simple flow profile (only straightforward flows) is 

studied. The velocity estimate from the regularization method still needs to compromise 

the overall data consistency condition. 

The zoomed-in velocity fields of the CFD simulation, the original HARP analysis, 

and the regularization method are shown in Fig. 25 – 27 for the separation channel, the 

outlet, and the inlet, respectively. An obvious improvement from the regularization 

method as described above is visually observed. The wrong velocity direction at the 

outlet from the original HARP method in Fig. 26 was also clearly observed. 
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Fig. 22.  A magnitude plot of the CFD velocity field in Fig. 19. 

 

Fig. 23.  A magnitude plot of the original HARP velocity field in Fig. 20. 

 

Fig. 24.  A magnitude plot of the regularized HARP velocity field in Fig. 21. 
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Fig. 25.  A velocity field comparison at the separation channel among (up) the CFD 

simulation, (left) the original HARP, and (right) the HARP-GA. 
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Fig. 26.  A velocity field comparison at the outlet among (up) the CFD simulation, (left) 

the original HARP, and (right) the HARP-GA. 
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Fig. 27.  A velocity field comparison at the inlet among (up) the CFD simulation, (left) 

the original HARP, and (right) the HARP-GA. 
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Quantitative Comparison for the Proposed Regularization Method 

The mean absolute error (MAE) over the entire phantom was used to quantify the 

improvement by the proposed method. The metric is mathematically given by: 

 

N
MAE D∑∈

−
= CFDmethod uu

 

 

where methodu  is the velocity field of the original HARP or the proposed method; CFDu  is 

the true velocity field from the CFD simulation; 𝐷𝐷 is the region of interest (the entire 

phantom in this case); and N is the total number of velocity vectors inside the region of 

interest. The MAE is summarized in the Table 1. The mean absolute difference is 0.0558 

cm/sec and 0.0424 cm/sec for the original HARP method and the proposed 

regularization method respectively. This is approximately a 24% improvement from the 

original method. 

 

Real MR Flow Experiments 

 

The HARP Analysis on the Real Data 

MR tagging images were acquired from the flow phantom using a 1-1 SPAMM pulse 

sequence with the spin echo acquisition by a volume coil in the 40cm/4.7T MR scanner 

as described in the method section. 22.1% g/g glycerol-water mixture was used in the 

experiments that can prolong the signal decay of the spin-tags in an order of T1. The 
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gravitational flow was used at the mass flow rate of 20 cc per minute. The MR tagging 

pulse sequence was prescribed with the following imaging parameters: TR = 650 msec; 

TE = 30 msec; FOV = 137×137 mm2; Matrix size (FE×PE) = 128×128. The SPAMM 

tagging pulse was performed with the 12.6 msec duration, and the tag frequency was set 

to 2.4 cm-1 on each orientation. 100 and 300 msec delays were used to allow the tag 

evolution before the data sampling. Because a steady flow was imaged, this finally 

resulted in the 200 msec time resolution between the acquired images. Two orthogonal 

tag orientations (vertical and horizontal) were used to provide 2D tag motion 

information similarly to the MR simulation. The imaging was performed with a single 

average for the data acquisition. 

 

 

TABLE 1 

THE MEAN ABSOLUTE ERROR COMPARISON BETWEEN THE ORIGINAL 

HARP AND THE REGULARIZED METHOD 

Analysis Methods 
Mean Absolute Error 

Simulated MR Data Real MR Data 

HARP 0.055789 0.317565 

Regularized HARP 0.042416 0.283379 
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The acquired tagging images with are shown in Fig. 28. The noise presence is clearly 

observed from the data, however, there were tag distortion and blurring observed at the 

phantom boundaries and also inside the phantom channel. The tag distortion inside the 

phantom channel was possibly due to the field inhomogeneity. The tag blurring was 

possibly due to the relaxation of the tag spins and the signal cancellation from the new 

flow spins. The tag blurring existed at the later acquisition even though the tag delay was 

kept short. 

The HARP algorithm was applied to the acquired MR tagging data similarly to the 

analysis used in the previous MR simulation. However, two orthogonal spectral peaks of 

tagging images were extracted by an elliptic bandpass filter [7], with rA = rB = 6.8794 

rad/cm and σ = 0.2. The velocity field and its magnitude plot resulted from the original 

HARP are shown in Fig. 29. The magnitude truncation was applied on the velocity field 

plot for better visualization. 

The velocity field resulted from the original HARP shows velocity errors at the 

boundaries, and its magnitude plot inside the flow channel was not smoothly changed. 

This is quite different from the error results observed in the simulation study where the 

noise is only the possible source of errors. Therefore, this possibly indicates that other 

factors, such as the field inhomogeneity and the tag blurring, than noises in the real data 

also adversely affect the HARP analysis. The inflow toward the boundary of the circle at 

center might indicate the flow in the third dimension that has not been taken into 

account. The misdirection of the flow at the inlet is possibly resulted from the relatively 
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high flows to the chosen tag period, and also the signal destruction from the new flow 

spins that are not tagged during the tag preparation. 

 

 

 

Fig. 28.  Two orthogonal tagging orientation images (1 average) acquired with (left) 100 

msec and (right) 300 msec tag evolution delay. 
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Fig. 29.  The velocity field and its magnitude plot from the original HARP analysis on 
the real MR data. 
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Fig. 30.  The regularized velocity field and its magnitude plot from the original HARP 
analysis on the real MR data. 
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Fig. 31.  A velocity field comparison among (top) the CFD simulation, (middle) the 
original HARP, and (bottom) the regularized HARP. 
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Fig. 32.  Magnitude plots of the velocity fields among (top) the CFD simulation, 
(middle) the original HARP, and (bottom) the regularized HARP. 
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The Proposed Flow Regularization Method for Refinements 

Similarly to the flow simulation, the HARP result of the real MR data was used in 

the proposed regularization method. All the analysis parameters for the regularized 

method were kept the same as used in the simulation study. The velocity field and its 

magnitude plot resulted from the regularized method were shown in Fig. 30. Fig. 31 

shows the velocity field comparison between the original HARP and the regularized 

method on the same data. The velocity field from the CFD simulation was also put as the 

theoretical basis for the quantitative comparison. The magnitude plots corresponding to 

Fig. 31 are shown in Fig. 32.  

Qualitatively, the velocity field obtained from the regularized method provides 

improved velocity fields than those of the original HARP. In the other words, the 

method demonstrates more continuity and reasonable velocity field. The magnitude plot 

also shows the more smoothness in the velocity change. It was also noticed that velocity 

magnitudes on both side of the separated channel are not totally symmetric. This is 

because the slight off-symmetry of the flow phantom from the hand manufacturing. It is 

also noted that the proposed method obviously correct the velocity result at the boundary 

areas due to the no slip boundary condition incorporated into the regularization.  

A quantitative comparison between the two velocity fields using the CFD velocity 

field as a reference demonstrated the improvement of the regularized method. As shown 

in the Table 1, the MAE of the regularized method has approximately 11% improvement 

over that of the original HARP. The MAEs of the real MR data are relatively large 

compared to those of the simulation study. This could possibly be due to the asymmetry 



 117 

flow from the real phantom and the experimental error from the mass flow rate control 

during the flow setup. 

 

D. Conclusion and Discussions 

The proposed regularization method for the MR flow quantification, specifically the 

HARP analysis, has demonstrated its usefulness to improve the velocity field both 

quantitatively and qualitatively.  The flow simulation might be proven to be useful since 

the velocity ground truth can be used for the comparison. 

The flow simulation demonstrates that the proposed method can improve the velocity 

field from the noisy data by approximately 24% in the MAE sense. The original HARP 

method can results in velocity errors for both magnitude and direction due to the noise 

data. The original HARP seems to work well when the flow has well-defined 

characteristics, i.e. laminar, slow, and straightforward flows as observed from the 

velocity field at the inlet and outlet of the phantom. However, the improvement is 

expected to be higher if the velocity vectors are more distributed as shown in the 

separation channel of the phantom. In fact, the flow situation in the separation channel is 

more likely to happen in the real flows study. This then shows the major advantage of 

the proposed method. 

In the real MR data, the proposed method also demonstrates the qualitative 

improvement over the original HARP method. More flow continuity and magnitude 

change on the velocity field were achieved. Even though the actual ground truth was not 
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achieved, the quantitative comparison between the two methods with the CFD 

simulation also showed the improvement of the proposed method over the original 

HARP by approximately 11% in the MAE sense. This still indicates that the proposed 

regularization method is useful to a flow study. 

Nevertheless, there are still many challenges for possible future research directions 

that can improve the proposed method.  First, all parameters used in the optimization 

procedure are ad-hoc and dependent on the flow settings such as the flow geometry, the 

boundary conditions, and the type of flows. All of these affect the selection of ‘optimal’ 

parameters in the optimization such as the weight coefficients for the residual function, 

random methods at each generation step in the optimization algorithm, and the suitable 

number of population, etc. Improper selection of these parameters can lead to long 

processing time to find the optimal solution or even result in an incorrect solution. At 

this stage, the method is expected to be performed by off-line processing due to the 

parameter selection. Second, a method to reduce the processing time is also desired. It is 

clearly understandable that the genetic algorithm heuristically searches for the optimal 

solution in a very large searching space for the flow study. An approach to reduce the 

search domain for the algorithm such as local area optimization or parallel processing 

might help improve the running time and allows faster analysis. Finally, the analysis 

should be extended for a 3D flow study to fully account for the out-of-plane flow, which 

will complete the study of a real flow. 
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CHAPTER VI 

A VALIDATION OF THE HARP METHOD 

FOR THE MR FLOW QUANTIFICATION 

 

A. Rationale of the Work 

A quantification using the HARP analysis for fluid flow studies has been rarely 

validated although it has been widely used for cardiac motion. In the past, the MR flow 

quantification by MR tagging was performed to track those markers by the time-of-flight 

or optical flow methods [70, 72, 292-294]. However, the HARP analysis is more 

promising than the time-of-flight methods because it can provide dense displacement 

from the images [6, 7, 74] with the rapid processing time and minimal manual 

intervention. Our fluid flow studies [295, 296] are relatively new for the HARP analysis 

to quantify the fluid flows. Also, no ground truth was obtained for validation in the 

works. Therefore, it is needed to validate the HARP analysis for its usefulness with other 

flow quantification methods. 

Besides MRI, the optical imaging based on particle flows can be used to provide a 

flow data with a very good temporal resolution and also allows an experimental 

comparison with MRI for flow quantification at a similar resolution. For example, it was 

used to quantitatively compare cross-modality with PCMRI for a steady flow in an 

extracardiac total cavopulmonary connection (TCPC) [297]. In addition, it has been 

widely accepted and utilized for numerous applications in fluid mechanics [232-237], 
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aerodynamic industries [238, 239], jet industries [242, 245], microfluidics [254, 255, 

257], and drug mixing [256, 298, 299]. The method uses a statistical approach, 

specifically the cross-correlation, to quantify a displacement within a small interrogation 

window of the flow image. A presence of special features like particles on the image is 

required for the method to estimate the displacement. The method is then referred as the 

Particle Image Velocimetry (PIV). 

Furthermore, the CFD simulation can provide a general idea for the ‘ground truth’ of 

a velocity field inside an interested geometry. This helps relax a major problem of the 

flow quantification work, i.e. a lack of the true velocity field. For instance, the CFD was 

used to compare with PCMRI for the laminar flow in a expansion-contraction-

expansion-contraction pipe system [118]. The velocity field from the CFD simulation 

will allow the study to quantitatively compare the experimental results obtained from 

both MRI and PIV. 

 

B. Methods 

The MR flow quantification method using the HARP analysis was validated its result 

with the conventional optical flow imaging based on PIV and the CFD. The validation 

was performed experimentally by quantifying the velocity fields of steady flow 

experiments at 20 cc per minute mass flow rate using both the HARP and PIV. The 

results from both methods were used to compare with the CFD velocity field 

qualitatively and quantitatively. Since the methodology for the CFD simulation and MR 
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tagging used in this study was previously described in the previous chapter when both of 

the simulated and real MR tagging data were used for the proposed regularization 

method. The explanation for their analysis and procedure are referred to the method 

section in the previous chapter. 

 

Flow Phantom and Experiment Setups for PIV 

A flow phantom with separated channels as illustrated in Fig. 33 was used to collect 

the flow data for the PIV and MRI experiments. The phantom was actually built from 

the design in Fig. 12. The background of the phantom was paint in black to provide the 

best contrast with the particle color for the PIV experiments. A scale unit (in mm) was 

attached to the top of the phantom for the actual coordinate reference in the analysis. The 

top of the phantom was covered with the transparency in order to allow an optical 

imaging from the top view. The physical size of the phantom is 7.62 × 12.7 × 0.5 cm3 (3 

× 5 × 0.2 in3), which is the same as the design in Fig. 12. 

The flow setups similarly to Fig. 13 in the previous chapter were set and controlled 

for the same conditions as close as possible for the cross modality comparison. 

Gravitational flows with a steady flow of a 20 cc per minute mass flow rate were 

controlled by the valve and an omega FL-213 rotameter (3 – 300 cc/min with ±5% 

reading accuracy and ±1% reading repeatability). Due to a need of the particles for the 

PIV, micro-particles were suspended in the mixture reservoirs. However, the particles 

were removed from the mixtures and not used for MR flow experiments. 
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Fig. 33.  A flow phantom for PIV and MRI experiments. 

 

Particle Image Velocimetry 

The method captures and quantifies fluid flows from suspended particles flowing 

along the fluids using a high-speed CCD camera. Therefore, the method assumes that the 

particles do not affect the property of the real fluid flows, and its motion can be used to 

refer the flow displacement. Displacement of particles between two PIV images can be 

calculated using pattern matching algorithms, specifically a cross-correlation [249-253, 

263-267, 300]. 
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The cross-correlation method quantifies a displacement between two images by 

dividing the images into sub-regions, also called interrogation windows. Each sub-region 

of the first image is matched with the corresponding sub-window of the other image by 

finding the minimum Euclidean distance within the possible overlaps [300]. Let us 

define a pair of images I1, I2 acquired at the time separation of t∆ . The images are 

divided into several sub-windows jiji II ,
2

,
1 ,  of size M × N. jiI ,

1 and jiI ,
2  denote the ith row 

and jth column sub-windows of the images I1, I2 respectively. The Euclidean distance 

between the two sub-windows over an overlap (dx, dy) is defined as: 
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The second line of the equation expands the Euclidean distance to obtain the alternative 

to the minimization. Assume I2 is uniformly distributed, it is reduced to minimize only 

the middle term, which is the cross-correlation between the two sub-windows. 

Therefore, the algorithm finds the overlap (dx, dy) that maximizes: 

 

( ) ( ) ( )∑∑
−

=

−

=

−−=
1

0

1

0

,
2

,
1 ,,,

M

m

N

n
yx

jiji
yx dndmInmIddC  

 



 124 

The matching algorithm using this correlation function is preferable because it can be 

implemented by the FFTs for fast processing. In general, the two sub-windows can be 

chosen in an overlap fashion. The method can also be used multiple times (so called 

multi-pass) with different sub-window sizes to improve the displacement calculation. 

 

Affine Registration for Cross Modality Comparison 

Images obtained from different imaging modalities can be in different perspectives. 

Therefore, the images are required to be registered before a comparison. For simplicity, 

the images from different modalities are assumed to hold for the perspective 

transformation, i.e. a line is still preserved as a line in different imaging modalities. 

Then, the affine transformation can be used to register the two images from different 

imaging modalities by: 
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where a, b, c, d, e, f are the affine transformation coefficients; x, y are the spatial 

coordinates of the first imaging modality; and yx ,  are the spatial coordinates of the 

other imaging modality. 
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C. Results 

The data from both the PIV and the HARP analysis were analyzed for a comparison 

of their velocity fields. Since the true velocity distribution inside the flow phantom was 

unknown, the velocity field from the CFD simulation at the same mass flow rate was 

provided for the quantitative comparison. Since all the experiments were performed with 

the same liquid mixture at the 20 cc per minute mass flow rate, the velocity fields from 

the CFD simulation and the HARP analysis in the previous chapter can be used for this 

validation. 

 

Particle Image Velocimetry 

355 – 425 micron diameter plain polystyrene particles (Polysciences, Inc., 

Warrington, PA) were suspended in the glycerol–water mixtures to produce particle flow 

images. During imaging, the flowing particles at all depths inside the phantom were 

illuminated from the top angle with 26 Watts GE CFL light bulbs. The particle flows 

were captured by a high speed Prosilica GC640C CCD camera with the imaging speed 

of 99.562 frames per second and an exposure time of 10,000 microseconds. Due to the 

physical design of the phantom, the CCD camera was vertically placed approximately 3 

cm above the phantom. Ten consecutive 493 × 659 color images of the particle flows 

with the image area of 4.22 × 6.24 cm2 were acquired by the NI Vision Assistant 

(National Instruments Corporation, Austin, TX) software interface to the CCD camera. 

Due to the small field of view for the PIV, the imaging was taken at the separation 

channel. Fig. 34 shows an example of the 35th PIV image from the PIV data. Dense 
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particle flows were observed on the PIV image. This is to ensure a sufficient number of 

particles for the displacement estimation by the correlation approach. It was also 

observed that particles does not flow throughout the phantom channel, especially particle 

flows at the inlet and boundary areas. Occlusion was observed at the bottom of the 

center circle and the boundary near the inlet. The velocity fields of two data sets were 

extracted by the correlation algorithm, with the window size of 32×32 pixels and 75% 

window overlap. Masks for the image data were manually generated for the correlation 

computation. The velocity fields from adjacent PIV images were extracted for the entire 

PIV data. Because of the steady flow, the final velocity field was averaged and 

illustrated in Fig. 35, with the corresponding magnitude plot. The velocity filed from the 

PIV can provide reasonable direction since its vector directions matched to the real flows 

observed during the optical imaging experiments. The magnitude plot shows irregularity 

and has higher velocities around the phantom boundaries. A sudden drop in the velocity 

magnitude just below the center circle of the separation channel was observed. This is 

possibly due to the occlusion on the PIV images. 

 

Affine Registration for Velocity Field Comparison 

Fig. 36 shows the velocity field and its magnitude plot extracted from the MR image 

data using the HARP analysis. The plots are on the coordinates of the MR measurement. 

It is easy to see that the velocity field was calculated at different image orientations and 

sizes than that of the PIV. This prevents a direct comparison of the velocity fields 

between the two methods. Therefore, it is required to register the velocity fields from the 
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different spatial coordinates before the comparison. In this study, there were three 

possible velocity fields to be compared: 1) the CFD velocity field; 2) the PIV velocity 

field; and 3) the HARP velocity field. The velocity field from the CFD was also used as 

a theoretical ground truth to provide a quantitative comparison. The spatial coordinate of 

the PIV method was used as the reference for the affine registration to the other two 

methods. The study assumed that the affine transformation relationship holds for all 

quantification methods.  

 

 

Fig. 34.  An example of a PIV image. 
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The registration was achieved by matching the same marker points among these 

spatial coordinates. In an error-free case, at least three points are required to find the 

mapping between two different coordinates. In this study, four marker points with 90˚ 

separation were selected from the perimeter of the center circle since they were well 

present on the images. All of these four marker points were used in the affine 

registration to provide the 6 affine transformation coefficients (or the mapping 

coefficients). The registration was formulated as an optimization problem as: 

 

( ) 2

,,,,,
,,,,,,minarg fedcba

fedcba
xx Α−  

 

where x  is the spatial coordinates of the velocity field from the CFD or the HARP 

analysis; x is the spatial coordinates of the velocity field from the PIV; 

( )fedcba ,,,,,,xΑ is the affine transformation on the spatial coordinates being registered 

with the affine transformation coefficients a, b, c, d, e, f as defined in the method 

section. The optimization was solved by a sequential quadratic programming (SQP) 

method [301-304] provided by MATLAB (MathWorks, Inc.). The initial guess for the 

mapping coefficients were computed from the average of the mapping coefficients from 

different combinations of three point selection out of the four point markers. The 

mapping coefficients for the HARP–PIV and the CFD–PIV are summarized in the Table 

2. 
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Fig. 35.  Extracted velocity fields from the correlation method (PIV) at the separation 

channel of the phantom. 
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TABLE 2 

AFFINE TRANSFORMATION COEFFICIENTS FROM THE MINIMUM SQUARE 

ERROR OPTIMIZATION 

Imaging Modalities a b c d e f 

HARP – PIV -1.0510 -0.0547 -0.0494 1.0231 -0.5702 1.2740 

CFD – PIV -0.0157 1.0844 1.1051 -0.0001 0.9588 -0.1819 
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Fig. 36.  (left) A velocity field and (right) its magnitude plot on the original coordinates 

of the original HARP analysis. 
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Fig. 37.  A velocity field comparison among (top) CFD, (left) PIV, and (right) HARP. 
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Fig. 38.  A velocity magnitude comparison among (top) CFD, (left) PIV, and (right) 

HARP.  corresponding to Fig. 37. 
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Velocity Field Comparison 

After the registration, the spatial coordinate of the velocity fields of the CFD and 

HARP were transformed onto the PIV’s coordinates. All the coordinate points after the 

affine transformation might not be exactly on the grids. Therefore, a linear interpolation 

of the velocity magnitude was utilized for an estimation of the 2D velocity components. 

The velocity fields at the separation channel of the flow phantom after the 

interpolation are shown in Fig. 37. The corresponding magnitude plots are also shown in 

Fig. 38. Qualitatively, it was observed that the directional information of the velocity 

fields from both the PIV and the HARP methods is consistent with the CFD’s. This also 

corresponds to the particle flows observed during the real optical imaging experiments. 

However, the PIV velocity field is more irregular and overestimated on the magnitude at 

the boundaries, while under-estimated inside the separation channel, compared to the 

CFD velocity field. 

The problem is possibly from the relatively higher intensity of the particles at the 

areas where the velocity was overestimated. The relatively high intensity underlying at 

the areas could be resulted from the non-uniform light sheet during the imaging. When 

the particle flowed across the areas, it can result in a change of the static lights. The 

change was possibly interpreted as particle flows inside the sub-window by the 

correlation method. The problem is evident at the inlet and boundaries. Furthermore, the 

frequency of the light sources used in the optical imaging experiments also caused the 

change in the particle intensity taken at different times. This change will be accumulated 

in the displacement estimate in the correlation method as well. Finally, an occlusion 
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from the top surface of the phantom also caused the under-estimation of the particle 

flows at the areas below the center circle of the flow phantom as described previously. 

The correlation method was unable to differentiate the change from the particle flow 

under the occlusion. Such those problems are difficult to solve experimentally. 

The velocity field of the HARP method has smoother magnitude change than the 

velocity field of the PIV method. However, the velocity field of the HARP method 

obviously shows more errors on its direction at the boundary of the center circle. This 

might be due to the field inhomogeniety of different tag spin materials that affects the 

phase of the MR complex data. Such a problem does not exist in the optical imaging 

experiments. 

 

TABLE 3 

THE MEAN ABSOLUTE ERROR (MAE) FROM THE PIV AND HARP METHODS 

COMPARED WITH THE CFD AS A GROUND TRUTH 

Imaging Modalities 
(vs. CFD) Mean Absolute Error (cm/sec) 

PIV 0.292933 

HARP 0.327141 

 
 



 136 

A quantitative comparison between the PIV and HARP methods was performed by 

the mean absolute error (MAE) fashion similarly to the comparison in the previous 

chapter. The velocity field of the CFD simulation was used as a ‘ground truth’ to point-

by-point in the evaluation. The MAEs of the two methods within the separation channel 

are summarized in the Table 3. 

From the Table 3, it shows that the velocity fields of both methods provide the 

similar magnitude of errors compared to the CFD velocity field. The HARP method has 

an overall averaged error of 0.327141 cm/sec while the PIV has an overall averaged 

error of 0.292933 cm/sec. This is because the irregularities from both velocity fields that 

have been previously described. Also, the asymmetry of the real flow phantom and 

imperfection during manufacturing the phantom possibly causes significant difference 

from the CFD velocity field that was used as the reference for this study. 

 

 

D. Conclusion and Discussions 

Even thought the velocity fields from both methods shows a difference from the 

velocity field from the CFD simulation, it still demonstrated in this study that both 

methods provide the errors with the consistent magnitude. For qualitative comparison, 

the velocity fields showed the similarity of their velocity directions inside the separation 

channel of the flow phantom. 
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Beside the validation analysis, both imaging methods have their own advantages, and 

vice versa. The displacement estimation from the optical imaging method can be 

obtained by a simple correlation algorithm. However, it requires good experimental 

setups and procedures such as sufficient number of particles in a correlation window, 

uniform light sources, and optical transparency on the desired imaging plan, etc. This 

was difficult to achieve during the imaging experiments. 

A flow quantification using MRI is more flexible in term of expanding our study for 

a higher dimension of the flow. Mainly, a modification of the imaging pulse sequence is 

required to acquire the flow data of different dimensions. In optical imaging, it involves 

modifications on imaging hardware setups that can introduce human errors. 

Furthermore, the flow phantom is required to be transparent in all of its geometry. This 

is a major disadvantage on the optical imaging to be used for biomedical flow 

applications such as blood flow or tissue quantification. Multiple cameras at different 

views are also required for data acquisition to differentiate the velocity components.  

Uniform light sources are required such that the PIV does not treat an oscillation from 

the illumination as the ‘motion’ in the analysis. This makes the PIV experiments difficult 

to achieve the repeatability of the same imaging conditions every time. 
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CHAPTER VII 

CONCLUSIONS 

 

In this study, two new MR quantification methods for very rapid flows has been 

developed and validated. First, the integration of HARP with a fast SEA imaging 

demonstrated the ability to be used as a tool to image and analyze high velocity flows. 

The method provides a visualization of an instantaneous fluid motion from the texture 

movement of the tagging lines. The method analyzes the velocity field from tagging data 

with a rapid processing and minimal manual intervention. The analysis result of the 

method demonstrated its consistency with the visualization of the imaged data. 

Second, an improved HARP method was developed to deal with the errors from non-

flow factors that can degrade the original HARP method. The factors are such as tag 

fading/ blurring, field inhomogeneity, and data noise in the raw MRI data. Specifically, 

the original HARP was improved by incorporating a regularization method to refine 

spurious velocity vectors. The regularization method includes physical flow constraints 

and the image constraint. Therefore, the result of the improved HARP method 

demonstrated a reasonable velocity field with more continuity than the quantification 

using only the HARP method. The quantitative comparison with the CFD simulation 

also demonstrated the improvement on its overall velocity field. In the real MR data, the 

regularization method also showed its improvement over the original HARP method. 

The quantitative improvement was performed based on the simulated velocity field from 

the CFD, which is only the theoretical reference due to no actual ground truth velocity 
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field. This indicates that the regularization method can help address the errors from other 

non-flow factors that degrade the original HARP analysis. 

Finally, the two new methods were validated with the velocity fields from the 

computational fluid dynamics (CFD) and the conventional optimal flow imaging based 

on particle image velocimetry (PIV). Qualitatively, the velocity fields obtained from 

both methods provided consistent velocity direction inside the region of interest of the 

flow phantom, except for the velocities at the boundaries. Quantitatively, the 

quantification methods with the steady flow provided velocity fields with the similar 

error magnitude compared to the CFD velocity field. This possibly demonstrates the 

usefulness of the new methods for quantifying fluid flows based on MR tagging. 

Furthermore, these flow quantification methods can be useful especially when the 

quantification based on phase-contrast MRI is difficult to achieve [4, 5]. 

 

A. Future Research Directions 

There are number of challenges for the HARP and the improved HARP methods 

from this work.  First, a tunable bandpass filter approach might possibly improve the 

velocity field output. Conventionally, the filter parameters used in the HARP analysis 

are manually tuned for a reasonable initial outcome, and these parameters are used fixed 

filter parameters for the peak extraction of all flow data. For a quantification of a steady 

flow, this is acceptable since the time interval between each image can be chosen such 

that a good tagging data can still be obtained. However, when an instantaneous velocity 



 140 

field is desired, tagging data at the later time will experience the signal void of the new 

flow spins and the tag fading from the relatively long imaging. This leads to a loss of 

good tagging profiles on the image. In Fourier domain, the data on each harmonic peak 

will expand and possibly smear with adjacent harmonic peaks in the worse case. 

Therefore, a tunable filter possibly helps compensate the problem of an expansion of the 

harmonic data. 

Second, the work only used a simple 1-1 SPAMM pulse sequence to produce a 

tagging image. The data in the Fourier domain from this tagging pulse contains the 

original data of the tag magnitude image. This original data is usually undesired and not 

used in the HARP method. It should improve the choice of the bandpass filter 

parameters if the original peak is eliminated. This is possibly done by applying two 1-1 

SPAMM pulses with a -90˚ flip angle RF pulse at the second SPAMM pulse. The pulse 

sequence is actually referred to the conjugated SPAMM (CSPAMM) pulse sequence 

[47, 83]. Furthermore, the DANTE tagging pulse sequence can also be used to improve 

the tag profile, e.g. more sharp transition on the tag lines. This potentially improves the 

field inhomogeneity problem that was experienced from the use of the SPAMM pulse 

sequence in the MR flow experiments. 

Third, a peak combination approach [82] can be used to improve the velocity field 

outcome of the HARP method. It was shown that the combination of a peak and its 

conjugate can correct the phase errors statistically in Fourier domain. The approach can 

be applied to improve the velocity field as well. Furthermore, the harmonic peak and its 
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conjugate can provide separate velocity field outputs. These outputs can be averaged to 

obtain a velocity field with improved statistics. 

Four, the HARP method for fluid flow quantification should be extended to a 3D 

study. Even though the HARP method can provide a dense 2D apparent velocity field in 

a rapid fashion, the extension to obtain a dense 3D velocity filed is not trivial. Typically, 

3D MRI data will provide sparse information along the slice direction. This is also the 

same issue for the 3D MR tagging, and it finally results in only a few points in the 3D 

MR tagging data that can provide the three-component velocity field. However, the 

advanced HARP imaging called zHARP [88] could possibly provide a dense 3D velocity 

field on a single image slice. This opens an opportunity to use MR tagging for a real 

flow study since the three velocity components can be obtained. 

Five, the improved HARP method should tailor its ad-hoc optimization parameters 

and settings as fit to a flow study as possible. This includes the selection of ‘optimal’ 

parameters for the optimization algorithm such as the weight coefficients for the residual 

function, random methods at each generation step in the optimization algorithm, and the 

suitable number of population, the proper boundary conditions for a specific geometry of 

the flow phantom, and also the fluid properties, etc. Even though this issue has not been 

taken care of in this research work, the velocity field of the GA/EP algorithm still 

demonstrated its improvement over the original HARP method. A method that can 

provide general guidelines for the suitable selection of these settings is expected to an 

even-better improved velocity field result. 
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Six, the computation time for the improved HARP method is very long relatively to 

the original HARP method. This is because the improved method uses the GA/EP 

algorithm to search for the optimal solution. In this study, the GA/EP algorithm 

heuristically searches an optimal solution from a very large searching space, i.e. twice of 

the number of pixels in the flow phantom. This somewhat lessen the major advantage of 

the original HARP that can provide a velocity field within seconds. Therefore, a method 

to reduce the processing time is also desired. An approach to reduce the search domain 

for the algorithm such as local area optimization or parallel processing might help 

improve the running time and allows faster analysis.  

Finally, the improved HARP method should be extended for a 3D flow study. 

Similarly to the HARP method, the improved 3D flow quantification is also required. In 

the implementation point of view, the improved method can be easily extended to 

account for the third dimension since the Navier-Stokes equation also holds. In real 

analysis, this might be impractical from the long search processing of an extremely large 

searching space. Parallel processing or reduced searching space approaches from the 

previous discussion is possibly a most likely solution for this future work. Furthermore, 

additional assumptions imposed on the analysis method can help improve the 

convergence of the analysis and reduce the computation times. This will depend on a 

specific type of flows in the study. For example, the Reynold-averaged turbulent model 

or the 𝑘𝑘 − 𝜀𝜀 model can be used in the improved HARP method for a turbulent flow 

study. 
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