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ABSTRACT

Quality of Service (QoS) Security in Mobile Ad Hoc Networks.
(August 2005)
Bin Lu, B.S.; M.S., Harbin Institute of Technology
Chair of Advisory Committee: Dr. Udo W. Pooch

With the rapid proliferation of wireless networks and mobile compudipglications,
Quality of Service (QoS) for mobile ad hoc networks (MANETS)reasived increased
attention. Security is a critical aspect of QoS provisioningi@énMIANET environment.
Without protection from a security mechanism, attacks on QoS sigratstem could
result in QoS routing malfunction, interference of resource resemyatr even failure of

QoS provision.

Due to the characteristics of the MANETS, such as rapid topalbggge and limited
communication and computation capacity, the conventional security measmret be
applied and new security techniques are necessary. Howeverrdgttarch has been
done on this topic. In this dissertation, the security issuedwidlddressed for MANET
QoS systems.

The major contributions of this research are: (a) design of anrgigtiteon mechanism
for ad hoc networks; (b) design of a security mechanism to pramdndetect attacks on
the QoS signaling system; (c) design of an intrusion detectiohanistn for bandwidth
reservation to detect QoS attacks and Denial of Service (Dté&ks These three

mechanisms are evaluated through simulation.
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1. INTRODUCTION

With the rapid proliferation of wireless networks and mobile compudipglications,
providing Quality of Service (QoS) in an efficient and scalatdaner in mobile ad hoc

networks (MANETS) has become a topic of active research.

MANETSs are characterized by the absence of fixed infrastreicrapid topology change
and high node mobility. These characteristics can be used tomdetethat the
guaranteed Qo$roposed in wired networks cannot be directly applied to wireless ad
hoc networks, because the communication capacity between any two raodée c
dramatically changed and this could result in breaking the preyiguemised QoS.
Instead, soft QoSis provided in mobile ad hoc networks. Namely, each node in
MANETSs can provide only a promise not to deliberately oversutesatself and not to

intentionally prevent resources from being available.

Security is a critical issue and offers serious challeng€®o®B provisioning in wireless

ad hoc networks, and yet there is little work published in this area.

Security mechanisms are utilized to preserve protected infimmand network
resources, therefore can protect QoS from being tampered witlu\®yrsaries. The
security properties that should be supported in MANET QoS inchwglability,
authenticity integrity and confidentiality Availability refers to the requirement that the
service offered by the node should be available to its users wipatted. It is a
primary security property ensuring soft QoS provisigkuthenticity ensures the
principals with whom one interacts are the expected nautegjrity enforces that a node
or message transmitted has not been maliciously alteredosfidentiality protects the

secrecy of communication.

This dissertation follows the style BEEEE Transactions on Computers



Malicious attacks on MANET QoS could target any and all of thevalsecurity
properties and could be in forms of theft of service or denial ofcge(fdioS), IP address

spoofing, malicious corruption or alteration of packets, eavesdropping, etc.

1.1. Why Security for QoS?

The characteristics of ad hoc networks such as exposure to lestitenment (e.qg.
battle field, rescue missions) and difficulty of authentaragxacerbate the QoS model
security problems. Without protection of security mechanisms, a Qo8elms
vulnerable to both theft of service and denial of service, which ishitke guarantee of

network resource availability.

A QoS model specifies an architecture in which some kinds ofcssrndould be
provided. The objective is to implement a scalable, flexible and es€@o$ model. Up
to date,Integrated ServicefintServ) [1] andDifferentiated ServicegDiffServ or DS)
[2] have been proposed to support QoS in the traditional Internet analsar being

studied for MANET environments.

The IntServ model provides an end-to-end QoS guarantee on a per-flowtlvagisires
that every IntServ-enabled router keep the flow-specific stateluding bandwidth
requirements, delay bound and cost of the flow, and therefore is nablsctor the
Internet. DiffServ model is designed to overcome the scalabilitlgl@m in the IntServ
for wired networks. The DiffServ model is based on flow aggregdiipmlassifying
packets into a limited number of classes and then applying spkecifiarding treatment

to each QoS class.

Flexible QoS Model for MANETEQMM) [3] is a model proposed solely for mobile ad
hoc networks. The FQMM takes the characteristics of MANHET@ account and is a



hybrid provisioning scheme of the per-flow service in IntServ and thelass service
in DiffServ.

Although Diffserv model provides more scalability and greateridlity than the
Intserv model, several vulnerabilities in DiffServ for MANETs kmadt a less secure

model than the IntServ.

This research attempts to design a security system tecptbe IntServ architecture for

mobile ad hoc networks.

Targeting IntServ model in MANETS, adversaries could isstazksd in the following
ways:

* A malicious node can tamper QoS provision with falsified data or Sgptaling

messages to steal or deplete resources used or reserved by other nodes.

» Attacks on QoS signaling system such as malicious alteratiotheofQoS
parameters in QoS signaling messages. This form of attack cesidt in
incorrect QoS reservation along a path and therefore lead taddéign of

network resources utilization or legitimate traffic penalization.

* Advertisement of false network resource information. In MANETSs,nstevork
resource information is inaccurate. However, deliberately adirggtifalse
information is more dangerous because it will result in incoroedtng and QoS
reservation and thus also degradation of network resources utilization

legitimate traffic penalization.

* Maliciously drop, delay or corrupt data packets, resulting in delibky

violating promised QoS.



Therefore, security mechanisms are needed to prevent QoSnsy$tem being

maliciously attacked.

1.2. Contributions of This Research

The objective of this research is to provide security pratecind intrusion detection
mechanisms to prevent from or to detect malicious attacks. We ntoatee on
authentication approaches, secure QoS signaling systems, and inttasction for
bandwidth reservation in MANETSs. Considering these goals of MAIES security,

the contributions of this research include:

1) Design a lightweight authentication protocol that can provide inyegind

authenticity to neighboring communications in QoS-enabled networks.

Most ad hoc networks do not employ any network access control, ledwamy
vulnerable to resource consumption attacks. In QoS-enabled ad hoc netwenkseesl
to assure that the party who sent a message is indeed itiredesgparty. Otherwise, a
malicious node can tamper a network and QoS provision with falsifiedahat QoS
signaling messages to steal or deplete resources used vedasgiother nodes. To deal
with these attacks, an authentication protocol needs to be in plansuxe that a packet

is sent by an authentic and legitimate node.

In this dissertation, we will propose a lightweight authenticgtimtocol that effectively
and efficiently provides security properties such as authentaty integrity for
communicating nodes in MANETs. The protocol not only eliminates ligh
performance overhead imposeddsymmetriccryptography (such as digital signatures),
but also avoids the difficulty of key management introduced by spanmetdsymmetric
key. The authentication protocol is proved to be lightweight, scakaidetolerant of

packet loss.



2) Build an Intrusion Prevention mechanism and an Intrusion DetectionnSyHDS)

to prevent and detect attacks on QoS signaling.

The vulnerabilities and types of security violations will be gred for MANET QoS
models, which include IntServ model, Diffserv model and the Flexible KQo&el for
MANETSs. The analysis demonstrated that DiffServ and FQMMakhgerable to attacks
such as theft and depletion of network resources. Compared to therDifffédel, the
IntServ approach does not have the security risks mentioned above becaused mnba
flows rather than on aggregated traffic as in DiffServ and FQMgwever, IntServ

model requires a signaling system to achieve QoS provision along a data path.

QoS signaling is used to search for routes with sufficient reesuor desired QoS, to
reserve and release resources, to set up, tear down and reneftmtiateWithout
protection from a security mechanism, attacks on QoS signalstgns could result in
QoS routing malfunction, interference of resource reservationyanr failure of QoS
provision. Current approaches proposed for intrusion detection andtggueriention
on QoS signaling in wired networks (such as SDS/CD and RSVP-EQ&aot be

applied to ad hoc QoS signaling systems due to various reasons.

Part of this research is to develop an intrusion prevention mechasigmllaas a set of
rules that can be used to effectively and efficiently detdacks on QoS signaling

(bandwidth, delay or jitter parameters) in mobile ad hoc networks.

This mechanism is aimed at meeting the following secteijyirements

« QoS parameters delivered in signaling messages can be ethsssfhon-
mutableparameters (such as requested bandwidth, delay or jitterpatadble
parameters (such as those used to measure available bandwdétayoalong

the path). An integrity protection mechanism should be in place t@amjear



that the non-mutable part in the QoS object, such as the QoS piofitesffic

flows, is not changed illegally.

* QoS states collected over the path (e.g. available bandwidtacandulative
delay over a path) should be resistant to attacks, which arel stomeutable
QoS parameters. The malicious attacks on these parametersrardeceiving
than those on non-mutable ones because they cannot be detectedgvity

verification.

3) Build an Intrusion Detection System to detect attacks on bandwidthvati®n in

mobile ad hoc networks.

In the traditional network, once resources are successfullwessatong a path, the
QoS is expected to be guaranteed. Breaking the bandwidth reservatiousisal and
thus can be considered as presence of malicious attacks. The dédferent in ad hoc
networks because there is olgft QoS which means a node will not intentionally or
knowingly oversubscribe itself to make the resource unavailabléne traffic after
resource reservation. Therefore the QoS is not guaranteed but oniggatand nodes
are allowed to break the promise in case of abrupt resource shdngeo mobility,
wireless interference or the node being shut down. Adversaried tedd advantage of
this characteristic and issue an attack by means of pretetaliregerve the resource
while break the promise afterwards. It can lead to excesswehead to the traffic and

degradation of network performance.

In MANETS, a break of QoS promise can result from maliciowclest as well as radio
interference from the nodes who just “wandered” into the neighborhood renaivéhe
reservation. Moreover, communication links in MANETs are open medinth a
therefore subject to radio interference. Detection of intrusion ondvadth reservation

needs to distinguish these cases and apparently is not a trivial task.



An algorithm is proposed in this dissertation to detect both Do$kattassued by
malicious nodes in the neighborhood to disrupt the service), and QoS &isadks! by
relay node on the path to disrupt the service or to steal the bandwidth).

The performance of the proposed security mechanisms are evaluated throughasimul

1.3. Outline

This dissertation is organized as follows: Chapter Il desctheeselated work in QoS
issues and security issues in mobile networks. In this chapteslssegive a brief

introduction on QoS security problems in both the traditional Internetvaredess

networks. In Chapter Ill, we will propose a lightweight authentogprotocol that can
be used to protect neighboring communications in mobile ad hoc networkérsie
describe the assumptions used for the design. Then we will introducérugte
management and the message authentication schemes. The secuetiyesrand the
performance evaluation from simulation will be demonstrated too. ditisentication

protocol will be used to protect the authentication and integrity of ig&ling system
which will be addressed in Chapter IV. Chapter IV studies the security profue@eS

systems in MANETSs. The security vulnerabilities in each QoS m@deh as IntServ,
DiffServ and FQMM) will be analyzed first. Secondly, we willoppse a security
mechanism for QoS signaling system. Simulation results will Hmeved at last. In
Chapter V, we will propose an intrusion detection mechanism favaidth reservation
in MANETSs. The attack models for bandwidth reservation will be dssdrand then the
detection scheme will be introduced. Chapter VI will conclude thékvaod discuss

about future work.



2. RELATED WORK

The characteristics of MANETs determine that providing QoS ANKTSs is different
from that in the traditional Internet. Each node in MANETSs can deoainly a promise
not to deliberately oversubscribe itself and not to intentionally ptenesources from
being available [4], which introduces difficulty in providing securitgperties to QoS
in MANETSs.

The security properties that should be supported in MANET QoS inakal&bility,
authenticity integrity and confidentiality [5]. More specifically, the QoS security

problems to be solved are as follows: [6]

» Protection of crucial Quality of Application (Q0A) parameters myiGonnection
setup. The protection is at thentrol level

» Protection of data packets during their transmission in a timelyner. This
protection is at theata level

» Protection against denial of service attacks.

Authentication, access control, encryption, denial-of-access-sensitmession control
should be enforced during the QoS connection setup to distribute the Qm®mesnts
and provide proper resource reservation, allocation and access ¢ara &eshion. If
security mechanisms and policies at routers, gateways amalfgsesuch as intrusion
detection, digital signature and encryption with variable key hegscalable key
management, watermarking, security policy management arealaeailthis could

provide for a secure transmission path, content protection and end-to-end QoS provision.

Up to date, a great amount of research has been done in th@s@d$ in MANETS,
security in MANETs and QoS security in conventional networks. Howeaseof our

knowledge, there is yet little work published on the topic of QoS security for MANETS.



2.1. QoS in Mobile Ad Hoc Networks

The characteristics of Quality of Service in MANETgrsficantly affect the QoS

architecture and routing protocols employed in MANETS, which are as follows:

* There is no core and edge distinction. All the nodes are homogen@usSin
provision roles. Due to the fact of mobility and absence of a fixiedstructure,

a node can serve as a core node at one time and an edge node at another time.

* The link between two nodes is a shared medium instead of a pgatrtolink
as in wired networks. Because of the open medium feature, amadeobile ad
hoc network can have interference from the neighboring nodes in packet
transmission.

* High node mobility results in guaranteed QoS proposed in wired netwotks
applicable to MANET QoS any more. Previously promised QoS candkerbr
when the communication capacity between two nodes dramatidadigge.
Therefore,each node in MANETsan provide only a promise not to deliberately
oversubscribe itself and not to intentionally prevent resources ftreing
available [4].

* The communication capacity between nodes is low. The link bandwidikthis
the range of 1Mbps to 11Mbps, which is less than that in the traditiona
networks. However, the scalability problem of the Internet int&®del is less
likely to occur in the current MANETS in consideration of the smalber of

traffic flows and the limited size of the network [7].
2.1.1. QoS signaling systems in mobile ad hoc networks
The IntServ model provides an end-to-end QoS guarantee on a per-flow basissRSVP

signaling protocol for resource reservation in IntServ model foedanetworks, which

allow some users to access to preferential networking resouRaEsission to make a
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reservation will depend both on the availability of the requestediress along the path

of the data, and on satisfaction of policy rules.

The approach of making advance reservations to obtain a qualityvafesthat is not
affected by mobility for a mobile host is employed along the fiatapaths to and from
the locations it may visit during the lifetime of the connection. Miobile host can be a
sender in a flow, a receiver in a flow or both sender and receivdrei same flow

simultaneously. Other than these, the reservation model of RSVP is used.

Two approaches have been proposed to solve the mobile RSVP problerte RISWP
(MRSVP) [8] and Hierarchical Mobile RSVP (HMRSVP) [9].

Both protocols emplogctiveandpassivereservations. For a mobile sender, it makes an
active reservation from the current location of the mobile host anthkies passive
reservations from the other locations listed in its MSPEC. Tawe the utilization of
mobile links, the bandwidth with passive reservations of a flow cansbd by other
flows requesting weaker QoS or best-effort services until tresiyE reservations
become active. Two approaches were proposed to handle the active aive pass
messages in MRSVP. In the first approach, the proxy agents pi@yeaimportant role

in processing active and passive messages and no other nodes thestesy agents
and mobile hosts are involved in the RSVP message processing anddiogwalles.
The second approach uses some additional objects in RSVP messagédeand the
RSVP processing and forwarding rules at all nodes, which howevereenbatter

utilization of network resources.

HMRSVP is based on MRSVP but HMRSVP makes advance resourceatese only
when an inter-region movement may possibly happen. The simulation meaktls
results are also demonstrated to show that HMRSVP can acthevesame QoS
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guarantees as MRSVP with fewer resource reservations.

INSIGNIA signaling system is an in-band signaling systencifipally designed to
deliver adaptive real-time service in MANETSs [10]. The termBand signaling” refers
to the fact that control information is carried along with dltas; while “out-of-band
signaling” indicates the control information is carried in sejeacantrol packets and
channels distinct from the data path. Based on the in-band approaddSteNIA can
restore a reservation in response to topology changes withinnteesal of two
consecutive IP packets under ideal conditions. INSIGNIA performagiees on the
speed at which the routing protocol can recompute new routes ifaroative route is
cached after topology changes. In the ideal case where cadbethtale routes are
available, restoration of resource reservation can be made asygagkhe period
between two consecutive packets associated with a session as slosgffiaient
resources are available along the new path. In contrast, out-of-lggnadirgy systems,
for example, would need to maintain source route information and respooypbtogy
changes by directly signaling intermediate routers on an dldtpaallocate/free radio
resources. This is impossible in many cases if the affeotddrris out of radio contact
from the signaling entity that attempts to de-allocate ressuaver the old path.
Therefore, INSIGNIA is a lightweight signaling system tarms of the amount of
bandwidth consumed for network control and capable of fast flowrvatson,

restoration and adaptation

Charles Perkins et. al. proposed a QoS signaling system for Admider@and Distance
Vector (AODV) routing in MANETSs [11]. In their draft, extensionse aadded to the
route discovery packets, specifying the service requiremerttsntigt be met by nodes
re-broadcasting a Route Request (RREQ) or returning a Routy FRREP) for a

destination. Specifically, @o0S Objectextension provides the QoS flow profile,
including delay and jitter parameters. Maximum Permissible Delay (or Jitter)

extension is also included in AODV in order to enable accumulatedurament for
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end-to-end delay (or jitter). An intermediate node will gemgfanICMP QOS_LOST
message if it experiences a significant change inbitgyato keep the QoS promises it

has made to the source of the flows.

D. A. Maltz argued that the Dynamic Source Routing (DSR) prositmlld be used for
resource reservations for mobile ad hoc networks because histomstadies showed
that DSR had “by far the lowest overhead in terms of routing padegtt among the
current set of routing protocols for ad hoc networks” [4]. The twohaeisms —path-
stateandflow-stateare used to explicitly manage resources in ad hoc netweakis-
stateallows intermediate nodes to forward packets according to a eredetd source
route. The originator of each data packet initially includes bosbuace route and a
unique path identifier for the routein each packet it sends. As intermediate nodes
forward the packet, they cache the source route from the packetcamd the according
path identifier. Then the source can send subsequent packets carryintpeomigith
identifier, and intermediate nodes forward the packet based on tle soute for the
path indexed by the path identifier that they have cadAed-stateallows a source to
differentiate its traffic into flows, and therefore to requéstter-than-best-effort
handling for these flows. With the additional information providedneyflow-state, the
network will be able to provide admission control and pronaisgpecific Quality of
Service (QoS) to each flow. Since the ad hoc network may frequdrehge topology,
the flow-state mechanisms are directly integrated into thengtiotocol to minimize
their reaction time and to provide notificatidnsa flow when the network must break its

promise for a specific level of QoS.

2.1.2. QoS routing in mobile ad hoc networks

Due to the fact that network resources are very limited in BAY QoS routing is

achieved with constraints on bandwidth, delay, jitter, packet losamdteoute stability.

The characteristics of MANETS also determine the challenges in ad hoc Qa§:routi
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* The link capacity is time-varying, which makes admission control difficult

* Resource reservation is not stable, because the availabilitheoteserved
bandwidth over shared medium is not guaranteed. As mentioned before, the
communication capacity between nodes can dramatically change, wiaigh
result in QoS re-routing or routing recovery.

* Once a route fails, failure detection and recovery is required.

* End-to-end delay guarantee is not hard in an unsynchronized network.

T. Chen gives a comprehensive description on the problem and currenthaigoof
QoS routing in ad hoc wireless networks in his Ph.D. dissertation Th2].defects of
the existing routing algorithms are analyzed in the thesis,hwhdude the inability of
meeting the requirements of ad hoc wireless networks (ssidmigh accuracy, low
overhead, scalability in a large network, the possibility of providinég Quting etc).
The Global State Routing (GSR) approach is proposed. The GSR m=iatagjlobal
view of network topology and optimizes their routing decisions lodsked on the link
state vectors exchanged among the neighbor nodes during exchange imd rout
information. The exchange frequency of link state vectors depends onotlees
distance to destination. This multi-level fisheye scope scheme #eepentrol message
small and therefore reduces the consumption of bandwidth by control overhead.

C. Lin et al. proposed a bandwidth routing protocol for QoS support in a multi-hop
mobile network [13]. The protocol contains end-to-end bandwidth calculation and
allocation. The source is aware of the bandwidth and QoS availabkl tthe
destinations in the mobile network. This knowledge enables the shtablt of QoS
connections within the mobile network and the efficient support of rieaé t

applications. The case of ATM interconnection is also discussed in the paper.

A distributed QoS routing scheme is proposed in [14]. In the proposedtlahgs,
multiple paths are searched in parallel to find the best qgdlifvhich is called “ticket-
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based probing”. The advantageous properties of the ticket-based priobinge
dynamic tradeoff between the overhead and the routing performanceingvavith
imprecise state information; avoiding any centralized path congutttat could be
very expensive for QoS routing in large networks; and the local antbesrdl states
maintained at the intermediate nodes can be collectively usecett thie probes along
the low-cost feasible paths toward the destination. Fault-tolersex®iques are
employed in the scheme for the maintenance of the routing gEesthiéed from changes
of network topology, which enable the proposed algorithms to toleratertig@imation
imprecision. To improve the overall network utilization performancehearistic
algorithm is proposed for the NP-complete delay-constrained astidest routing
problem. The algorithm considers QoS constraints as well as costabit of the
routing path. The simulation results showed that the algorithms\achia high call-

admission ratio, low-cost paths and a modest routing overhead.

Ad hoc QoS On-demand routing (AQOR) [15] is a resource reseradised routing
and signaling algorithm that provides end-to-end QoS support. AQOR iscthde
following QoS supporfeatures (1) accurate measurement of bandwidth availability in
the shared wireless channel and accurate measuremeneaiveffend-to-end delay in
an unsynchronized environment, (2) distributed routing algorithm thatsadaibt the
dynamic environment, (3) resource reservation that guaranteesdhable resources,
(4) efficient resource release upon route adjustment, (5) insttvi@lation detection
and (6) fast and efficient route recove®QOR integrates on-demand route discovery
between the source and destination; signaling functions for resmseevation and
maintenance; and hop-by-hop routing. It introduces a detailed computatmaitztble
bandwidth and end-to-end delay. In traffic estimation and bandwidth alitylaibi
considers both self traffic and neighbor traffic to reduce the hiddee effect, which
means that some bandwidth reserved at a certain node is forathe bretween
neighboring nodes. AQOR estimates end-to-end downlink delay by measawuitrip

delay. AQOR achieveadaptive routingby detecting QoS violations at the destination
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node or intermediate nodes. Two types of QoS violations are considdteglprotocol:

(1) channel deterioration in one of the links of the active route;hwisi an end-to-end

delay and detected at destination; (2) route break, which may be loadsft of some

node on the active route. This violation can be detected through bandesdtiation

timeout at the destination, or MAC retransmission failure at Soteemediate node on

the route. The routing adjustment overhead is reduced by emplogsiination-

initiated recovery

CEDAR, aCore-Extraction Distributed Ad hoc Routidgorithm for QoS routing in a
small to medium size ad hoc network is proposed in [16].CEDAR dyadigni

establishes “a core of the network, and then incrementally gatgm the link state of

stable high bandwidth links to the nodes of the core. Route computation isnandie

and is performed by core nodes using only local state.” CEDAR Hhrage tmain

components:

The establishment and maintenance of a self-organizing routiragtinfcture
called thecore for performing route computations, which is also calbede-
extraction A set of nodes are selected distributedly and dynamicaligvelop
the core of the network. In this process, a minimum dominatingf $ké ad hoc
network is estimated using only local computation and local statéh E@re
node maintains the local topology of the nodes in its domain, and alsonperfor
route computation on behalf of these nodes.

The propagation of the link-state of high-bandwidth and stable links inattee
throughincrease/decrease waveshich is also called.ink state propagation
QoS routing in CEDAR is achieved by propagating the bandwidtHahnay
information of stable links in the core that is known to nodes fayaw the
network, while information about dynamic links or low bandwidth links is kept

local. Slow-movingincrease-wavesand fast-movingdecrease-waveswhich
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denote corresponding changes in available bandwidth on links, are used to

propagate non-local information over core nodes.

* A QoS route computation algorithm that is executed at the core nisdeg only
locally available state, which is also calledoute computation Route
computation first establishes a core-path fromdibi@inator(core in the domain)
of the source to the dominator of the destination. The core path prdkeles
directional information of the route from the source to the destimatising this
directional information, CEDAR iteratively tries to find a paltioute from the
source to the domain of the furthest possible node in the corevgaitth (then
becomes the source for the next iteration) satisfying the sesplhdandwidth,
using only local information. Effectively, the computed route is atshbr
widest-furthest path using the core path as the guideline.

The advantage®f CEDAR include the facts that route discovery or maintenduoties
are limited to a small number of core nodes, and link state gatipa is a function of
link stability or quality. Thedisadvantage®f CEDAR are: core nodes have to handle
additional traffic, which are associated with route discovery aaithtenance; and it is

hard to converge under high mobility.

2.2. Security in Mobile Ad Hoc Networks

Mobile Ad Hoc Networks are characterized by the absenéeenf infrastructure, rapid
topology change and high node mobility. These characteristicardegethat wireless
ad hoc network is more vulnerable to malicious attacks thanatigianal Internet. The
vulnerabilities are mainly caused by the following reasons [17]:

* The use of wireless links makes the network susceptible to at@ogmg from

passive eavesdropping to active interfering. It's not like whan isaditional
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wired networks that attackers have to physically accessitkes ar get through

several defense lines at firewalls or gateways.

* Mobile nodes able to roam independently makes them easier to beedaptur
compromised and hijacked. Since tracking down a particular mobile noale i
large-scale ad hoc network could be hard, attacks by a compromiseérorade
within the network are far more damaging and much harder to d€ueszting
and maintaining trust among peer nodes is also difficult and thusnftyza
failure should be prevented.

* Due to lack of centralized mechanisms in ad hoc network and maoytlahgs
rely on the cooperative participation of all nodes, adversaries gaaitethis
vulnerability for new types of attacks designed to break theperative

algorithms.

* Most ad hoc routing algorithms are also cooperative in nature, whiahlike
with a wired network, where extra protection can be placed on soatst
gateways. Therefore, a compromised node could paralyze the eirtess

network by disseminating false routing information.

Due to these characteristics, the mobile ad hoc networks have hsederity
requirements than the traditional, wired and static Internet. @rmnbe most severe
threats to the routing in ad hoc networks is attack from compromised,wldieh could

exert unpredictable and undetectable Byzantine failures .

2.2.1. Routing and network-layer security

MANET routing protocols can be categorized irgooactive reactive and hybrid.
Proactiveschemes try to keep up to date with the topology and routfogmation in
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the network. This achieves low latencies and good routes, sinbeghpath, according
to the protocol's metric, should always be known when the node wishersdta packet.
However, it also results in high overhead because the informatign amange

frequently.

Therefore, this can be difficult and expensive for mobile adretworks. Traditional
link-state and distance-vector routing protocols are all proactMANET proactive
routing protocols include DSDV [18], OLSR [19] and eReactiveschemes only
discover routing information as it is needed, or on-demand. This greall\ces the
routing overhead incurred by proactive protocols at the expense of Hejbecies,
when routes to a requested destination must be discovered befores gackbe sent. It
can also cause longer routes, since reactive schemes witiumid use an established
route as long there are no errors, even if a shorter route apgieardue to changes in
the topology. MANET proactive routing protocols include AODV [20], DSR]|
TORA [22] and etcHybrid schemes, such as ZRP [23], CEDAR [16], and etc., use
constrained link state maintenance. The routes are also estaldisitenand. Hybrid
scheme is proposed in consideration that since ad-hoc networkldhit quite a range
of topology behavior, routing schemes could adapt to a currenp$tie network, pre-
computing routes when mobility is low, and waiting for send requestsitiate route
discovery when mobility is high.

A set of design techniques for intrusion-resistant ad hoc routiogithlgs are proposed
in [24] to protect ad hoc networks against denial of service attahlkse techniques are
routing algorithm independent principles that can be incorporated imonder of
existing ad hoc routing algorithms to make them robust and resistamialicious
intrusions. The mechanisms aim to limit the damage from intrusiacka and to allow
for continued network operation at an acceptable level during #ekattThe proposed
techniques includeflow-based route access control (FRA@ich is used to restrict

data traffic passing through a router to authorized flows bynsmeé maintaining an
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access control rule base at each router that defines the disthairized flows allowed to
be forwarded by the routemulti-path routing which refers to the ability of ad hoc
routing algorithms to discover and maintain all legitimate rofgea data flow;source-
initiated flow routing allowing the source to specify which of the multiple paths
between the source and the destination will be usaa:monitoring which enables the
detection of path failures resulting from a various types of imtnugitacks (such as data
flow disruption attack and resource depletion attafdgt authenticationa lightweight
mechanism for authenticating data packets flowing through dessreouter that relies
on placing the path label of a packet at a node specific decation within the packet;
sequence numberswhich counters replay attacks; aneferral-based resource

allocation to prevent from colluding attacks.

A new routing protocol Ariadne [25] is introduced based on unoptimized B&Rh
aims to address routing security. The security mechanisnpi®tect againsivormhole
attacks, in which two colluding nodes establish “a private, possiblyofeosind,
channel” between them and modify routes to go through this link oetsetorward
information over it. Adversary model is also proposed based on the number of
adversaries and whether they possess cryptographic keys (Byzartiresjair not. The
authors note that most other protocols simply require a single My&-key, which
gives no protection against Byzantine failures. Therefore Ariaelgeires each pair of
nodes to share a unique pre-distributed secret. This secret seBi¢Gathat generates
directional confidentiality and integrity keys between eachr. p&ven though
confidentiality keys are set up, they are not explicitly usettienAriadne protocol. The
protocol relies on the integrity/authentication keys and the TESutheatication
scheme, which is proposed by Perrig et al. [25]. Messages arwie@tuthentication
codes under the TESLA keys, which are generated from a reversedcpriesh chain.
Each key is valid for a certain period of time and is disclasgy after the time period
is finished and the key is invalid.
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Authenticated Routing for Ad hoc Networks [26] (ARAN) is more arthentication
scheme than a routing protocol. It depends on public key certificatedrastdd
common certificate authorities to provide authentication for routinggss. It roughly
defines a path discovery method, but does not specify how routing informmskept in
the packets not at the nodes. ARAN defines two levels of authémicah end-to-end
authentication service which includes hop-by-hop authentication for oalycuhrent
hop; and an all-to-end authentication service (Shortest Path Comdinpan which all
hop-by-hop authentications are preserved and the packets are alsoypgesl under the
destination's public key. In both cases the relevant certifieagemcluded in the packet;
two certificates for the end-to-end casdor the all-to-end case, wheneis the number
of nodes the packet has visited. Due to the fact that certifieagesften large, both
methods are quite expensive for energy constrained devices, atear®ohd in ad-hoc

networks.

To combat the problem of the heavyweight cryptographic requiremenfsRAN
protocol, LARAN (Lightweighted Authenticated Routing for Ad hoc Netwbdris
proposed . LARAN uses lightweight cryptography via one-way hhsins to achieve
“nearly double the performance of ARAN with only minor impact upegcusty
considerations”. Due to the use of one-way hash chains for authemtjdhe LARAN
protocol requires that “a packet sent by a node is receivechbighboring node before
a third node can replay the packet to it, unless the neighbor under catisidéas
dropped the packet”. Analysis is also provided to address the sesittions against
attacks that introduced when attempting to move to lightweight Hesh-dased
security. These attacks are: Bootstrap replay attack, FAHsage flooding attack, node

movement attack, tunneling bootstrap attack, and jamming attack.

Hop-by-hop authentication is a widely used security mechanism intraldgional
Internet for protecting such featuresimggrity, confidentialityandnonrepudiation The
Secure Ad hoc On-Demand Distance Vector Routing (SAODV) [2&@hiextension of
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the AODV [20] routing protocol that exploits hop-by-hop authentication evept the
route discovery mechanism providing these security characteriSB€©ODV requires all
intermediate nodes cryptographically validate the digitaladige appended with the
routing messages and consequently imposes a high overhead on routing process.

Hop-by-hop authentication is neither efficient nor effective dugstextensive overhead
as well as the fact that authentication can only identify a nodedmunot determine
whether the information distributed by the node is correct. A makcnode inside the
network could raise false alarms or send false link stabennation, which would result
in other nodes being wronged or the network paralyzed. Delibesdtéudiion of false
information could be far more damaging and much harder to detecother forms of
attacks.

To battle the high process overhead in SAODV, the Secure Routing ®r(8&) for

ad hoc networks was proposed by Papadimitratos and[BBlasSRP assumes only the
source and destination nodes are trusted and thus securely assatimiedemoves the
overhead on intermediate nodes. The protocol guarantees that fabigcatedomised,

or replayed route replies would either be rejected or never reathtd the querying

node. SRP achieves robustness in the presence of noncolluding nodes, and provides

accurate routing information in a timely manner.

SEAD (Secure Efficient Ad Hoc Distant vector routing protocolpnisecure ad hoc
routing protocol based on the design of the Destination-Sequenced Digtatoe-
routing protocol (DSDV) [29]. One-way hash functions instead of asgtnen
cryptographic operations are used in the protocol in order to support hiseod#s of
limited CPU processing capability, and to guard against Defi8krvice (DoS) attacks
in which an attacker attempts to cause other nodes to consumes enatesrk
bandwidth or processing time. The simulation results showed that SEAIDbust with
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presence of multiple noncolluding attackers creating incorrectnigpstate in any other

node.

While Quality of Service (QoS) is being regarded as anothécatrgervice other than
security in ad hoc networks, researchers are trying to take advantage of bladgimisras
by embedding one into the other. [30] presents a Security-Aware Ad Hoc RoutiRy (SA
protocol that incorporates security attributes as parametier&d hoc route discovery.
SAR employs the idea of “quality of security” and ensures degarouted through a
secure path only composed of nodes at the same trust level. Tloesastiggested to
simply mirror organizational privileges in trust level estsiininent and to encrypt the
portion of the RREQ and RREP headers that contain the trust leveldéRmable
security properties associated with the “level of protectionudetimelinessordering,
authenticity authorization integrity, confidentialityand nonrepudiation While routing
through a set of trusted nodes guarantees greater secusitypitalways feasible to find

a path that only includes nodes at the desired trust level.

With these remarkable probes, it has been proved extremelytitficfind a panacea
achieving both effectiveness and efficiency for ad hoc routing $gcatl approaches

have to make a tradeoff between these two performances.

A network-layer security solution in ad hoc networks is describ¢8li], which protects
both routing and data packet forwarding functionalities in the comtxbhe AODV
protocol. The proposed self-organization approach employs a “fulizedal design,
which does not assume any priori trust or secret association dretmggles. In the
design, each node has a token to be temporarily admitted to the kyeiviaoch will
expire and has to be renewed. The period of the validity of a nodels ikiependent
on how long it has stayed and behaved well in the network. The belodthe node is
monitored collaboratively by its local neighbors, and any misbehariaouting or

packet forwarding services will be detected. To improve the mamgt@ccuracy and
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withstand the blackmail attack, ‘m out of N’ strategy is usedrwss-validate the

monitoring results of different nodes in the neighborhood.

The advantages of this “full-localized” design include: theallanformation is more
credible than that from the remote hosts because, therefore ¢otiateticcuracy of the
security mechanisms that use local information should be higherthose using remote
information; Secondly, “full-localized” approach removes the netlesf propagating
security information between detecting nodes with multi-hop distamd therefore
reduces network traffic. The disadvantages of the design aredetieetion is only
effective within the neighborhood and therefore does not perform well senqme of
mobile attackers; the audit data is limited to local inforamgtiand overhearing the
channels could be unreliable in some circumstances and consedghentlgtection is

prone to attacks on data-link channels.

A new mechanism, callegpacket leashesis presented in [32] for detecting and
defending against wormhole attacks. Wormhole is a severe attaak hoc networks

that is possible even if the attacker has not compromisechaags, and even if all
communication provides authenticity and confidentiality. In the wormhtiéela an
attacker records packets at one location in the network, and then tilnemelto another
location, and retransmits them there into the network. Becauseotimehole attack is
particularly dangerous against many ad hoc network routing qmiston which the
nodes that hear a packet transmission directly from some noddezxahemselves to be

in range of (and thus a neighbor of) that node, it is important for a node to know how far
it is away from the sending node. Two kinds of leashes are proposed:

» Geographical leashin which each node must know its own location and all
nodes must have loosely synchronized clocks. When sending a packet, the
sending node includes in the packet its own location, and the time at which it sent

the packet; when receiving a packet, the receiving node contpasesvalues to
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its own location, and the time at which it received the packet.rd¢ever can

compute an upper bound on the distance between the sender and itself.

* Temporal leashin which all nodes must have tightly synchronized clocks, such
that maximum difference between any two nodes' clocks T$e value of the
parameter must be known by all nodes in the network, To use temporal leashes,
when sending a packet, the sending node includes in the packet thewhiehat
it sent the packet; when receiving a packet, the receiving nodpacemthis
value to the time at which it received the packet. The recesvédren able to
detect if the packet traveled too far, based on the claimedrtissisn time and

the speed of light.

A specific protocol, called TIK, which implements leashes is also presentaelwotk.

AODV protocol can be vulnerable to impersonation attacks [33]. A imaicnode can
issue in-the-middle attack, to hijack the traffic from node Athieth communicates with

A while pretending to be node B, which is the real destination of nosléréffic. The
authors point out that the classic approaches where public ketpgrgphy can not be
applied in mobile ad hoc networks due to the fact that a central éyftlsarot available.
Instead, this approach us€syptographically Generated Identifiers and Addresses that
are derived from the hash of the node’s public key, which areststatly unique” and
“securely bound to a given node”. Therefore, it allows two hostedABato establish a

secure channel over an insecure ad hoc network that uses AODV.

2.2.2. Intrusion detection architectures

Generally, an Intrusion Detection System can be classifiesg@db@an the detection

technique as described below:
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Signature-basedor misuse) detection monitors for the occurrence of predefined
signatures or sequences that indicate an intrusion. The advantagbs of t
technique are that they have the potential for very low falseiymsdtes, and

the contextual analysis is detailed, which makes it easighéopeople who are
using this detection system to take preventive or corrective addioin.the
drawback of this approach is that it does not perform well attdejgareviously

unknown attacks.

Anomaly-basedletection defines a profile of normal or expected behavior and
classifies any deviation of that profile as an intrusion. Thenabprofile is
updated as the system learns the subject’s behavior. This technigudetaet

previously unknown attacks, but may exhibit high rates of false positives.

Specification-basedetection defines a set of constraints that describe thectorre
operation of a program or protocol, and monitors the execution of the progra
with respect to the defined constraints. This technique may providapladility

to detect previously unknown attacks, while exhibiting a low false positive rate.

IDS solutions for fixed wired networks are often hierarchical @eyloy network-based

sensors at key traffic concentration points, such as switches, routersearadigirThese

IDS sensors are physically secured, and use the sighature-bésettbddechnique to

detect attacks. Alerts generated by these distributed ID®rseae sent to centralized
security servers for analysis and correlation. The effectivenéBSaolutions that were

designed for fixed wired networks are limited for wireledshac networks due to the
following reasons [34]:

Absence of key concentration points in wireless ad-hoc networksewleévork

traffic can be monitored limits the effectiveness of a netvibaged IDS sensor,
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because only the traffic generated within radio transmissiogeranay be

monitored.

* It may be difficult to depend on the existence of a centralizeces to perform

analysis and correlation in a dynamically changing ad hoc network.

* The secure distribution of signatures may be difficult, due to tbpepties of

wireless communication and mobile nodes that operate in disconnect mode.

Y. Zhang et al. proposed an architecture for intrusion detection in mobile wireless
networks and evaluated anomaly detection through simulation exp&ifi@h In this
architecture, if a node detects an intrusion with weak or inasivel evidence, it can
initiate a cooperative global intrusion detection procedure, ondde detects locally an
intrusion with strong evidence, it can independently determine ark attathe network.
In the intrusion detection architecture, a conceptual model fddD&ragent is described
that is composed of six unitkcal data collectionlocal detection enginecooperative
detection enginelocal response, global responsed secure communicationThe
anomaly detection model employs the following procedure: 1)tsalelit data to obtain
a low entropy for the normal dataset; 2) perform appropriate tdmtaformation; 3)
compute classifier using training data; 4) apply the clasdifidest data; and 5) post-
process alarms to produce intrusion reports. Two classifier&BRRand SVM Light,
are studied via simulation. The simulation results showed that RP#REformed
poorly, which indicated that “quasi-linear anomaly detection aizalysed in traditional
intrusion detection systems can not be used in ad hoc networks”, beaguseoility

defeated such effort.

The shortcoming of a cooperative and distributive IDS architecsutieat it could be
susceptible to attacks from Byzantine nodes, which could independeakly false
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claims of detecting an attack from a correct node with strordeeege, thus making it

difficult to derive a distributed consensus.

Hierarchical IDS architectures have been proposed for multiddyeavireless ad-hoc
networks. In a multi-layered wireless ad hoc network, cluster-nedés centralized
routing for the cluster and may support additional security mechanj8bjsis a three
layered infrastructure that may be deployed in the tddiettlefield, consisting of two-
layered ground networks and a third layer of Unmanned Aerialclésh{UAVS). The

UAVs provide event correlation for a theater of operations. iN®igng ground nodes
detecting that ground node V is acting malicious send an accusatissage to the
UAV, the UAV will determine that node V is compromised after receivingestioid of

K accusations. Then the UAV may respond, such as broadcasting @yenessatify all

nodes in the theater. In this way, a UAV acts as a centrafisedecision point for the

network.

2.2.3. Key management

Key exchange and distribution is also a significant issue iNNEIRA security. Key
management's goal is to establish a shared secret betweartialpating parties. There
are several methods of achieving this, namely key predistributigrtydesport, which
includes arbitrated keying schemes, and key agreement. Each ehtmebenefits and
problems in the ad hoc wireless setting. Key predistribution reguihe least
communication and computation to establish a common key; a node eitteeképsor
it doesn't. Arbitrated keying requires less prior configuraboh more messages and
computation. These protocols often require network synchrony and hamgle point
of failure in the arbitrator, which is not very practical foreléss ad hoc networks. To
circumvent this, the service may be distributed to several nedgsirf [36]), in which
more pre-configuration is required and some of the scheme's benefits are lost.
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The absence of a fixed topology and a central authority maki#gdult to implement
key management in mobile ad hoc networks. Some solutions have been pro\Riad i
38], in which approaches are proposed such as key generation, issue, atatage
distribution of public-key certificates.

2.2.4. Unique identification

Since the topology of a mobile ad hoc network is dynamic and selfiangg, a node
can join and leave the network at any time. Therefore, the manueé the identifiers
(or addresses) of the nodes becomes a problem. If a node doeveaat tiaique and
recognizable identifier, it can escape from the punishment evénidf detected as
misbehaving. The following work may help to solve this problem.

It has been noticed that in both of the two approaches that caseleto ensure the
uniqueness of an address (the Duplicate Address Detection (DAD)lyudaae by
sending a query to the chosen address and waiting for a responshe athsitributed
assignment of a priori unique addresses, which can also be a bandwsliimowy task
in a dynamic environment) a merger of two configured networkgeryg difficult to
detect and can lead to duplicate addresses. Thus, a continuoushdwnadbaefficient
duplicate address detection mechanism would be eligible. In thisr,pa new DAD
approach is proposed [39]. In the new approach, the detection of duplicatesaddnea

passive way, only by monitoring routing protocol traffic.

A *“unilateral authentication protocol” is proposed in [40] to proteat6lPetworks

against abuse of mobile IPv6 primitives. A mobile node uses a gdaashl of its public
key for its IPv6 address. This protocol integrates distribution of plklys and protects
against falsification of network addresses. Although it is tach@t mobile networks
with stations, it can also be used in ad hoc networks.
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Some researchers solved the identifier problem using chaséicterof Statistic
Uniqueness and Cryptographic Verifiability (SUCV) of certain ites®, which
characteristics allow them to severely limit certain sgasof denial of service attacks
and hijacking attacks [41]. The idea is to use identifiers that daw®ong cryptographic

binding with their public components (of their private-public keys).

2.3. QoS Security in Wired Networks

Without the protection from security mechanism, QoS can be vulner@blarious

attacks. An attacker’s objectives can be one or more of the following:

* Denial of QoS request. This can be achieved by intentionally dropping or
delaying reservation messages; spoofeggdownmessage can also result in

QoS reserved be cancelled by illegal host.

» Degradation of network utilization. An attacker can malicioustgraoS
signaling packets, which may result in unnecessary or suboptsalirce

reservations

* Reserved QoS degradation. Even if QoS resources have been resmnged a
the path, a malicious node on the path can still use the resenoedcees
without proper authorization; or drop or delay data packets intentipnally
which may result in degradation on reserved QoS. Although QoS violation
detection mechanisms have been used in a few QoS approaches, the affec

may not be recovered in a short period of time.

Integrated Services (IntServ) and Differentiated Servi€a§Serv) are two models
proposed to support QoS in networking. RSVP is a signaling protocol fources
reservation in IntServ model, which allows some users to acosfesqumtial networking
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resources. RSVP security issues include: node and user authenticatessage

integrity, confidentiality, non-repudiation, replay attacks and DoS attacks [42].

RSVP cryptography authentication mechanism is used to prot8&PRmessage
integrity hop-by-hop [6, 43]. An INTEGRITY object is defined to beriearin RSVP
message in order to provide the information required for hop-by-hegrityt checking,
which helps to protect RSVP messages against spoofing and corrudip+y-hop
authentication cannot prevent attacks by the RSVP nodes on the path, namseateas

Tsung-li Wuet al. proposed a secure RSVP protocol, Selective Digital Signatitine w
Conflict Detection (SDS/CD) for RSVP, which combines attack prevention andimrr
detection [44, 45]. The protocol can deal with insider attacks that charcmuntered by
the RSVP authentication cryptography. They described attacker’'siobgeatDenial of
QoS service requestinnecessary/suboptimal resources reservatibegradation of
network utilization andreserved QoS degradatioifhe algorithm can be simplified as

follows:

» Sendekjice sSelectively and digitally signsspec(PATH)with her private key,

Receivesq, verifies withAlice's public key;

* Receives,, sends RESV piggybacking with historical Adspec(PATH),
digitally signed withBobis private key;

* Intermediate RSVP-enabled router Rogtgy verifies if piggypacked
Adspec(PATHis less than or equal to the forwardedspec(PATH);

» SenderAliceuses Bob’s public key to verify iRspec(RESVijs correctly
signed byBob;
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» Similar procedure for refresh messages;

* Once a node (or router) detects something abnormal, it sends taldha
Policy Decision Point, which will decide whether to issue intrusgsponse

to the misbehaving node.

Vanish Talwaret al. proposed an RSVP-SQOS (RSVP with Scalable QoS protection)
protocol [42, 46], which targets at the drawbacks of high overheadahdcalability
respectively in [6] and [44]. To make the design scalable, RSMPSSQivides the
network into domains or sub-networks and modifies the algorithm in [BNPRSQOS
adopts the same idea of digitally signing the non-mutable messagl checking the
integrity of mutable parameters via feedback messages. Theddiate ingress routers

as well as the receivers can also generate feedback meedsagerify the integrity,

which will be used to detect malicious attacks during inter sub-networks delivery

Some researchers have been seeking to prevent against botbftypkserabilities and
attacks on QoS: attack arontrol flow and attack ordata flow [47]. The work is
composed of two parts: resource pricing, which protects control o analysis of
TCP dropping against attacks on data flow. In resource pricingpriidems that are
dealt with include unauthorized use of resources and denial of aocassauthorized
user. Thedemand-based pricingnethod is used as the solution. The article states that
packet dropping attack is one of the most difficult attacks to bamlong the various
types of denial of service (DoS) attacks. There are threkepdropping patterns:
periodic dropping retransmission-based droppirandrandom dropping The detection

is conducted at end systems instead of requiring cooperation fromnaithes in the

network.

QoS routing is to find a suitable path through the network betweenothees and

destinations that will have the necessary resources availatnlegiothe QoS constraints
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for the desired service, and to set up the resource reservating tie path. A
comprehensive reference for QoS routing problems can be found in [48]oQg),

dependent on the accurate availability of the current network statke exact security

problems because compromised nodes could provide false information or provide

expired information via replaying old routing messages. Distribatedhop-by-hop
routing can also introduce new security problems since the sourcattardnodes are
involved in path computation by identifying the adjacent router tolwthe source must
forward the packet associated with the flow.

2.4. QoS Security in Mobile Networks

There are publications [49] [50] aimed at providing different kel security among
different groups of nodes while integrating security into QuatityService as a

parameter.

Cluster based Routing for End-to-end Security and Quality of sesatisfaction
(CRESQ), a new QoS routing protocol for ad hoc networks, is proposed]int[dSes
clustering to minimize the routing overhead and uses localized rectevary to
minimize route and QoS re-establishment delay. In CEWSQ, a meaistablished with
the involvement of intermediate clusters, which means the routingthlg interactions
take place at the cluster level. It considers QoS parantstse making a connection.
The source node is aware of the intermediate nodes and the inbormadtibe used in
case security is desired. The source node may specify leYedecurity (such as
authentication, encryption and etc.) in the QoS specification.

As we have mentioned, SAR protocol is presented in [30] and [50] proibecol also
incorporates security attributes as parameters into ad hoc reatvelly. SAR employs
the idea of “quality of security” and ensures data are routedghrawsecure path only

composed of nodes at the same trust level.
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3. ALIGHTWEIGHT AUTHENTICATION PROTOCOL FOR
MOBILE AD HOC NETWORKS

Most ad hoc networks do not employ any network access control, ledvamy
vulnerable to resource consumption attacks. In ad hoc networks, usdr®rassure the
party who supposedly sent a message to another party is indeed tineategparty.
Otherwise, a malicious node could tamper a network with falsifeed. d’hese attacks
can result in degraded performance of networks, interferencesotirce reservation,

and unauthorized use of resources.

Authentication mechanisms are used to ensure that the entity ypposedly sent a
message to another party is indeed the legitimate entity. &esemurity requirements
for authentication include protection against replay attackstaese against man-in-
the-middle attacks and provision of confidentiality. There are twsicbkinds of
cryptography that have been widely used for the traditional neteisymmetric

cryptography andsymmetricryptography (such as digital signature).

Different from the fixed networks, the communication links in mohaidehoc networks

are open shared medium, which makes the communications between neighboreéng node
more vulnerable to attacks such as packet forging and malicieuatian. In addition,
mobile ad hoc networks are characterized by absence of fixedtinfrure, rapid
topology change and constrained resources (such as limited battegy, pownall
computational capacity and bandwidth). These characteristics daterthat the
authentication protocols used for routing and data packet delivery in MANEould be
lightweight and scalable. Asymmetric cryptography doesadapt well to MANETS in

that the processing required for asymmetric cryptography is@ety intensive and the
technique has been proved to be prohibitively insufficient in wirgldsdsoc networks in

terms of message overhead and computation complexity. Symmegptognaphy
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algorithms are fast. Nevertheless, it introduces complexity in key enainte and exerts

difficulty in authentication for multicast or broadcast communications.

Moreover, radio channels in wireless networks are more erroneoussaydthan the
communication links in the Internet. With multiple receivers, éheould be a high
variance among the bandwidth and radio interference of differeaivegs, with high
packet loss for the receivers with low bandwidth and high radio imade. In
consideration of this problem, the authentication mechanism is expecbe effective

even in the presence of high packet loss.

The idea of TESLA key is proposed in [51].TESLA uses one-way hashed tha
generate keys, and delays disclosure of keys to guaranteentbde aeceives the packet
before another node can forge the packet with already releagedBeg the security
condition of TESLA requires clock synchronization, which is verydiffito achieve in

mobile ad hoc networks, if not impossible.

The design of our protocol is motivated by LHAP (a Lightweight dggop
Authentication Protocol for Ad Hoc Networks) [52]. LHAP is a ligbkitght hop-by-hop
authentication specially designed for ad hoc networks. It uses tvgo KRAFFIC key
and TESLA key. TRAFFIC key is used to authenticate packets; B&4A key is used
to achieve trust maintenance by authenticating KEYUPDATE agesKEYUPDATE
message is sent periodically to guarantee that the curreasedlé&ey is valid so that a
malicious node will not be able to use an obsolete key to forge atpael&P is not
only a comprehensive authentication approach, by thoroughly describing key
management and traffic authentication, but also proved to be computgtiifialent.
However, it requires two keys, which hence not only adds more complexity
authentication, but also needs to periodically send key maintenancegg@sciteat
themselves need to be authenticated with TESLA keys. In additid&P does not

eliminate the disadvantage of delayed authentication in TESLAuBedhe authenticity
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of the packets and the TRAFFIC key can not be verified until TESeAX is

authenticated.

In this chapter, we will propose a lightweight authentication protogblch utilizes
one-way hash chaito provide effective and efficient authentication for neighboring
communications in MANETs. Our protocol is lightweight, scalable toidrant of

packet loss.

3.1. The Authentication Protocol

This authentication protocol utilizeme-way hash chainsvhich is more efficient and
less expensive than asymmetric cryptographic operations. One-whychas is a
widely-used cryptographic primitive that useme-way hash functioto generate a
sequence of random values that serve as authentication keys. It masideee in

authentication schemes for wireless ad hoc networks [29] and sensor networks [53].

Figure 1 demonstrates the one-way hash chain construction, wiizatd revelation.
To generate a key chain of length1, the first element of the chamis randomly
picked and then the chain is generated by repeatedly applymgeavay function
(denoted a$i in Figure 1). A one-way hash function maps an input of any length to
fixed-length bit string, which is defined Hs {0,1}" - {0,1}?, wheregis the length of
the output of the hash function — the newly germerdtey. The functiomd should be
simple to compute, nonetheless must be computdiffanéeasible in general to invert.
In utilization and revelation of these keys, we ube reverse direction of key

generation: we start frolm , the last generated, and thep ..., h, . Any key of the one-

way key chain commits to all previous k&yand h, is @ commitment to the entire one-

2 |n the dissertation, when we refer to the direciid key generation as the direction of the ch&ir. example, the subsequent
key of hyis h;, and so on.
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way chain. Any keyh, can be verified frorh, (0<i < j <n) to be indeed an element in
the chain by repeatedly applying H for-i times, that ish, = H 7' (h,). Therefore,

given an existing authenticated element of a ongesh chain, it is possible to verify
elements later in the sequence of use within tlaénch

Generate keys

H(hr) s H(ha) o h H(hy) h, H(h,) "

Use/Reveakeys

Figure 1. An example of one-way hash chain

The chain of keys can be created all at once n#-before the mobile node joins the
network and then stored for later use.

We use the following notations to describe our entication protocol (see Table 1).

Table 1. Notation for Authentication Protocol

Symbol Description

A B Identities of mobile nodes

Certy Certificate of node A’s public key
signed by CA'’s private key

Sign(M) Digital signature of message M, signed
with node A’s private key

MAC((M, K) MAC over message M with keg

hA The " key in node A’s one-way hash

! chain

H, Node A’s hash function

HX Applying A’s hash function fok times

M1[M2 'I'\;Ihze concatenation of message M1 and

pA The {" packet of node A'’s.
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In this section, we will discuss the assumptionsadmch our protocol is established,
which is followed by a detailed description on thesic scheme of our authentication
protocol, including trust management and messagfgeatication; and at last we will

address the problem of key disclosure.

3.1.1. Assumptions

To prevent a malicious entity from forging packeith MACs that are computed using

already released key, a packet sent by a nodecdhég treceived by an immediate

neighboring node before a third party is able fa the packet to it, unless the receiver
has dropped the packet. This necessary conditioauthentication using one hash key
chain is assured in our approach by using delaggddisclosure. The scheme of key
disclosure will be discussed later in this chapter.

We assume that each node can communicate withstedrcertificate authority (CA)
before it enters the ad hoc network, and it camiokd public key certificate signed by
the CA as well as an authentic public key of the. ChAe public key of the CA will be
used to verify key certificates distributed by athedes. However, a node may not be
able to contact the CA after it joins the netwodcéuse it is difficult for an ad hoc
network to provide a central administration poimce all the nodes in an ad hoc
network are mobile. Moreover, a central entity ery likely to become the most
vulnerable point in the network, which is subjecvarious malicious attacks.

We also assume that the mobile nodes that we ateqgting are relatively underpowered
so that asymmetric key operations such as diggalasures are too expensive for them
to compute for each packet. In our scheme, digitghature is only used in trust

bootstrapping so that the nodes can verify the igeness of the first revealed key. Once
the initial key is confirmed to be authentic, thebsequent keys can be verified by
applying the one-way hash function.
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On the contrary, the adversaries are powerful whth following capabilities: (1) an
adversary can be capable of various attacks: eeygsdelay, drop, replay or alter
packets; (2) an adversary’s computation resouraede very large but yet limited. This
means that an adversary may be able to conductdagputations, such as computing
MACs with negligible delay. The adversary, neveghs, cannot invert a hash function
and hence cannot obtain a hash key before thewegraeveals it.

3.1.2. Trust management
1) Trust bootstrapping

To use one-way hash key chain for authenticatiomode needs to distribute an
authentic key such ds, which is the first revealed key from its genedatdain. This
key commits to the whole key chain and therefoee gbnuineness of the subsequent
keys can be verified by applying hash functionhig key, such as: given a kby it is a

genuine key from the chainif, = H"" (h,) ; if not, it is a counterfeit key.

Our scheme requires that a node contact the catgfiauthority to obtain public key of
the CA as well as the certificate of the node’s gwblic key before it joins an ad hoc
network. The node can also pre-compute the whodewaay hash key chain off-line to
reduce computational latency. Then the node sigasrtessage with its private key and
broadcasts a JOIN message to its neighbors. Weoseppat a node, say noée is
sending JOIN message to its neighbors. The JOINsageswill be in the following

format:

A - [:Cert, { Ah2[H .}, Sign(A h2 H,)

where CertA denotes the certificate of node A’slipulkey that has been signed by CA’s
private key;A denotes the identity of node A; ar®ign,(Ah?,H ) denotes the digital

signature of messageA h;|H .} .
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Upon receiving this JOIN message, every receiviogenfirst uses CA’s public key to
verify the certificate of A’s public key. Once thgenuineness of node A’s public key is
confirmed, the key can be used to verify the digsignature on A’s message. If the
digital signature is validated to be authentic, tbeeiving node will record A’s initial

key h*as well as its hash functioh, .

To bootstrap an authentic hash key to node A, edcits neighbors (say nodB)
unicasts the following ACK message to node A:

B - A:Cert, {B|h|H,}, Sign,(B,h%, H,)

where h? denotes B’s most recently released key. Node A pdiform the same

verifications on B’'s ACK message as what node Buditi A’'s JOIN message.

2) Trust maintenance

The trust relationship between a node and its meighis maintained with a periodical
broadcast of KEYUPDATE message. In the KEYUPDATEssage, a key that has been
used to compute MACs will be released, and thehteigng nodes will verify the new
released key with corresponding hash function. Maéntenance process is described

below:

Each node periodically broadcasts a KEYUPDATE mgsda its neighbors, which
discloses its most recently used key:

AHD:A,hjA

The keythwiII be authenticated by its neighbors based on greviously released

keyh!,,: if it can be proved that ,(h)=h,, the keyh! is considered valid;
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otherwise, the key is invalid and the receiving ea@day optionally issue an intrusion
alert to other nodes.

3) Trust termination

In our authentication scheme, the trust relatignshetween two nodes may be
terminated under two circumstances. First, wheodens detected to be compromised,
the detecting nodes will permanently terminate rthieust relationship with the
compromised node. In this case, a further step ssclkxcluding the node from the
network might be taken. Second, when a node doégeneive the KEYUPDATE
message from a neighbor for a period that exceegsedefined threshold, it will
terminate its trust of the neighbor temporarilyisTban happen when the neighboring
node moves out of the node’s transmission ranga/h@n the neighboring node is not
transmitting any data packets for a fairly longédifave assume that in case a node does
not have any packets to send, it will not releasg jBeriodically in order to save its
keys). If the two nodes want to restart their comizations, they can run the trust
bootstrapping process again to reestablish thast trelationship. The value of the
threshold is dependent on the size of the cachaufttrentication at the node. The cache
is used to store the authentication informatiorothier nodes’, such as hash function,
previously released key, and non-verified messayes®de with a larger cache can store
more commitment information and therefore a trettronship may be kept for longer

time.
3.1.3. Message authentication
When a node wants to send a message, it comp@edAlC on the message and then

unicast to the receiving node (say node B), or icagt (or broadcast) the packet
(denoted a®”) to the receivers in the following format:
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A = B(*) :M, MAC(M,h*)

where h*is the currently used key of node A’s. Note that #eyh”has not been
disclosed at this point. The originator of the pEcknode A in this case) will later
discloseh” in KEYUPDATE message. The key enables the receiveerify the MAC

of the message. If the verification is succesgh#, message is then authenticated and
trusted. Once the key is disclosed, it becomesletesand can not be used to generate
MACs any more.

3.1.4. Key disclosure
1) Security condition and threat model on authentoati

This authentication protocol can be compromisethifdversary obtains node A’s secret

key h*before a receiver receives the data packet thabiected with this key, because

the adversary would be able to change the messabéhan use the key to recompute
the MAC of P*, or even to forge all subsequent traffic. To previeom this type of
attacks, the receiver needs to be assured thacéives the data packet before the
corresponding key is disclosed by the sender. ®h@nfing security conditiordescribes
this requirement:

“A data packeP arrived safely, if the receiver receives the paekeen the sender did
not yet send out the corresponding key disclosaoiet.”

It is known that radio channels in MANETs are mprene to error than those in the

Internet because wireless communication links e shared medium. The erroneous
communication caused by signal conflicts may resulteteriorations of packets or even

packet drops.
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Figure 2 exemplifies an attack that takes advantdg€EYUPDATE packet drop to
send maliciously modified or forged packets. Supposde A is sending a messade

to its neighbors with MAC (denoted by MAC(MS) in Figure 2), which was generated
with key K. Then A discloses kel to its neighbors B, C, D and M. Suppose node B
does not immediately receive the messkfigeand the KEYUPDATE message due to
signal conflict at its channel. Node M, which isnalicious entity, then takes advantage
of this chance to modify the messageMs and sends the tampered packet to node B
with a MAC that is generated using the discloseg lkgdenoted by MAC(Ms’K) in
Figure 2). Node B would believe that it is a lagiite packet from A when it later
receives the resent KEYUPDATE message from A (oreplayed KEYUPDATE
message from node M).

O D
Ms, MAC(Ms, K)
EYUPDATE L
56 ©-—>0¢
Ms’, MAC (Ms',K)
M
o

Figure 2. An example of in-the-middle attack on key disclosure

2) Delayed key disclosure

To prevent from the “in-the-middle” attacks desedkabove, a receiver should have the
knowledge of when to expect a KEYUPDATE messageSITA uses delayed key
disclosure to solve the problem. It also use® synchronizatiotio guarantee that the
receiver can unambiguously verify if the securigndition holds on each packet and
then decide to keep or drop the packet. Howeverckcsynchronization relies on two
assumptions: first, the nodes to be synchronized tiee ability to periodically exchange
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messages; and second, the nodes have the abilggtimate the time it takes for a
message to travel between them. In mobile ad htweonks, the high mobility of nodes
lead to frequent reconfiguration of topology andqgfrent change of communication
capacity between two nodes. Therefore, clock symshation is very difficult (if not
impossible) to achieve in a MANET in that theragscentral control and packet delays
may vary due to unpredictable mobility and radiiference.

Our authentication protocol uses delayed key désck without requirement for clock
synchronization. In the protocol, a currently ukegt is broadcast after the key has been
used to generate or verify MACs fotime interval This time interval, namelgielay of
key disclosuren this context, is determined by the sender amwbanced in the data
packets that are protected with the key. Beforeew ik disclosed, the packets with
MACs that are computed with the key cannot be anliteted. Packets can be stored in
cache at the receiving node until the key has lveeaived and the authentication is

completed.

We define thadelay of key disclosuyelenoted by, as the time difference between key
disclosure and the time when sensliartsto send messages that use the key to compute
MACs. Specifically, if a sender starts to send fir& packet that is authenticated via
MACs with keyK at timet,, then keyK will be disclosed at time=t,+d. Suppose
there arem packets on which MACs are computed with k&y denoted by

P, BY,..., P respectively in sequence of being sent, and thestiwhen they will be

sent aret,t5,...,t\ respectively. We denote the time interval betwesmdimg of the

packet and the key disclosurerasand the interval for packetasr;. The timeline is

shown in Figure 3.
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Figure 3. An example of the timeline for a delayed key disclosure

In the example demonstrated in Figure 3, we have:

n =t" _th (=d);

r, =t -t5;

In our protocol, a sender announces the remairiing t in its data packefs The
receiver can estimate when to expect the arrivalthef KEYUPDATE message
according to the remaining time. Suppose the receiveceives the packet
P (l<i<m)at timert . The remaining time indicated in the packet;idn case that
the data packet and the KEYUPDATE message areedletivat the same transmission
rate, the KEYUPDATE message should arrive at theiveng end at time“ =rt +r,.

If the data packet and the KEYUPDATE message dreetled at different transmission
rate (supposedly the difference &, then the KEYUPDATE message should be

expected at the receiving end raf =rt" +r, +J. d can be estimated at each node

according to its observation on the traffic .

This scheme eliminates the need for clock synchatimn, which is used in TESLA.

Although it still needs to estimate the differermween transmission rates of a data

3 Note that the time when a packet will be sent aatrbe exactly known at the time of packet genenatitowever, it
can still be accurately predicted according todhehe status at each node.
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packet and its KEYUPDATE message, it is easier ttlack synchronization because it
does not need to estimate the absolute value drrigsion delay. Instead, it only needs
to estimate the variance of the transmission dedaydata packets and the corresponding
KEYUPDATE message, which is much easier.

In our protocol, it is possible that a key (d&yis disclosed after the packets using the
next keyh;.; have been sent. Therefore, the receiver needsoww Wwhich key is used for

which packets. To solve this problem, we includeitidex of the key in data packets, so
that the receiver will be able to know which keyusld be used to authenticate the
message. Therefore, a data packet from node Aneésto all its neighbors (broadcast)

or to node B (unicast) is in the following format:

A - *(B: M, MAQ M), r, index

whereindexdenotes the index of the key that will be useduihenticate the message.
And the KEYUPDATE message will be:

AT A if‘ indey

The index of the key is not protected in the messagcase that it is tampered such as
maliciously increased or decreased, it can stilbefied by repeatedly applying hash
functions to the key until the result matches thevipusly received key and meanwhile
counting how many times the function has been egplFor example, if the newly

arrived key isK and the previously received key KK andK'=H"(K) , then
index K) = index K)+ n

Using this method, our protocol is tolerant of petdss because the key verification is

not based on the immediate previous key.
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In our scheme, the delay of key disclosure can Varydifferent keys. It is not a
predetermined and unchanging value since estaldishf the trust relationship, as
what TESLA has used. The advantage of varying detdykey disclosure is that it
allows a sender to choose key disclosure periodrdi to the pattern of the traffic
transmitted by the sender: when the traffic is lerathe delay should be smaller; and
vice versa. This can prevent the cache from beilogded”. An example of this varied

delays scheme is demonstrated in Figure 4.

KEYUPDDATE KEYUPDDAT
N K N EoN
: : » KEYUPDATE
d, d;,
| : | » Packets
P: Pi;1 Pis2 Pis3 Pis4
H—j H_J
Kj Kj+1

Figure 4. Varied delays of a key disclosure

3) Comparison with TESLA key disclosure scheme

The differences between our key disclosure andah8ESLA are:

* We broadcast KEYUPDATE message to release key$e WRISLA releases keys
in data packets. Because different data packetsbhmasgrgeted at different groups
of receivers, TESLA is not able to guarantee thatkey would be disclosed to all
the receivers that have received the data packetsgbed by the key.
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» Our protocol eliminates the need for clock synciration. Clock synchronization
has been proved to be prohibitively difficult amerefore we argue that it should
be used in authentication mechanisms.

* In our protocol, the delay of key disclosure is adixed value since configuration
of the network, as TESLA has used. It is up to $kader to decide the delay
values based on the traffic status of the netwtirkllows more flexibility than
TESLA and avoids the problem of authentication eamverflow.

3.2. Security Analysis

1) Trust management

Our protocol uses digital signature in both initraist establishment and subsequent trust
reestablishment. Compared to the scheme that ss@sn@etric cryptography in only
initial trust bootstrapping, our protocol can gude® the genuineness of the key that
commits to all the subsequent keys, and an “inatinddle” attacker would not be able to

replay an already released key and forge packdistiae obsolete key afterward.

2) Message authentication

Up to date, MD5 [54] and SHA-1 [55] are two of timost widely used cryptographic

hash functions. MD5 has been recently shown to lleevable to collision search

attacks [56]. This type of attacks and other autyeknown weaknesses of MD5 can be
thwarted by the use of MD5 within HMAC [57]. MD5-HMC is proved to be more

secure than MD5 in protecting the authenticityraffic.

Our message authentication can effectively thwaetdttacks of forging or maliciously

alteration of packets.
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3) Key disclosure

The delayed key disclosure can prevent from inatiddle attack in which an adversary
may use an obsolete key to forge or alter packdtsvever, the performance is

dependent on the value of the delay.

Non-repudiation is also achievable in case of ukinge delay values.

3.3. Performance Analysis

In this section, we will evaluate the trust managetmand message authentication
approach. We will evaluate the delayed key disclscheme as well.

3.3.1. Simulation setup

We use Network Simulator, ns2, for our simulatioée use two scenarios for our

simulation:

Scenario 1 The first scenario we used is demonstrated inr€i§. There are totally nine
nodes in the scenario. Eight of them (denoted asN®] ... , N8 in Figure 5) serve as
transmission nodes, who transmit packets to orgdesieceiving node (denoted as N9 in
Figure 5). Node N9 is the sink of all the traffithe nodes are positioned at the mesh
that is demonstrated in the figure. Static netwogology used in this scenario allows us
to easily observe the network performance (sudioasby-hop delay, etc.) according to
varied channel loads.

Scenario 2 In our second scenario, 50 mobile nodes areorahddistributed in a
1500x300 rectangular space. The node mobility maslelandom waypoint model,
which is commonly used in simulations for mobilehext networks. The maximum node

speed is 20 m/s. This scenario allows us to obgbe/@erformance of our protocol in a
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complicated environment that is more similar thaerfario 1 to a network in the real

world.
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Figure 5. Network topology of a 9-node scenario

3.3.2. Performance evaluation for the trust management and message

authentication

The performance metrics employed to analyze thst thmanagement and message
authentication approach areomputational overheadauthentication latengymessage
overhead Our performance evaluation is based on thealeticalysis and simulation

results.

We use a widely used simulation toohs-2[58]. Our simulation is based on a 1500 by
300 meters rectangle space. 50 nodes move fromdamastarting position to a random
destination with a random speed uniformly distréslibetween 0 to 20 m/sec. If it is not
specified, the pause time of nodes is set to 60rslsc The Media Access Control layer
protocol is IEEE 802.11 and the transport protasdUser Datagram Protocol (UDP),
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which are both available as a part of the simulatbe length of data packet is 512 bytes
and the traffic sources used are Constant-Bit-FaBR).

1) Computational overhead

As any authentication mechanisms, our protocobduces computational overhead by

two operations: message authentication and trusageament.

In our protocol, symmetric cryptography is usedrfe@ssage authentication. It is known
that symmetric cryptographic operations are thoefewr orders of magnitude faster than
asymmetric operations, especially on CPU limitedaks.

We used asymmetric cryptography in trust bootsirappthat is, when a node is
establishing or reestablishing trust relationshighwvits neighboring nodes. This may
introduce more overhead than LHAP because LHAP eysptligital signature only
when the trust is bootstrapped for the first tidewever, we have argued that using
digital signature is necessary even in re-bootptragpsince the key release is vulnerable
to replay attack, especially when the receivingenbbds moved out of transmission range
for a time interval and hence is likely to be uneavaf the currently released key. It will
not introduce significant overhead on receiversabse signature verification is much

faster than signature generation [59].

Moreover, our protocol only maintains one authexion key, which consumes fewer
resources such as CPU and memory than LHAP, whahtains two keys — TRAFFIC

key and TESLA key. We only use digital signature timst bootstrapping. The trust
maintenance is still based on one-way hash functirich is so efficient that it is

usually considered negligible.
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2) Authentication latency

The latency of authenticating a packet is introdubg two parts: MAC verification
latency and key disclosure delay.

MAC verification is accomplished by computing onash. The latency for this
verification is less than one millisecond even fary constrained computational
capability such as handheld PDAs [59].

The delay of key disclosure is a value that is rieitged by the sender of packets based
on the traffic pattern. A very small delay may eadsficulty in satisfying the security
condition and consequently increase the risk torkelay attack; while large delay may
result in an increase on authentication latencyadé@off should be made between
performance and security properties. A quantitylyaimaon the delay of key disclosure

will be included in our future work.

3) Message overhead

Message overhead is introduced by trust managemesgsages (such as trust
bootstrapping, KEYUPDATE and trust relationshipmaration messages) and MACs of
packets.

Suppose that the authentication is performed ubiDd Message Digest Algorithm.
Then the MAC attached to each packet is a hashyssstdihat is 128-bit long. If the data
packet size is 512 bytes, the overhead introdugedACs is approximately 3%, which

is very small.

The overhead introduced by trust management vawdh the frequency of
bootstrapping and KEYUPDATE messages. It is obvithag high node mobility will
result in more frequent trust bootstrapping andefoee introduce more overhead. In
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addition, a node sending more traffic will lead toore frequent broadcast of
KEYUPDATE messages, which also introduces morelwat.

Figure 6 demonstrates the simulation results ofkB&¥ UPDATE messages that have

been resent. The data packet rates vary from 2epager second to 10 packets per
second. We assume that the KEYUPDATE messagesatavih the same rate of the

data packets. This implies that we use a new kegdoh data packet, which is the worst
case for KEYUPDATE messages in term of messageéheael

We can tell that from the figure the packet resate increases with increase of packet
rate. When data packets are sent with the ratepaicRets per second, the resent rate is
only 0.03%, which can be ignored. The resent ratgeases to 37.33% when data
packets are sent with a rate of 10 packets pendedo this case, the message overhead
introduced by KEYUPDATE messages is 9.7% assumirag the identification of a
node is128-bit long and the index of the key is-b28ong too.
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Figure 6. Resent rate of KEYUPDATE messages
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The standard deviations of the percentages arershothe figure too with the vertical
lines on the values.

R PV
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Wherec denotes the standard deviati(;ﬂjenotes the mean, and N denotes the number

of the samples.

3.3.3. Performance analysis for delayed key disclosure

To analyze our delayed key disclosure scheme, mwetéike a measurement on average
hop-by-hop delay. bip-by-hop delayof data packets is an important metric in
determining the value of the delay that should $edun key disclosure scheme, in that
the key disclosure delay should be large enougjutwmantee arrival of the data packets
before the key but meanwhile be as small as p@ssiblachieve low authentication
latency. We use hop-by-hop delay instead of enehtb- delay because our
authentication protocol is designed for neighborimgmmunications and the
transmissions the protocol is aimed to protecbatg one-hop transmissions.

Then we will use different key disclosure delayuwes to evaluate the performance, in
metrics such agercentage of packets arriving safalyddropped packet rate

1) Average hop-by-hop delay

We measured average hop-by-hop delay on both ¢dtysayer level and Network
Layer. The delay on the Physical level is mostly ttansmission time the packet takes
in the air. We tested it in the scenario wheredlse two nodes, one of which transmits
packets to the other. The distance between thentdes is 150 meters. The average
delay is 0.00467269 second with a deviation of feas 1x 10 second.
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The average hop-by-hop delay at the network laydested in both the scenarios of 9
nodes and 50 nodes we described earlier in thisosecThe hop-by-hop delay is
calculated agnd-to-end delaya packet takes from the source to the destinatimded

by the number of links a packet has traversed dudalivery from the source to

destination (the number of hops), i.e.

end-to —enddelay

hop- by - hopdelay=
numberof hops

We measured the delay at the Network Layer becthesd&ey disclosure delay value
(denoted as in previous sections) will be determined and stadnpn data packets
above the Medium Access Control Layer level. AbdMedium Access Control Layer,
data packet delay may result not only from thedmaission in the air but also from the
backoffdue to channel contention at Medium Access Comdr@r and from theueue
delay.

The results for Scenario 1 (9 nodes) are shownigaré 7 (a).The deviations are too
small (less than 0.00002 second for all the casdsg¢ shown in the figure.

We tested average hop-by-hop delay in Scenariot® waried pause time, which is
changed from 60 seconds to 480 seconds in an aitef\60 seconds (sdggure 7(b)).
The hop-by-hop delay for each packet rate is therame value from the cases with

different pause time. The vertical line at eacmppresents thdeviationof the value.

We can see frorfigure 7that average hop-by-hop delay increases with tbee@ase of
the data packet rate. The reason for this incrgadatay is that increased packet rates

result in larger channel load and therefore mownnokl contention for packets, and the
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channel contention causes more backoff time foa gatkets. Table 2 and Table 3 give

the average channel lo&dscording to the packet rates in Scenario 1 amdectively.
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Figure 7. Average hop-by-hop packet delay

With the same data packet rate, the average chhaus in Scenario 2 are less than the
corresponding channel loads in Scenario 1. Howeber,delay values are larger than
those in the scenario of 9 nodes. This is causdtdiollowing reasons:

First, channel loads do not always accurately cefilee contention status at a channel,
because a node’s neighboring communications mayadisct its capability of receiving
packets and the packets in these communicationsadraccounted as its channel load.
In Scenario 2, although the channel loads arediglihe contention is more intensive in
that most of the nodes have more neighbors thae N&din the first scenario. As we
have mentioned earlier, more intensive contentr@ssilt in more backoffs and hence

larger transmission delays.

4 Please note that here “channel” refers to the umedhat a nodes shares with all its neighbors, wisdaifferent from “link”,
which refers to the point-to-point medium that ta@ghboring nodes use for transmission.
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Second, node mobility may also introduce delaysesihcan cause re-routing when the
network topology changes. These routing packetscathpete with data packets for the

bandwidth of channels and therefore cause moreolffsadn data packets.

Table 2. Average Channel Load (Scenario 1)

e Crameload bp)_ oo
2 173974 8.70
4 374926 18.75
6 534254 26.71
8 733054 36.65
10 907016 45.35

Table 3. Average Channel Load (Scenario 2)

oot Chammeload o) o
2 57096 2.85
4 107592 5.38
6 125818 6.29
8 156477 7.82
10 182633 9.13

From the above simulations, we can conclude togd-by-hop delay increases with
increase of traffic load in the neighborhaotherefore, a sender should use larger key

disclosure delay in case of heavier traffic load.

2) Percentage of packets arriving safely

According to the average hop-by-hop delay demotestran Figure 7, we tested our key
disclosure scheme with varied disclosure delayaeslThe percentages of data packets
that arrive safely according to different data mctates are shown in Figure 8. We

observe that more than 97.6% of the data packets heived safely when the key
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disclosure delay is set to 3 seconds; more tha8?®4f the data packets have arrived
safely if the key disclosure delay is set to 2 s€sp in all the cases of different data

packet rates.
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Figure 8. Rate of packets arriving safely

3) Dropped packet rate

We also test the dropped packet rates with diftecaiche sizes. We use very small
cache sizes (16 packets and 32 packets) to obdeyerformance. The key disclosure
scheme should have less dropped packet ratesling®eorks since larger cache sizes

(such as 128 packets) are often used.

The results for the two cache sizes are shown gurEi 9 (a) and Figure 9 (b)
respectively. From the simulation, we have notitleat with increase of data packet
rates, the drop rate at the cache increases to@awalso observe that, if the cache size
is as small as 16 packets, there will be about 88f4 packets dropped at the cache at 10
packets per second of data packet rate if the ksjodure delay is set to 2 seconds. In
case of 3 seconds key disclosure delay, the dtepwid increase to 60% or so. With the

cache size of 32 packets, drop rate decreasesirioc@se of 2 seconds or lower key
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disclosure delay in case that the data packetisal® packets per second. If the key
disclosure delay is 3 seconds, the drop rate isitab®%. However, if we use a cache
with size of 64 packets, the drop rate will drotoo matter what the data packet rate is
(in a 2 pkt/s to 10 pkt/s range).
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Figure 9. Average dropped packet rate

If we use a cache of 64-byte length, the droppetkgiarate will be 0 even with 10

pkt/sec data packet rate.
3.4. Conclusion

Most ad hoc networks do not employ any network s&ceontrol, leaving them
vulnerable to resource consumption attacks. Inadnetworks, users need to assure the
party who supposedly sent a message to anotheyr theatt it is indeed the legitimate
party. Otherwise, a malicious node could tampeetvork with falsified data. These
attacks can result in degraded performance of n&gyonterference of resource
reservation, and unauthorized use of resources.ddal with these attacks, an
authentication protocol needs to be in place touenghat a packet is sent by an

authentic and legitimate node.
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In this chapter, we have proposed a lightweighheniication protocol that effectively
and efficiently provides security properties such authenticity and integrity for
communicating neighbor nodes in MANETSs. The protatizes one-way hash chains
to compute authentication keys, which not only @&lmes the high performance
overhead imposed bgsymmetriccryptography (such as digital signatures), bub als
avoids the difficulty of key management introdudgdsecret pairedymmetrickey. Our
protocol also usedelayed key disclosur® prevent a malicious entity from forging
packets with Message Authentication Codes (MAC#h an already released key.

The authentication protocol is lightweight, scagalaind tolerant of packet loss. The
performance analysis showed that the protocol swéow overhead penalty and also
achieves a tradeoff between security and performaite delayed key disclosure
approach can achieve an extremely low dropped packe if the data packets are

cached in a fair size buffer before being autherdid.
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4. SECURITY IN QOS MODELS AND SIGNALING SYSTEMS FOR
MOBILE AD HOC NETWORKS

Integrated Services (IntServ) [1] and Differentibt®ervices (DiffServ or DS) [2] are
two commonly used QoS models that have been prddosé¢he traditional Internet and
are also being investigated for MANET environméitéxible QoS Model for MANETS
(FQMM) [2] is a model proposed solely for mobile laac networks. These QoS models

specify architectures in which some kinds of sewicould be provided.

QoS signaling is used to search for routes witfigeaht resources for desired QoS, to
reserve and release resources, to set up, tear @wdvrenegotiate flows in the networks.
Some QoS signaling systems have been proposed AMBMs, such as INSIGNIA
system [10], QoS AODV [11] and etc [14].

To solve the security problems of QoS signaling NBANETS, we propose a security
mechanism for QoS Signaling Systems to provide emditation and detect malicious
attacks on QoS parameters. We report our simulagsnlts to demonstrate the low

delay penalty achieved by the proposed system.

Security is a significant aspect for QoS signabygtems. However, there is little work
published on the topic of intrusion detection aedusity prevention on QoS signaling.

While the two mechanisms that have been propode8/@ and RSVP-SQoS, protect
the RSVP messages in an efficient and flexible ragnmeither of them can be applied
to MANET QoS signaling systems due to the followregsons:

» They employed digital signature mechanism for intggand non-repudiation
protection, whichhas been proved very expensive for MANETS in terms of

message overhead and the computing complexity.
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* They can efficiently detect misbehavior on conc&@S parameters such as

bandwidth, but not applicable to additive metrigslsas delay or jitter.

Therefore, to provide security characteristic toSQsignaling in MANETs, a new

mechanism is necessary.

4.1. QoS Model Security in MANETSs

The IntServ model provides an end-to-end QoS gteeaon a per-flow basis. It requires
that every IntServ-enabled router keep the flowesje states including bandwidth
requirements, delay bound and cost of the flow, tnedlefore is not scalable for the
Internet. However, the scalability problem of timetnet IntServ model is less likely to
occur in the current MANETS in consideration of 8mall number of traffic flows and
the limit size of the network [3]. In addition, l@ese rapid change of nodal roles
necessitates inclusion of all functions at all rotleMANETS, the requirement that each
node in the IntServ domain has to apply all thecfmms such as classification,
admission control and scheduling, which detersith8erv implementation for wired

networks, does not introduce any extra problenMANETS.

DiffServ is designed to provide more scalabilitydagreater flexibility than the IntServ
for wired networks. The DiffServ model is based ftow aggregation by classifying
packets into a limited number of classes and tipgtyang specific forwarding treatment
to each QoS class. At the boundary of a DiffSerabéed domain, the edge routers
control the traffic entering the network with cldéisstion, marking, policing and

shaping mechanisms.

Flexible QoS Model for MANETs (FQMM) [3] is a modploposed solely for mobile

ad hoc networks. The FQMM takes the characterisfidtd ANETS into account and is a
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hybrid provisioning scheme of the per-flow serviodntServ and the per-class service
in DiffServ.

While the scalability and flexibility problems ind3 models have drawn extensive
attention, there has been little work publishedthie aspect of security - another

significant issue in MANET QoS models.

The characteristics of ad hoc networks such as sxpoto hostile environment (e.qg.

battle field, rescue missions) and difficulty oftla@ntication exacerbate the QoS model
security problems. Without the protection of segurnechanisms, a QoS model is
vulnerable to both theft of service and denial @vice, which inhibits the guarantee of
network resources availability.

We discuss security issues of the three MANET Qo8aets.

4.1.1. DiffServ security in MANETS

Several vulnerabilities in DiffServ for MANETs makea less secure model than the
IntServ.

First of all, the DiffServ model is based on thestrrelationship between edge routers
and core routers for each DiffServ domain. Fundisoch as classification, marking,
policing and shaping are all accomplished at edggers where the flow enters the
DiffServ network, while the core routers only fomdathe packets according to the
service level marked in the Differentiated Servi@edePoint (DSCP) field. As a result,
if an edge router is compromised and makes mabc@lteration on flows, the core
routers can not find the on-going attacks sincg #re neither aware of the flow states

nor do they have the capability of checking theexirDSCP settings in the packets.
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This assumption of trust relationship is reasonéimehe traditional Internet because a
security domaincan be established for each DiffServ domain, where routers can

therefore trust the edge routerssécurity domains ‘a set of machines under common
administrative control, with a common security pgland security level. Hosts in this
domain place a certain level of trust in the othests and may thus provide certain
services for these trusted hosts which are notlablaito hosts residing outside of the
security domain’ [11] . A DiffServ model can takévantage of this trust relationship to

assure a certain level of security in the DiffSéomain.

However, the situation is different for MANETs. Nabird party is trustworthy in
wireless ad hoc networks due to the fact that tleen® fixed topology and therefore it is
difficult and in some circumstances even imposstblestablish a security domain in

MANET environment.

The second vulnerability of the DiffServ model ésdrom the ambiguous definitions
of edge and core routers for MANETs. Some reseaschmposed an architecture in
which the sending node itself also performs asrtgeess edge router and the destination
node as the egress router [3]. This scheme allowsl&ious sender trusted by other
nodes who does not respect the QoS policy to be @mbluse as much resources as

available.

Third, the absence of authorization facilities il &oc networks impedes the
establishment of another line of defense. Becalseetis no central Policy Decision
Point (PDP) (e.g. Bandwidth Broker) for the edgeteos to consult in a MANET
DiffServ domain, routers applying incorrect policgan have both unintentional and

deliberate misbehaviors.

By exploiting the vulnerabilities described aboadyersarial nodes can issue attacks in

two ways.
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First, illegal promotion ofPer-Hop-Behaviors(PHBs), namely a base set of packet
forwarding rules indicated by the DSCP in the Ileked header, can be accomplished by

mis-marking the packet or shaping/policing a flowarrectly at the ingress edge router.

Second, adversaries can steal or deplete the Hetesources legitimately reserved for
other users via IP source spoofing. This form tdick issued in MANETS is more

deceiving than that in the Internet. Figure 10siltates this case.
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Figure 10. An example of theft of service in Diffserv model for MANETs

S is sending packets to node D through node R1IRRZnd R4. S has legally reserved
30% bandwidth over the path. Node M is a malicinade who successfully spoofs S’s
IP address and sends packets through R1, R2, Rg.td M marks its packets with the

same DSCP value as the packets from S, it couldheseeserved bandwidth for S at
router R1, R2 and R3. Since routers forward packated on aggregated traffic rather
than on flows, R1, R2 and R3 would not even notiw the traffic from M is not

destined to node D. Therefore, node M successéiiflgls bandwidth from node S, and

can also affect other traffic at the three cordem.

Besides theft of service, denial of service (DaSalso a major security risk to ad hoc
DiffServ networks. DoS on QoS models could be amete theft of service that is
launched to penalize legitimate traffic. Similartteft of service, it can be issued by
means of IP source spoofing, inappropriate paclekimg or erroneous flow policing.
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4.1.2. IntServ and FQMM security in MANETs

Compared to the DiffServ model, the IntServ apphodoes not have the security risks
mentioned above because it is based on flows ratien on aggregated traffic;

classification, packet scheduling and admissiortrotsrare enforced at each router on
the path according to the applicable policy, whatiminates the requirement of trust
relationship among routers as well as the necessitlye central Policy Decision Point.

Therefore, the IntServ avoids the vulnerabilitieshie DiffServ model.

However, IntServ model requires a signaling systerachieve QoS provision along a
transmit path. Without protection of certain setyuninechanisms, a QoS signaling
system could become the target of malicious attadkes discuss the signaling security

in details in the next section.

The FQMM is particularly aimed at MANETS. It trigs take advantage of both the per-
flow service granularity in IntServ and the servitiferentiation in DiffServ model and
hence inherits the security vulnerabilities of bdtie IntServ and the DiffServ
approaches.

4.2. Security Requirements and Attack Models for QoS Signaling Syams in
MANETSs

The most concerned security issues for QoS signalystems includentegrity of the
signaling packets angenuinenes®f the network information. In spite of the fabiat
the network state information could be inaccurat®ANETs due to the node mobility
and rapid topology change, a deliberate distrilbutd false information will lead to
more disastrous results. In this section, we aralge security requirements and attack

models for QoS signaling systems.
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4.2.1. Security requirements for QoS signaling systems

Without protection from a security mechanism, &saon QoS signaling system could
result in QoS routing malfunction, interferencea@dource reservation, or even failure of

QoS provision. The security requirements for Qa@@aling systems are as follows:

First, an integrity protection mechanism shouldilbglace to guarantee that then-
mutablepart in the QoS object, such as the QoS profdesraffic flows, is not changed
illegally. lllegitimate increase on QoS profile pareters could lead to unnecessary
reservation for network resources or even faildreeservation in case that the network
cannot accommodate the amount of service requestedectly; while decrease on the
QoS parameters would affect the QoS provided to fiies because the reserved
resource might be insufficient for the desired merv

Second, QoS states collected over the path shoaldrekistant to attacks. The
corresponding QoS parameters (e.g. available bakl&ind accumulative delay over a
path) measuring these statesargableat intermediate nodes. The malicious attacks on
these parts are more deceiving than those on naabbeuparameters because they

cannot be detected via integrity verification.

For example, in QoS AODV signaling, to determineettier a path can meet the
required Maximum Delayspecification of the QoS data, an intermediateenotlst

compare its NODE_TRAVERSAL TIME to the remainirdglay indicated in the

Maximum Delay Extensiornf the delayis less than the NODE_TRAVERSAL_TIME,
the node must discard the RREQ without processiagy further. Otherwise, the node
subtracts the NODE_TRAVERSAL TIME from theelay value and continues
processing the RREQ. Therefore, the value of theiliam Permissible Delay field
should be decreasing during delivery of the RREGkets, and likewise the values of
the Maximum Permissible Jitter and Minimum AvaibBandwidth should be

decreasing as well.
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A mistaken or malicious increase on these valuesgldveesult in distribution of false
network state information over the traversed pathpath with insufficient network
resources could be established and the reservataitd finally fail. An attacker who
wants to disrupt the reservation could decreas@dhess by an extremely large amount,
which however would only help the flows to avoi@ tmalicious node. We will not deal

with this situation in this work.

At last, network resources should be reserved cthyrat each node along the path. A
node should not be able to maliciously break thmmise it has made of reserving the

desired service without being noticed.

4.2.2. Attack models for QoS signaling systems in MANETS

We consider four attack models for QoS signalingey.

Attack model 1Signaling message spoofing. An adversary canfspgoaling messages
to request Qo0S, reserve resources or release cesolralsified signaling messages can
be used by illegitimate entity to steal resourafisfupt QoS services, which would
consequently degrade the network performance. kample, a malicious node M
spoofs signaling messages using node A’s identidicdo reserve some resources. Node
M can use these resources to transmit its ownidréffeft of services); or it can simply
leave these resources unused so that the resomiitte®t be available to other nodes
(disruption of services).

Attack model 2Denial of QoS request. An adversary can potdntiatercept or drop
reservation messages so that the QoS reservatibtharchannel setup will be failed or
tremendously delayed. This attack can prohibit@uS resources from being available

to the victim.

Attack model 3 Malicious alteration of non-mutable parameterstremsmission. For
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example, an attacker can change the requested QI@REQ packets. It can also
maliciously alter the QoS reservation parametersRIREP which will result in

reservation of an incorrect amount of QoS resources

Case 1:
A B E)
Requests to - 2M bandwidtt
reservel 5M 2M bandwidth
Case 2:
A B C
_— —_— - <--»
Requests to . .
reservel 5M 2M bandwidtt 2M bandwidth

bandwidtt unavailable; drop
the message

Figure 11. An example of malicious alteration of non-mutable paramers

Figure 11 is an example of this attack: node A ike&xsea signaling message from
originator S to request a reservation of 1.5M badtw Node B is an adversary residing
adjacent to A on the route who maliciously altdre tequest for bandwidth to 2M,

which is larger than the original request value.the attack is successful, the
downstream nodes would not be aware of the makcadteration. Therefore they would
reserve 2M bandwidth in case that there is 2M badiitvavailable at each downstream
node (case 1 in the figure); or some downstreane natl drop the request message in
case it cannot provide 2M bandwidth (case 2 infitgere), even if it is capable of

providing 1.5M.
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If a malicious node decreases the value of theaestqd resources, it can result in a
reservation of insufficient resources which caroalssrupt the quality of the service

provided to the flow from originator S.

Attack model 4 Intentional provision of fallacious QoS statesormation. Although
QoS states information is subject to errors duthérapid topology change and high
node mobility, a deliberate distribution of falsdarmation will do more harm to QoS
provisions. In this type of attacks, an adversaigynmamper with the mutable QoS
parameters (such as ) in signaling messages im twabsrupt the measurement of QoS
state and provide false information. The attacksy mesult in failure of resource

reservation, insufficient or excess reservation.

Figure 12 is an example of this type of attack€Q@m® AODV messages. Originator S
sends a QoS request for 60 milliseconds (ms) ddlag.Maximum Permissible Delay

(MPD) parameter in the message is used to measure deadelay along a candidate

route. The original value of MPD is the requestethy and it should be decreasing
downstream along the route. When the message ieadide A, whose traversal time is
25ms for example, A changes the value MPD paranfieter 60 to 35. Suppose node B
is a malicious node adjacent to node A on the rditele B is supposed to deduct its
own value from 35, but instead it increases theealf the parameter to 50ms. This may
result in successful reservation along the rouenaf/the route can not satisfy the QoS
request of 60ms delay. In this case, the requestigihator S would not be satisfied and

the service is disrupted.
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Figure 12. An example of intentional provision of fallacious QoS state@nformation

It can be obviously seen that a QoS signaling sys&evulnerable to various attacks

without protection of security mechanisms.

4.3. Security Mechanism for QoS Signaling Systems in MANETS

In wireless ad hoc networks, QoS signaling is likil be embedded with the routing
protocols. Secure routing without QoS requirementsot within the scope of this work.
Because secure routing protocols can be used isatn@me with suitable modification,
we assume in this dissertation that the routinggaaids are reliable and resistant to

malicious attacks.

4.3.1. Hop-by-hop authentication protocol

In QoS-enabled ad hoc networks, users need toeasiserparty who sent a signaling
message is indeed the legitimate party. Othervasmalicious node can tamper QoS
signaling messages with falsified data to stealaplete resources used or reserved by
other nodes. These attacks can result in degragidormance of networks, interference
of resource reservation, unauthorized use of ressuor even failure of QoS provision.
To thwart these attacks, an authentication protoeels to be in place to ensure that the

originator of a packet is the authentic and legatiennode. An authentication protocol
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should be lightweight and impose as small companati and message overhead as

possible due to the fact that resources in a malileoc network are very limited.

The protocol described in the previous section islightweight hop-by-hop
authentication protocol. It utilizesne-way hash chain® compute authentication keys,
which not only eliminates the high performance bead imposed bysymmetric
cryptography (such as digital signatures), but atswids the difficulty of key
management introduced by secret paisgchmetrickey. To generate a key chain of
length n+1 in a one-way hash chain authentication, the flsiment of the chain
(denoted ash,) is randomly picked and then the chain is gendrdig repeatedly
applying a one-way functioH (h, hn.1.. ho). A one-way hash function maps an input

of any length to a fixed-length bit string, whichdefined aH: {0,1}" - {0,1}, where

@is the length of the output of the hash functidhe-newly generated key. In utilization
and revelation of these keys, the reverse direaiiokey generation is used: start from

ho, the last generated key, and tlen_ h,.1in sequence.

When a node wants to send a message, it comp@ddAlC on the message and then
unicast to the receiving node (say node B), or icadt (or broadcast) the packet

(denoted a®”) to the receivers in the following format:

A = B(*) :M, MAC(M,h*)

where h*is the currently used key of node A’s. Note that #eyh"has not been
disclosed at this point. The originator of the pEcknode A in this case) will later
discloseh” in a KEYUPDATE message. The key enables the receiv verify the

MAC of the message. If the verification is succekshe message is then authenticated
and trusted. Once the key is disclosed, it becoafs®lete and can not be used to

generate MACs any more.
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This authentication protocol will be used to protdee authenticity of QoS signaling

messages hop-by-hop.

4.3.2. Basic scheme of the security mechanism for QoS signaling systems

We useend-to-endauthentication for the non-mutable parameters o6 @ignaling
messages. Our approach requires the originatdreodéstination node to digitally sign
the non-mutableparts of the QoS AODV packets, such as the QoS8lemf the flow
from the originator or the reservation request ftbmdestination.

Before sending a RREQ message, the originator digasQoS parameters with its
private key. Each intermediate node on the path \e@ontarily verify the digital
signature to assure that the QoS parameters havieeea maliciously altered during
transmission. After the RREQ reaches the destinaimde, the destination checks the
integrity of the non-mutable QoS objects via MAGifieation. If the objects have been
altered during transmission, the destination nodé naise an alarm. Otherwise, it
generates RREP packet, hashes the QoS paramedessrats it back to the originator of
the request. The originator will verify the autheation and integrity of the QoS
parameters upon receiving the RREQ packet frondéiséination.

For the mutable parameters, we will use thkop-by-hop authentication protocol
described in previous section as our authenticatienshanism. Each intermediate node
generates MACs with its currently used hash chaindad then relays the RREQ packet
to its adjacent downstream node. After the keyissldsed with a delay since the packet
has been sent, the downstream node will use tlotodesd key to verify authenticity and
integrity of the parameters. In case that the antibt&tion fails, the node will raise an
intrusion alarm to its downstream node on the @attwell as all the other neighbors.
This mechanism can prevent spoofing signaling ngessaand protect legitimate

signaling messages from in-the-middle attack.
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To prevent from intentional provision of fallaciou®0S states information as
exemplified in Figure 12, we use a mechanism thaksin a similar way tevatchdog
[60], which was proposed to detect routing misbédram mobile ad hoc networks. Our
mechanism requires that each intermediate noddemoute send a signaling message
not only to its downstream neighbor, but also totla other neighbors. That is, an
intermediate node is required to broadcast theatilg message instead of unicasting to
the downstream node. The upstream node will listethe broadcast signaling message
and verify if its neighbor is maliciously distribog false QoS status.

Figure 13 is an example of our intrusion detecBoheme. Suppose there exists a path
between originator S and destination D. Nodes AnB C are intermediate nodes on the
route. S wants to send a flow that requires a defaless than 10 milliseconds and
therefore sends a RREQ message with value of 10secibnds for Maximum
Permissible Delay parameter. When S initiates #west, it adds the MAC of the
Maximum Permissible Delay, which is denoted as iM Figure 13. When node A
receives the RREQ packet, it calculates the delayvalue and appends the value with
its MAC of the Maximum Permissible Delay field. Noé will then broadcast the value
with its MAC to its neighbors so that node S wiél bBble to receive the message and
verify if the value is reasonable. For exampléehd NODE_TRAVERSAL_TIME at A

is 2 milliseconds, the newelay value sent by A should then be 8 millisecondsA If
sends a value that is apparently invalid (such @orllarger), node S will raise an
intrusion alarm. Both S and B will be able to autieate the message using the later

disclosed key.

Now we assume node B is a malicious node that ekiisg chance to disrupt QoS
provision. If it raised thelelayvalue from 8 to 12, node A should be able to fod the

delayhas been increased by overhearing B’s signalirgsage to C.

Our mechanism is also applicable to the Maximunmisible Jitter and the Minimum
Available Bandwidth fields.
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Figure 13. An example of intrusion detection for QoS signaling syastns

To reduce the delay that our system may imposéenduting, the authentication and
verification of the QoS values can be achievedradflThat is, an intermediate node can

forward the RREQ first before it performs the ségurerification.

Under the circumstance that a node experiencegn#isant change that keeps it from
reserving the promised service, it will send@WVP QOS_LOSTessage. This could be
helpful to the observation on a node’s behaviokégping a record for the nodes who
have sent th@OS_ LOSTnessages, and therefore help to detect malicibacka

To prevent a malicious node from acting normal miyithe QoS signaling but failing to
keep the promise intentionally, the destinationenatid volunteer intermediate nodes
should monitor the flows against the promised @a&lland periodically report to other

nodes including the originator of the flow.

4.3.3. Enhanced scheme of the security mechanism

Although the “Watchdog” scheme provides prevenfamthe integrity and authenticity
of signaling messages and is capable of detecatitgtional distribution of false QoS
states, it is still subject to attacks. If a mais node (say node B) intentionally sends
false QoS status to the downstream node C whenAsdadio channel is busy in order
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to cause a signal conflict at A, then A will not bble to overhear the fallacious
information. Later B sends the true informationntmde A while taking advantage of
signal conflicts at node C so that node C would betable to detect that node B sent
different values. In this case, node A will fail detect the fallacious QoS information

distribution. Figure 14 exemplifies this case.
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Figure 14. An example of intrusion on our security mechanism

To solve the problem, we have neighbors of an nméeliate node on a data path
participate in the detection (node E and F in Fegl4). Neighbors E and F are likely to
hear both two broadcast signaling messages aneftiherable to detect B’'s misbehavior
(illustrated in Figure 15). The neighbors could pexate in the detection for their own

benefit because:

* A misbehaving node is very likely to issue attattkdisrupt their service as well.

* In MANETSs, bandwidth is reserved not only at thlayenodes along the route, but
also at each relay node’s neighbors. A disruptio@asS provision can also waste the

neighboring nodes’ resources.

* A credit system can be used to stimulate the ca@bjperin detection [61].
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Figure 15. An example of cooperation of neighbors in our security meahism

However, to have neighbors to join in the detegtensecurity mechanism that provides
non-repudiationis required. For example, if node E or F deteatbahavior from node

B, node E or F should give evidence that unambiglyoshows that the attack was
issued by node B and B is not being wrongfully aecl Our hop-by-hop authentication
only provides non-repudiation of MACs when the kesed to generate the MACs have
not been released. That is, if an accusation atlattvith a MAC happened before the

key is released, the accused will not be able ty de

However, we do not want to delay the disclosurehef authentication key to a fairly
long time later because otherwise the authenticatisignaling messages would be also
tremendously delayed. Moreover, the end-to-endydelasignaling messages would be
significantly increased in case that a node wamteetify the authenticity before it relays
the signaling messages. Therefore, we use two MACswutable parameters instead of
just one: one is generated using the key thatbeiltlisclosed next; the other is generated
with the key that will be disclosed after the nere. For example, in Figure 15, node A

will send the Maximum Permissible Delay parametdnjch is 8 ms in our example,

with a MAC generated with kei(* (denoted by , (8, K)in Figure 15) and a MAC
generated with ke 3, (denoted byM , (8, K4))). K* is the key that is currently used

and will be disclosed shortly; whil %, will not be disclosed until some time aftef is
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disclosed. Disclosure df* provides timely authentication for signaling megsa and

delayed disclosure dk %, provides non-repudiation to neighbors’ detection.

Suppose node B sends a signaling message withiegiffaximum Permissible Delay
values to node A and C respectively. The misbemawilb be noticed by node E and/or

F. Node E and/or F will raise an intrusion alarmihwthe two messages. The only way

B

for B to deny the intrusion is to release the sddaey (K., in our example) and proves

B

that the second MAC of the message is not genevatad jB+1. Kii; is authenticated by

applyingHg to KJ.B. If node B can not prove it, the accusation ieagsful.

4.4. Security Analysis

Attack model 1 Signaling message spoofing. Our security mechanises digital
signature to protect the authenticity of non-muwggtdrameters in the signaling messages

(requested QoS by the originator or the reservagqguest by the destination).

We also designed a lightweight hop-by-hop authatiba protocol to provide
authenticity to the mutable parameters of signafimggsages (measurement of available
resources along a candidate route). Delayed keyjodisre guarantees that a malicious

node is not able to forge MACs with an alreadyasésl key.

In our mechanism, as long as the key is not comizeu the identity of a legitimate
node can not be spoofed by an attacker. In onefwesmh chain authentication, we
choose the functiorH that is simple to compute, nonetheless is comurtaliy
infeasible in general to invert. Therefore, it idremely difficult, if not impossible, to
guess the key based on the already released keys.
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Attack model 2Denial of QoS request. A malicious node may ititgrally drop QoS
requests from a specific node in order to prol@ms from being available to the victim.
We use “overhearing” technique in signaling messagky, therefore an upstream node
is able to listen if the node has delivered the sagss to another node. The upstream
node may also be able to observe the adjacent sioddfic and analyze if the drop is

caused by insufficient resources or malicious itiben

Attack model 3 Malicious alteration of non-mutable parameterstramsmission. By
utilizing digital signature, the non-mutable paraenge in QoS request or reservation

messages can be effectively protected.

Attack model 4intentional provision of fallacious QoS statermation. To thwart this
type of attacks, we take advantage of the charattsrof open medium in MANETS in
our intrusion detection mechanism. An upstream node detect false QoS state
information deliberately distributed by its adjate@ownstream node. This hop-by-hop
detection is not only able to detect attacks fastatso capable of locating the malicious
node on the path, so that the malicious node cagrubished or even excluded from the

network to prevent further attacks.

In our security mechanism, two MACs are used tovige non-repudiation in case
neighbors want to accuse some node. The appro&eisésl on delayed key disclosure in
order to prevent in-the-middle attacks. Howeveg talue of the delay is yet to be
studied to make the mechanism effective (to guaeamton-repudiation) as well as
efficient (small detection overhead) in the detatti

4.5. Simulation Results

We built our simulation using Network Simulatas-2 [58]. The AODV simulation is

part of the simulator. We addel@layfield according to the model proposed in [60] in
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our simulation to serve as QoS field in AODV anerthdeveloped our Secure QoS
Signaling system. We only tested ttielay field because the protection of other fields
such agandwidthandjitter is the same as that of tdelay. We use the MD5 Message
Digest Algorithm [54] with protection from Keyed Blaing for Message Authentication
[15] (MD5-HMAC) to generate the MACs. The MAC cofftem Black’s publication
[62] is also used in our simulation. We evaluatad system in this chapter based on the

simulation results.

4.5.1. Simulation setup

Our simulation is based on a 1500 by 300 metetamgte space. 50 nodes move from a
random starting position to a random destinatiothwa random speed uniformly
distributed between 0 to 20 m/sec. The pause tangei to 600 seconds. The Media
Access Control layer protocol is IEEE 802.11 ané thansport protocol is User
Datagram Protocol (UDP), which are available asa of the simulator. The length of
data packet is 512 bytes and the traffic sourced age Constant-Bit-Rate (CBR).

We initialized the delay requirement to 300ms, while NODE_TRAVERSAL_TIME
is set to 30ms as it is set by default in the AORavt of the simulator.

4 .5.2. Performance evaluation

The performance metrics employed to evaluate ostesy are:message overhead
average route request end-to-end delay, averagerisgcverification overheadand
detection accuracy

1) Message overhead

This is the number of bits that our security medsras introduced on the RREQ
packets.
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If the basic security mechanism where cooperatidheneighboring nodes is not used,
the message overhead introduced by the hashedt dig8REQ packets is 128 bits,

which is 30.2% of the original QoS AODV packets;illin case that the cooperation of
neighboring nodes is stimulated, the overhead dioiced by the two hashed digest is
256-bits long, which is 60.4% of the QoS AODV RRp&kets.

2) Average route request hop-to-hop delay

It is the average of the delays incurred by all thete request packets that are
successfully transmitted hop-by-hop. Because owghihg functions impose delay
penalty mainly on route requests, we did not inelddta packets delivery delays into

our metrics.
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Figure 16. Average hop-by-hop delay of route request packets

We tested scenarios which include 10, 20 and 3@eaxdiions respectively. The results of
the QoS AODV and our security protocol (withoutgidor cooperation) are listed in

Figure 16. From the figure we can see that theydeémalty imposed by our security
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mechanism is negligible. We also noticed that teky of our security approach with
neighbors’ cooperation does not impose any overte#tk delay compared to the basic
security scheme. The reason for this is becaus@ui@tion of MAC is very fast (around

0.05ms) therefore it does not affect the route estjdelay.
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Figure 17. Intrusion detection rate for QoS signaling system
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3) Average security verification overhead

This is the overhead that the security verificatimnoduces, which will not be imposed
on QoS signaling since it is accomplished offlifiee security verification is completed

approximately in 0.05325 milliseconds at each niadsur simulation.

4) Detection rate

This is the ratio of successful detections overltatumber of misbehaviors. Our
simulation results (as in Figure 17) show that enhanced scheme achieves better
detection rate than the basic scheme. Also, thectieh rates increase with increase of

pause time, while decrease with increase with dd&a

4.6. Conclusion

In this chapter, we addressed the security issoe$I/ANET QoS signaling systems.
Due to the nature of node mobility and the seveserleead imposed on the signaling
systems, the existing countermeasures to attack®ah signaling for the traditional
Internet cannot be applied to MANET environmentotder to detect misbehaviors on
QoS signaling, we proposed a Secure Mechanism fo8 Qignaling system. Our
simulation results have demonstrated that the megayood performance with high

detection rate and low delay penalty.
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5. INTRUSION DETECTION FOR BANDWIDTH RESERVATION IN
MOBILE AD HOC NETWORKS

The security properties that should be supported @S in MANET include
availability, authenticity integrity and confidentiality [5]. Availability refers to the
requirement that the service offered by a node Ishba available to its users when
expected. It is a primary security property engysnft QoS provision in MANETS.
Authenticity ensures the principals with whom one interacts thee expected nodes.
Integrity enforces that a node or message transmitted haseea maliciously altered

andconfidentialityprotects the secrecy of communication.

The properties of authenticity, integrity and cdefitiality can be protected with
existing approaches such as encryption and digitalature. However, new security
mechanisms need to be designed to progeetilability property in QoS systems.
Without protection, QoS systems are vulnerable aoous attacks such d3enial of
Service(DoS attacksand QoS attacksDoS attacks can cause depletion of memory,
CPU and network resources, and have been a s¢hi@ad for the Internet as well as for
wireless networks. The aims of a QoS attack inclidt of network resources (e.g.
bandwidth) or degradation of the services percebyedsers. Both DoS and QoS attacks
may result in inaccessibility of network resourees therefore failure in QoS provision.

Several monitoring techniques have been proposeétixt QoS attacks or DoS attacks
on QoS resources in the Internet [63]. To deteotatibns on QoS, Service Level
Agreement (SLA) parameters such dslay loss and throughput are monitored.
Throughput measurement is to ensure that no usensuming excessive bandwidth. In
these approaches, once service violations are tddtethe monitor will alarm for
bandwidth theft or DoS attacks and then approp@aateons will be taken to eradicate

the malicious nodes.
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The approaches of monitoring delay and packetdassalso be used in mobile ad hoc
networks to detect attacks on these SLA parametdosvever, the technique for

detection on bandwidth reservation (or monitorihgoptighput) can not be effectively
applied in MANETs due to the unique characteristadésbandwidth reservation in

MANETS.

MANETSs are characterized by open shared mediungralesof fixed infrastructure and
rapid topology change. These characteristics daterthat providing security protection
to bandwidth reservation in mobile ad hoc netwadsksery challenging and different
from that in the traditional wired networks. Firany channel link of a node is shared
with all its neighborsin MANETSs. That is, a node can successfully ugedannel only
when all its neighbors do not transmit and recqiaekets at the same time, which is
termed as “aggregation effect” [15]. Therefore, réserve bandwidth in MANETS,
available bandwidth needs to be examined and rederot only at forwarding nodes but
also at their neighboring nodes. Many new appraadhat analyze or implement
bandwidth reservation have been proposed for matléoc networks [15] [64] [65].
Second, an intrusion can be detected in wired méiwvim case that the violation of
bandwidth reservation has exceeded a predefineghbld. In MANETSs, however, the
communication capacity between any two nodes cadramatically changed due to
high node mobility, which may result in breakingyously promised bandwidth. That
is, a violation of the agreement on bandwidth nesigsn may result from malicious
attacks as well as non-malicious behaviors (suchaasode wandering into the
neighborhood without knowledge of the reservation,signal interference from far
transmission). For this reason, the intrusion detec mechanism for bandwidth
reservation in MANETSs should be able to differetgimisbehaviors from non-malicious

behaviors.

5 We define neighbors as the nodes that are witlircommunication range of a node and we assumiednitidnal radio links in the
network.
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In this chapter, an intrusion detection mechanisihbe proposed to detect malicious
attacks on bandwidth reservation in MANETSs. The afrthe detection mechanism is to
ensure that the bandwidth reserved for a spec#féi¢ flow would not be tampered with
by a malicious node, who may violate the agreenmmtbandwidth reservation by

intentionally preventing reserved bandwidth fronmigeavailable.

The rest of this chapter is organized as followst fwe will give a description on
bandwidth reservation in MANETs and the attack n®den the reservation
mechanisms; the intrusion detection mechanism we&ded for bandwidth reservation
will be discussed later; simulation results wik@lbe demonstrated; then the chapter is

concluded.

5.1. Bandwidth Reservation and Attack Models in MANETSs

Before providing bandwidth guarantees for a trdflfiev, the available bandwidth is first
measured at each intermediate node. To determie¢hehthere is enough bandwidth
available for a new flow along a candidate dat& paach intermediate node’s available
link capacity and the bandwidth to be consumed H®y trequesting flow should be
measured. In the traditional Internet, bandwidtlasueement is a trivial task because the
underlying medium between any two nodes is a poigeint link with fixed capability.
However, the problem is complicated in mobile ad Inetworks due to the fact that
communication links in MANETs are open medium ane tadio channel of a node is
shared with all its neighbors. In MANETS, a node saccessfully use the channel only
when all its neighbors do not transmit and recg@aekets at the same time. Under this
effect, a node cannot use specific bandwidth semelbusly with any of its neighbors
except for the receiving node, who will be listepito the channel during the
transmission. Consequently, to determine whethenetls sufficient resource for a QoS
request in a mobile ad hoc network, a node nee#tadw its own available bandwidth

as well as the available bandwidth at all its neays. Moreover, the bandwidth should
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bereserved not only at each intermediate node (awdtding nod® on a forwarding

path, but also at all the neighbors of the interiatedode.

Figure 18 shows an example of aggregation effeathich a flow originated from node
Straverses a forwarding noéfeand is destined to nod®2 When nodé- is receiving or
transmitting packets, its neighbo’s B, C and E should remain silence because

otherwise it may cause conflict, in which casereeiving and transmission would fail.

Suppose nod8& sends a QoS request for bandwidth reservation.banewidth should
be reserved not only &, but also atA, B, C andE, in that it needs to guarantee that
there is sufficient bandwidth available at the mentheighborhood of in order to

provide successful bandwidth reservation.
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Figure 18. An example of aggregation effect in delivery of packets

In both MANETs and the Internet, bandwidth reseoratis achieved by reserving
specific time slots or sessions with the forwardmgdes (as well as neighbors of
forwarding nodes’ in case of mobile ad hoc netwprks this work, we do not assume
any specific bandwidth reservation protocols on Medium Access Control (MAC)

layer or any specific routing protocols on the ratwvlayer. Our intrusion detection

® Henceforth, we will use the terms “intermediate esfdand “forwarding nodes” interchangeably.
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mechanism for bandwidth reservation can be an ieidgnt additional layer above the

network layer, as illustrated in Figure 19.

Transport layer

Detection
mechanism

Network layer

MAC layer

Physical layer

Figure 19. Integration of our detection mechanism in the OSI model

5.1.1. Attack models for bandwidth reservation in MANETS

Due to the characteristics of bandwidth reservaimMANETS, the reservation is
vulnerable to various attacks. The attacks canabedhed not only from forwarding
nodes on the data path, but also from the neightibtse forwarding nodes. Besides,
because the medium is open and shared, maliciodssndo not even need to obtain
physical access to a node or a channel to launmtessful attacks. There are two attack

models for bandwidth reservation in MANETS:

Attack model 1: DoQaoSsince bandwidth needs to be reserved at all ¢ighbors of a

forwarding node, the neighbors should keep sileshoeéng the reserved time-slots or
sessions once a reservation has been establishashlifious neighboring node may
intentionally break previous reservation by trartting signals during the reserved
slot/session, which will causggnal collisionand consequently failure of QoS provision.
The objectives of this type of attack include duron of bandwidth reservation
(illustrated inFigure 20 (a)), or theft of reserved bandwidth to be usedother traffic
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flows (in Figure 20 (b), M sending to C which cassmnflict at B). Both these two

attacks result in Denial of QoS (DoQoS) for theeremg flow.

(a) An example of disruption of bandwidth (b) An example of theft of bandwidth attack

reservation attack

Figure 20. An example of DoQoS attack in bandwidth reservation

It's worth mentioning that an attacker may sendkpt with falsified source address or
simply transmit deteriorated packets or noisy dgyisa that other nodes would not be

able to detect the source of the intrusion.

Attack model 2: QoS attack#®\ selfish or malicious node on the data path may
intentionally break the promise of bandwidth reséion. This type of attack includes
two cases: (1) A malicious node may refuse to &wdithe packets during the reserved
slots/sessions, simply leaving the bandwidth unused wasted. The attacker may
intend to disrupt the QoS, or may just be selfigliing to save its resources such as
energy. (2) An attacker may use the bandwidth loveleother flows such as its own
traffic or traffic from which it would earn more gifit. We call this type of attack as theft
of bandwidth (or theft of service). This scenasdifferent from DoQoS attacks in that

the packets received are characterized as undetiedo
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5.2. Intrusion Detection on Bandwidth Reservation in MANETSs

5.2.1. Assumptions

We assume that the network topology is fairly stalolr not changing so rapidly that
may consequently cause failure of QoS provisioniBgecifically, if a node has
promised QoS for a flow, it would not move out dfettransmission range of its

upstream and downstream nodes during the resemeditration.

We assume that a node is able to estimate itsrdupedtery level and expected energy
consumption before accepting a reservation. A remigde would not accept a QoS
reservation if its energy level does not allowlftse provide the requested QoS during
the reservation time duration. Therefore, we do differentiate the case of exhausted
battery from intrusion in our detection. It is aBssumed that a node is able to predict its
moving speed and estimate its position on the gathenign forwarding node would not
make a reservation if it is moving out of the traission range of its upstream node and
downstream node on the data path during the reselwation. In reality, an unexpected
event such as power failure due to mobility canpeapto benign nodes. In such cases,
reputation systems [66][67][68] can be used to watal the behaviors and to detect

intrusions.

5.2.2. Intrusion detection mechanism

Our mechanism is composed of two modulesinitor module anddetectionmodule.
We usehop-by-hopmonitoring and detection. Specifically, theceiving nodanonitors
and detects misbehaviors from the transmitting nBdeing the reserved time duration,

the monitor module on a receiving node monitors thhroughput with which its

" Reserved duration refers to the time period duwhich the reservation is valid; while the reserséat or session refers to the
time division that the transmission for the flowcaading to different MAC protocols.
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upstream transmitting node has delivered the resgflow (see Figure 21 (a)). Here we
detect violations on bandwidth reservation by oliser the transmitting node’s
throughput. The throughput is used to calculatebtredwidth that the transmitting node
has used in transmitting the packets. If the badttwactually used is less than the
reserved bandwidth and the violation exceeds ashiotd (i.e.v= &, wherev denotes
the violation ance denotes the threshold), it will notify theetection moduleand the
detection process will be launched. The aim of degectionmoduleis to determine
whether the violation is caused by malicious betvaviDoQoS and QoS attacks will be
differentiated in the detection. When the detectiimishes, the status will return to
“monitor” no matter whether an intrusion alarm the®n issued or not, as illustrated in
Figure 21 (b).

O O Monitor
transmitting/ Receiving/ 4
monitored detecting )
node node v=eé detection
finished
O ——> @
v
O Detectior

o 5 |

Intrusion aarm

(a) Roles of nodes in Intrusion Detection (b) Components of the detection mechanism:
monitor and detection modules

Figure 21. Roles of the nodes and components of the detection medkan

In our intrusion detection, QoS attacks are idedifwith upstream node sending other
flows (theft of service) or received pow& at the receiving node lower than a
predefined thresholtk (bandwidth unused); while DoQoS attacks are idiexatifvith the
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signal strength received at the receiving node ediog the estimated maximum

interference but no new neighbor has been detected.

Figure 22 demonstrates the process of the intrusbection. The procedure will return

to themonitor modulevhen it finishes.

Procedure IntrusionDetection ()
Input: Received poweR, minimum used bandwidt, Estimated maximum
interference Hf,ay
Output: Alarm of DoQoS or QoS attacks, or No alarm
Begin
If undeteriorated packets for other flows received
Then return QoS_Attack Alarm
Else
If received poweR <=tg+ A;
Thenreturn QoS_Attack Alarm
Else
If received poweR >= E[la] + Ao
If new neighbor(s) detected

Then Begin
Negotiate with the new neighbors

return no alarm
End

Else
return DoQoS_Attack Alarm

return no alarm
End.

Figure 22. Pseudo code of the intrusion detection algorithm

In Figure 22 tr denotes the threshold which is the minimum povesded to receive a
flow with the reserved bandwidth in case of no algmansmission interference. If the
transmitting node has not sent signals with theggastrong enough to be received even
when there is no interference, it is apparentlyiigg a QoS attack. We use the Shannon-

Hartley formula to calculate the threshtddThe formula is:

C =Blog,(@+S/N) =Blog,(R/N) (2)
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whereC is the capacity in bits per secori®ljs the bandwidth of the channel in Hertz,
and SN is the signal-to-noise ratio. The capadyis the theoretical maximum rate of
clean data of the channel. If we @tbe thereserved bandwidiiB be theraw data rate
of the channel, andl; be thethermal noisein the environment, theR will be the

Brsvd

minimum power threshold that is needed to trangmaitlow, i.e.t, = N, 02 /%,

E[lmad denotes the estimated maximum interference irer@gm environment without
denial of service. If the signal interference cldted, based on measurement of the

throughput, is larger than Ef,, we can conclude that there is a DoQoS attack.

A1andA;are the security factors used to adjust the detechn case that better detection
rate are desired other than better false alarm waeshould take a larger value foras

compared to a smaller value #;, and vice versa.

5.2.3. Estimation of interference

From the intrusion detection algorithm, it is ohwsothat the accuracy of the valugs
and E|ma may significantly affect the intrusion detecticate and false alarm rate. To
estimate the maximum interference, we use one-diraralKalmanfiltering technique.
The technique not only guarantees a high levelredliption accuracy by filtering out
measurement errors as well as by preserving thek quianges in interference power,

but also achieves low computation overhead.

The operation assumptions for the wireless networkier consideration are as follows:

* |t is assumed that a radio channel in a TMDA nekwisrused, where time is

divided into slots or sessions These slots or sessions are reserved under
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medium access control (MAC) protocol for a spedifiev. During the reserved
slots or sessions, only the transmitting node efftbw is allowed to send data
onto the given channel and all nodes should keeptsiMultiple contiguous
time slots or sessions can be used by the samentitder for sending a data

burst.

» Interference power in each time slot or session lwareasily calculated, but
with errors at each receiver. The interference posgéers to the difference
between the total received power and the powehefsignal sent within the
reserved slots or sessions, which is calculateddas the throughput and the

total received power using Shannon-Hartley theory.
1) Kalman filters
Kalman filter is arecursive data processing algorithwith the purpose of estimating the
state of a system from measurements which contmdom errors [69]. The filter
processes all available measurements in estimafitime current value of the variables,
regardless of the precision of the measurementssds knowledge of the following
aspects:

* Knowledge of the system and measurement devicentigsa

* The statistical description of the system noisesasaurement errors, and

uncertainty in the dynamics models;

* Any available information about initial condition§the variables of interest.

There are three basic assumptions in the Kalmgam formulation:



94

* The system can be described withngar model. Suppose the values of the

variable we want to estimate at certain tirhe$;, t, etc arex,, x,, X,, etc.
Then the valug,,, at timet.1 can be represented with a linear dynamic

equationx,,,= ®x, +w, .

* The system and measurement noiseswdriée and Gaussian That is, the

noise is not correlated in time and the mean ohtlise is zero.

The measurement value gf can be denoted ag = ®x, +v, (wherev, denotes the

measurement noise). Under these three assumptien&alman filter can be shown to

be the best filter of any conceivable form.

By the Kalman filter theory [69], the time updatpations are:

X = Xy (2)

P.. =P +Q, ©)

And the measurement update equations are:

Ky =5k[5k+Rk]_l 4)
X =X +K\ [z, = %] %)
P, =[1-K]P, (6)

where X, and X, are thea priori and a posteriori estimates ok, respectively,P, and

P, are thea priori anda posteriori estimate-error variances, is the Kalman gain,
andQ, and R, are the covariance matrices for the process mgjs&d measurement

noisev, respectively.

For more details about Kalman filter, see [69]][&nd [71].
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2) Estimation of signal interference using Kalmarefilt

By the Kalman filter theory, it is assumed in ostimation that:

* The signal interferences at certain times when \@atwo estimate can be
described with a linear system, such»>@g:=@x +o,. &, is the process

noise at time..

* The process and measurement noises on signaleirgeces arevhite and

Gaussian

Actually in this detection scheme, the signal ifgieance is not measured directly but
calculated based on the measurement of the throtiginm the total received power
during the reserved time slots or sessions. Acogrth the Shannon-Hartley theorem,

the calculated signal interference at titnis:

X, = Rk

- 2C/B

whereR is the total received power at tikgewhile Cy is the throughput or capacity of
the channel on the flow at timig Please note that, using the Shannon-Hartley ¢neor
we are assuming that th (or capacity) is actually the theoretical maximoapacity.
Therefore the calculated interferensg, should be smaller than the real interference

strength, and this may affect the detection ratuofintrusion detection mechanism.

We assume that the measurement on the throughpatcisrate (this assumption is
reasonable because the throughput can be easisuneeaat the receiving node) and that
the measurement noises on the total received pamerhite and Gaussian it can be
proved that the measurement noises on the sigieaference arevhite andGaussianas
well.
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The process of applying Kalman filter on estimdtsignal interferences is illustrated in
Figure 23.

1
' System error
1
1
1

error sources

1
1
1
sources !
! |
| 1
controls !
— >| Systen !
1
! 1
i Interference i
! state .
: i Observed Estimate of
| Measurin + measurement Kalman | interferenc
: device! ? | filter >
' i 1 throughput;
! | total power
1
: !
! 1
' Measurement !
: !
! 1
! 1

Figure 23. Application of Kalman filter on estimate of signal inteferences

We use one-dimensional Kalman filter to estimate $ignal interference at tinte

According to the theory, the estimation algorittsras follows:
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Initialization: P =0 R=7"
Fort=0:dt: duration
Begin
Take input of the measurement:
R = received powelC = throughput/dt;
R .
=—— %interference measurement
2C/ B
Recalculate P using (7);
Inn= z— xhat %innovation
S=P+ R %covariance of innovation
k=P* }/S; %Kalman filter
xhat= xhat+ K Inn % a posteriori estimate of interference
P=[1-kIP=(1-K PR %covariance of prediction error
End.

Figure 24. Estimate algorithm of signal interferences

In Figure 24,P (= p?) and R(=r®) are the respective variances for the changes of

interference power (or process noises) and thefemeamce measurement error. In our
initialization, we obtain the initial value of pregs noise by using measurement in a
sliding window ofW slots. We obtain the average changes of interéerg@ower from

one time slot to the next by
1 k
O, =— g, —0,_ 7
k W |:Z I -1 ( )
Then the approximated variance of process noise is

_o_ 1 e _ 12
P=0o _Vﬁq:g“m[(q 0,4)—0,] (8)
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Note thatg, includes the interference measurement errpr&hich have a Gaussian

distribution with zero mean. Thereford/ should be large enough (eW.>1000) to
give an unbiased estimate of average changesesferénce power in consecutive time

slots.

The variance of the interference measurement &depends on the noise level and the
error characteristics of the measurement circuiiga. In practice, the initial value of

R(=77°) can be determined by measuring the “received” pawean idle channel with
known thermal noises. Therefore, the variance ef ‘tleceived” power over a time

window can serve as an estimaterof

3) Some discussions on the estimation

There is such possibility that the measurementenp@ver level is not constant or the
noise is actually time correlated. But in theséanses, a white noise put through a small
linear system can duplicate virtually any form wohe-correlated noise. This system,
called a “shaping filter,” can then be added todhginal system to achieve an overall

linear system driven by white noise once again.

In a real network, the signal interferences mayamby come from far transmissions, but
also from the thermal noises at the backgrounds ©hbne of the main causes for the

measurement noises.

Some researchers proposed two-dimensional Kalméter fito estimate signal
interferences. In the approach of estimation witb-tlimensional filter, the number of
co-channel interferers is also considered to erdndéime accuracy of interference power
prediction. We argue that two-dimensional filteryni@prove the accuracy of estimation
in some circumstances, but it certainly introducesch more computational overhead

than the one-dimensional filter technique thatrigppsed in this chapter. Moreover, the
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number of interferers is very difficult to predat any time in that it is correlated to the
node mobility pattern in the vicinity as well aseithtraffic patterns, which is the

information that is hard for a node to obtain.

5.3. Simulation and Performance Analysis

We can see from the design of the detection meshmathat use of the Shannon-Hartley
theorem (Equation (1)) and the interference estonapproach using Kalman filter has
significant impact on the performance of the dédectechanism. Therefore, we first
do some simulation to evaluate the errors in uShgnnon-Hartley theorem and the
interference estimation. Then we conduct perforraamanalysis of our detection

mechanism based on simulation. We still use nsi@vestigate the performance of the

proposed approaches.

Our simulation is based on a 1500 by 300 metetamgte space. 50 nodes move from a
random starting position to a random destinatiothvwa random speed uniformly

distributed between 0 to 20 m/sec. The pause smnsetito 600 seconds.

The channel capacity of mobile hosts is set tostmae value: 2 Mbps. We assume all
nodes have the same transmission range of 250sratdre beginning of the simulation.
Their transmission ranges afterwards depend om thgiaining battery levellwo-ray

ground reflection modes$ used as the channel model.

5.3.1. Performance analysis on use of Shannon-Hartley theem and evaluation on

interference estimation

We evaluate our interference estimation algorithyn shmulation. To evaluate the
algorithm separately from the Shannon-Hartley tegrwe remove the use of Shannon-
Hartley in the algorithm. Instead, we use the me@rference value in the algorithm to

replace the “interference measurement” with Shasttanley theorem.
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Figure 25. Average estimated capacity (real capacity: 2Mbps)

In our simulation, we set the real bandwidth as @M@he simulation results are shown
in Figure 25. We found that with increase of theked rate, the estimated capacity is
closer to the real capacity value. That is, theuery increases when the data packet

rate increases. This may be caused by decreag®l-80-noise value in the theorem.

lestimated- real

, where
real

We calculate the accuracy of the interference ediom ad -

“estimatet denotes “estimated interference value” anekf’ denotes “real interference

value”. The simulation results are demonstrateéigure 26.

We can see from Figure 26 that the accuracy oéstienation algorithm decreases with
increase of the data packet rate. This may resui the fact that the deviation of the

interference or noise strength increases whendiffectload increases in the network.
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Figure 26. Accuracy of the interference estimation algorithm

5.3.2. Performance evaluation on the intrusion detection mchanism

We simulate DoQoS and QoS attacks in separate rsggngor any given scenario, we
run the simulation for 40 minutes to get the d&iar. the first 250 seconds, each node
collects the data of interference power every 256orsng 1000 time slot3/N=1000) to
calculate the initial value of process noise bydfeg the data into formulae (6) and (7).

Then we use the remaining time to simulate thels$tand to test our approaches.

At the beginning of the simulation, we randomlylkpé&cnode as the malicious node, who
continuously sends packets regardless of legalidr&iom other nodes. During the

simulation, we also randomly select a node in tltacker's neighborhood as the
receiving node, whose receiving will be affectedthg attacker’'s malicious behaviors.
Then the receiving node will conduct the detectMfinen the attacker or the receiving
node moves out of the neighborhood, new receivodgerwill be randomly selected. The
packet rate of the malicious node is always theesasrthe packet rate of the legal flow.
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Because thermal noises are not simulated in thalaior (i.e.t= 0), we use the value
of the adjustment factor for QoS attack detechpas the QoS attack detection threshold,
and sef\; as the minimum signal interference that has be#eated during the first 250
seconds from calculation of the initial processspoi

/]1 - j:LT.!gooo(aj )

We set the second security factor as zeroA,& 0.

We use the following two metrics to evaluate thdgrenance of the intrusion detection

mechanism:

Detection rate It is defined as the proportion of the numberecralarms of malicious

attacks to the total number of alarms that shoaldelported.

Figure 27 demonstrated the detection rates for [B&u QoS attacks respectively.

From Figure 25, Figure 26 and Figure 27 (a), weeblss that the detection rate of
DoQoS is significantly affected by the interfererestimation algorithm. The detection
rate does not fit the trend of the accuracy inuaton with Shannon-Hartley theorem.
The reason may be that the interference is estdnadsed on the values that are also
calculated with the Shannon-Hartley theorem andetbee the accuracy of the

calculation is not reflected in the detection.
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DoQoS Detection Rate
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Figure 27. Detection rate for DoQoS and QoS attacks

False positive rate It is defined as the percentage of decisions hiclwv benign
behaviors are flagged as anomalous. We evaluate rtatrics by simulating the

environment where there does not exist any malicimde.
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Figure 28. False positive rate for DoQoS attack detection

Figure 28 demonstrates the false positive rateDfm@oS attack detection. The false
positive rates for QoS attack detection are alvieysw 0.22%.

5.4. Conclusion

MANETSs are vulnerable to QoS and DoQoS attackstduie characteristics of open
shared medium and network topology change. In ¢h&pter, we propose a security

mechanism to detect intrusions on bandwidth resiervan MANETS.
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6. CONCLUSION AND FUTURE WORK

MANETSs are characterized by the absence of fixé@structure, rapid topology change
and high node mobility. These characteristics ilptvemendous difficulty on design
and implementation of security mechanisms thatigesecurity protection or intrusion

detection.

Security is a critical issue and offers serioudlehges in QoS provisioning in wireless
ad hoc networks. Without protection from securitgamanisms, a QoS system is
vulnerable to various malicious attacks. Yet theritle work published in this area up

to date.

This research has filled in this blank via provglgecurity mechanisms that can prevent
MANET QoS mechanisms from being tampered by malgicadversaries. The
approaches such as intrusion prevention and iomudetection have been applied to

guarantee an advanced security level.

6.1. Contributions

In this dissertation, we have addressed securstyess for QoS systems in Mobile Ad
Hoc Networks. We have designed a secure QoS systpnevent from or detect various
malicious attacks from different aspects. The sgcunechanisms we designed can be
utilized to preserve protected information and reekwesources, therefore can protect

QoS from being tampered with by adversaries.

The major contributions of this research include:
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6.1.1. A lightweight authentication protocol for MANETS

We have proposed a lightweight authentication maitathat can effectively and
efficiently provide security properties such as heuaticity and integrity for
communicating neighbor nodes in MANETSs. The protatizes one-way hash chains
to compute authentication keys, which not only @lmtes the high performance
overhead imposed by asymmetric cryptography (sucluigital signatures), but also
avoids the difficulty of key management introdudsdsecret paired symmetric key. The
protocol also used delayed key disclosure to pregemalicious entity from forging
packets with Message Authentication Codes (MACshan already released key. The
authentication protocol is lightweight, scalabledatolerant of packet loss. The
performance analysis showed that the protocol swéow overhead penalty and also
achieves a tradeoff between security and performanc

6.1.2. Security in QoS models and signaling systems for MAETSs

In this dissertation, we analyzed the vulnerak#sitand types of security violations for
MANET QoS models, which include IntServ model, Bdfv model and the Flexible
QoS Model for MANETs (FQMM). The analysis demonttth that DiffServ and
FQMM are vulnerable to attacks such as theft anpletien of network resources.
Compared to the DiffServ model, the IntServ apphodaes not have the security risks
mentioned above because it is based on flows rdki@er on aggregated traffic as in
DiffServ and FQMM. However, IntServ model requiesignaling system to achieve
QoS provision along a data path. Without protectbrcertain security mechanisms, a
QoS signaling system can still become the targetalicious attacks.

In order to detect and prevent from misbehaviorQm® signaling systems, we have
proposed a Secure Mechanism for QoS Signaling rsyste MANETSs. In this
dissertation, we have proposed a security mechafsmMANET QoS signaling

systems. The mechanism is able to efficiently debetusions on QoS parameters
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transmitted over a path in the absence of adjaceliding nodes. The simulation
results have demonstrated that the proposed syathiieved good performance with

fairly high detection rate and low delay penalty.

6.1.3. Intrusion detection for bandwidth reservation in MANETS

In the traditional Internet, if the violation onrmwidth reservation exceeds a predefined
threshold, we can conclude that an intrusion hapéred. In MANETS, however, due
to the characteristic of high node mobility and ndaéic capacity change on
communication links, a node can only promise notiébberately oversubscribe itself
and not to intentionally prevent the resources froeing available. QoS cannot be
guaranteed and a break of QoS promise can resuit malicious attacks as well as
radio interference from the nodes who just “wandérato the neighborhood unaware
of the reservation. Moreover, communication linkSMANETs are open medium and
therefore subject to radio interference. Detectbimtrusion on bandwidth reservation

needs to distinguish these cases and apparemiby sstrivial task.

We designed an algorithm to detect both DoS attésksed by malicious nodes in the
neighborhood to disrupt the service), and QoS lttdssued by relay node on the path
to disrupt the service or to steal the bandwidBinulation and performance evaluation

of the algorithm are also demonstrated.

6.2. Future Work

At this point, we have focused on intrusion detactfior bandwidth reservation. Besides
bandwidth, an adversary can also target other Quali Service parameters (such as
delayandijitter), which will also cause violation of reserved Q&$the future, we will

design security techniques to thwart this typettscks. The technique to detect service

violation on delay or jitter may require an upsireaode selectively promiscuously
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listen to the downstream nodes and monitor whetreidownstream node is providing

promised QoS.

In the design of the lightweight authenticationtpool, we usedlelayed key disclosure
to prevent malicious entities from forging packeith Message Authentication Codes
using an already released key. The impact of tHaydd key disclosure on the
authentication will be analyzed in the future. tidaion, an algorithm to determine the

value of key disclosure delay is also worth furtimmestigation.

Our future research direction also includes thel@mentation of the secure QoS system
that we have proposed in a real mobile ad hoc m&tand to evaluate its performance

in the real world.
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APPENDIX A

The simulation model for the authentication protat@at we presented in Chapter Il

and the data we obtained in the simulation arerdestin this appendix.

The routing protocol we used in our simulation ®BYV. The Medium Access Control
(MAC) protocol is IEEE 802.11 and the Transportatiayer protocol is User Datagram
Protocol (UDP), which are both available as a parthe simulator. The size of data
packets is 512 bytes the traffic sources are ConsiRate (CBR). We assume all the
nodes have the same initial transmission rang&02eters.

In our simulation, all traffic is generated anck thtatistical data are collected after a
warm-up time of 100 seconds in order to allow tlwork to finish initialization
process.

The data for our simulation are shown in Table tkiwbugh A-6.

Table A-1 shows the data that we use to genergtad-6, which presents the resent rate
of the KEYUPDATE messages.

Table A-1. Data for “resent rate of KEYUPDATE messages”

Packet rate | Resent Percentage Deviation (%)
(pkt/sec) (%)
2 2.29619 0.40325
4 2.88991 0.4218
6 3.05035 0.71746
8 3.19447 0.72237
10 3.41463 0.75306

Table A-2 shows the data that we use to generaerd-i7 (a) , which presents the
average hop-by-hop delay in the scenario of 9 nd@eenario 1 described in the
chapter).



Table A-2. Data for “average hop-by-hop delay: scenario of 9 nodes”

Packet rate Average hop-by-hop
(pkt/sec) delay (sec) deviation
2 0.006028 1.25E-06
6 0.006958 7.05E-06
4 0.007004 7.55E-06
8 0.007704 1.38E-05
10 0.008237 2.20E-05

Table A-3 shows the data that we use to genergeardi7 (b), which presents the
average hop-by-hop delay in the scenario of 50 sid@eenario 2 described in the

chapter).

Table A-3. Data for “average hop-by-hop delay: scenario of 50 nodes”

Packet rate | Average hop-by-hop
(pkt/sec) delay (sec) deviation
2 0.028315 0.005089
6 0.18477 0.167415
4 0.32784 0.300454
8 0.364751 0.334491
10 0.373874 0.364128

Table A-4 shows the data that we use to generagerd-i8, which presents the
percentage of packets arriving safely.

Table A-5 shows the data that we use to generaerd-i9 (a), which presents the

average dropped packet rate, with a cache of lkefmsize.

Table A-6 shows the data that we use to generajardi9 (b), which presents the

average dropped packet rate, with a cache of 32epasize.



Table A-4. Data for “Percentage of packets arriving safely”

Packet rate
Key
disclosure
delay (sec) 2 pkt/sec 4 pkt/sec 6 pkt/sec 8 pkt/sec | 10 pkt/sec
0.2 98.6113 73.4077 61.5724 55.4833 55.9702
0.4 99.5772 85.454 75.0691 68.2309 68.7154
0.6 99.8411 91.1112 82.4131 75.8788 76.2754
0.8 99.9129 93.9528 86.7979 81.6012 81.7163
1 99.9462 95.5906 89.8889 85.3947 85.5514
1.2 99.9744 96.6865 92.1106 88.3968 88.3224
1.4 99.9949 97.3764 93.7613 90.6632 90.4576
1.6 100 97.9003 94.9893 92.406 92.2446
1.8 100 98.3402 95.9775 93.7332 93.7527
2.0 100 98.6862 96.737 94.8168 94.8451
2.2 100 98.9062 97.4068 95.6151 95.6622
2.4 100 99.0601 97.8954 96.25 96.2804
2.6 100 99.1741 98.2395 96.7787 96.8417
2.8 100 99.2861 98.4975 97.2031 97.2449
3.0 100 99.4001 98.686 97.6188 97.6517

Table A-5. Data for “average dropped packet rate, cache size: 16 pkt”

Disclosure delay
3 sec 2 sec
Packet rate (%) (%)
(pkt/sec)
37.8599 6.7898
4 53.2993 29.9489
6 56.6632 34.9948
8 58.1664 37.2497
10 59.4185 39.1278

Table A-6. Data for “average dropped packet rate, cache size: 32 pkt”

Disclosure delay
3 sec 2 sec
Packel o) o)
2 0 0
4 6.5985 0
6 13.3263 0
8 16.3329 0
10 18.8371 0
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APPENDIX B

The data for the signaling security mechanism thatpresented in Chapter IV are

described in this appendix.
We use the same simulation model that is used apt@h Ill and described in Appendix
A. We added a delay field to the AODV model to diane the part of the QoS AODV

protocol that is related to the performance evaunabn our mechanism.

Table B-1 shows the data that we use to genergted-iL6, which presents the average
RREQ hop-by-hop delay.

Table B-1. Data for “average RREQ hop-by-hop delay”

Number of | AODV with delay | Deviation Security Deviation

connections field (ms) (ms) QoS (ms) (ms)
10 9.023 0.98442 0.981 0.87649
20 10.001 0.98736 11.639 0.93208
30 11.475 0.98609 12.719 0.98214

Table B-2 shows the data that we use to generaperd=-il7 (a), with 50 nodes, 20

maximum connections and packet rate of 4 pkt/sec.

Table B-2. Data for “Intrusion detection rate for QoS Signaling sysm, 50-20-4"

Pause time Basic . Enhanced .
deviation deviation
(sec) scheme scheme
200 0.764 0.054 0.933 0.004
400 0.837 0.049 0.975 0.001
600 0.841 0.049 0.985 0.001

Table B-3 shows the data that we use to generaperd-il7 (b), with 50 nodes, 20

maximum connections and 600 seconds of pause time.
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Table B-3. Data for “Intrusion detection rate for QoS Signaling sysm, 50-600-20"

Packet rate . . Enhanced .
Basic scheme deviation deviation
(pkt/sec) scheme
4 0.841 0.032 0.985 0.014
8 0.804 0.0318 0.945 0.026
10 0.781 0.0455 0.944 0.011
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APPENDIX C

The simulation model and parameters we used in t€h&jpis summarized in Table C-1.

Table C-1. Simulation setup and parameters for bandwidth reservatin intrusion detection

Area 1500x300(r)
Propagation model Two-ray ground reflection model
MAC protocol IEEE802.11 with modification
Routing protocol AODV
Initial Transmission range 250m
Node max speed 20m/s
Node pause time 60sec
Traffic type UDP
Estimation initialization W=1000, dt = 250ms
Security factors A= min (o)), 4,=0
j=1,2,...,1000
Misbehavior (DoQoS) sends packets regardlesssefvation
Misbehavior (QoS) Leaves the bandwidth unused

The IEEE 802.11 protocol was modified to simulaaedwidth reservation. We make all
the neighbors of the transmitting node and recgiviode to keep silent during the
simulation time, except for the attacker.

The two-ray ground reflection model is used to mtethe received power based on the
transmitted power and the distance of two nodes. mhdel is implemented in the ns-2

simulator. The model uses Friss-space attenuat%zq at near distances and an

approximation to Two ray Ground}@) at far distances. The approximation assumes

reflection off a flat ground plane. In the model,ceoss-over distance; is first
calculated:

r. = (4rhh,)/ A
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whereh; andh, are the heights of the transmission and receitenaas respectively, and

A is the wavelength.

Then ifr <r¢, the received power is:

Pr(r):—lzze‘?'/l2
(4m)°d°L

If r <rc, the received power at distances:

PGG i h?
P(r)=— £
(1) L

where P; is the transmitted signal poweG; and G, are the antenna gains of the
transmitter and the receiver respectively(L > 1) is the system loss. We use all the

default values in ns-2G; =G, = 1,hy=h, = 1.5 (m), L =11 = 0.32823.

Table C-2 shows the data that we use to genergted=25, which presents the average

estimated capacity with Shannon-Hartley theorene. fBal capacity is 2Mbps.

Table C-2. Data for “average estimated capacity using Shannon-Hartley thear&

Packet rate Estimated deviation
(pkt/sec) | capacity(Mbps)
1 6.102 2.215
2 5.754 2.109
3 5.672 2.183
4 5.003 2.276
5 5.075 2.602
6 4.088 3.022
7 3.826 3.199
8 3.251 3.074
9 3.254 2.855

Table C-3 shows the data that we use to generajerd-i26, which presents the

Accuracy of the interference estimation algorithm.
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Table C-3. Data for “accuracy of interference estimation algorithm”

Packet rate Accuracy deviation
(pkt/sec)

1 0.9401 0.024
2 0.9328 0.02466
3 0.9244 0.03014
4 0.9267 0.03227
5 0.8971 0.06148
6 0.8863 0.07573
7 0.88 0.07679
8 0.8494 0.10942
9 0.8403 0.11305

Table C-4 shows the data that we use to genergied-i27 (a), which presents the

detection rate for our detection on DoQoS attacks.

Table C-4. Data for “detection rate of DoQoS attacks”

Packet rate Detection deviation
(pkt/sec) rate
1 0.82647 0.07443
2 0.81949 0.07091
3 0.81386 0.07325
4 0.81176 0.07267
5 0.79733 0.08001
6 0.79721 0.07748
7 0.79705 0.07202
8 0.77867 0.06959
9 0.76029 0.06783

Table C-5 shows the data that we use to genergied=27 (b), which presents the

detection rate for the detection on QoS attacks.
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Table C-5. Data for “detection rate of QoS attacks”

Packet rate Detection deviation
(pkt/sec) rate
1 0.73213 0.023
2 0.7359 0.0281
3 0.73001 0.0296
4 0.72624 0.0303
5 0.72118 0.0299
6 0.72127 0.0336
7 0.69465 0.0439
8 0.68597 0.0586
9 0.66209 0.0607

Table C-6 shows the data that we use to genergtad-28, which presents the false

positive rate of detection on DoQoS attacks.

Table C-6. Data for “false positive rate of detection on DoQoS attacks

Packet rate | False positive Deviati
(pkt/sec) rate eviation
1 0.26031 0.0177
2 0.25995 0.0152
3 0.25967 0.0168
4 0.24654 0.017
5 0.24603 0.0168
6 0.24607 0.0154
7 0.24062 0.0159
8 0.22587 0.0157
9 0.22355 0.0146
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