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ABSTRACT

This work utilizes toric varieties for solving systems of equations. In particular, it includes two

numerical homotopy continuation algorithms for numerically solving systems of equations. The

first algorithm, the Cox homotopy, solves a system of equations on a compact toric variety. The

Cox homotopy tracks points in the total coordinate space of the toric variety and can be viewed as a

homogeneous version of the polyhedral homotopy of Huber and Sturmfels. The second algorithm,

the Khovanskii homotopy, solves a system of equations on a variety in the presence of a finite

Khovanskii basis. This homotopy takes advantage of Anderson’s flat degeneration to a toric variety.

The Khovanskii homotopy utilizes the Newton-Okounkov body of the system, whose normalized

volume gives a bound on the number of solutions to the system. Both homotopy algorithms provide

the computational advantage of tracking paths in a compact space while also minimizing the total

number of paths tracked. The Khovanskii homotopy is optimal with respect to the number of paths

tracked, and the Cox homotopy is optimal when the system is Bernstein-general.
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1. INTRODUCTION

Polynomial systems appear throughout mathematics and its applications. Consequently, given

a collection of polynomials F = {f1, . . . , fr} ⊂ C[x1, . . . , xn], a longstanding topic of research in

algebraic geometry is finding the solutions of the system F . Explicitly, this translates to finding all

points (p1, . . . , pn) ∈ Cn such that fi(p1, . . . , pn) = 0 for all i = 1, . . . , r. The set of all solutions

of the system F = 0 is sometimes also called the roots, zeros, or variety of the system F . These

terms are used interchangeably, with “solutions" and “variety" among the most common here.

Due to their nonlinearity, solving polynomial systems is challenging and can be computation-

ally expensive. To help with these computations, a new research area emerged in the late 20th

century called numerical algebraic geometry. This area of research uses computational techniques

from numerical analysis to estimate solutions of polynomial systems. The main tool in numerical

algebraic geometry is homotopy continuation, which numerically tracks paths that interpolate be-

tween the solutions of an already-solved system and the solutions of the system of interest. While

homotopy continuation is extremely advantageous for providing solutions of systems accurately

and quickly, there can be significant computational waste when the algebraic structure of the poly-

nomials is ignored.

Indeed, the algebraic structure of the polynomials influences their solution sets. Such algebraic

structure can lead to classes of polynomial systems and classes of the varieties that they define.

One well-studied class of varieties consists of toric varieties. Their relative simplicity makes them

ideal for examples, applications, and algorithms. This work investigates the use of toric varieties

in homotopy algorithms for solving polynomial systems.

In particular, this work provides two homotopy continuation algorithms in which toric varieties

play a crucial role. By leveraging the structure and advantages of toric varieties, these homotopy

continuation algorithms are able to significantly reduce, and in some cases eliminate, any com-

putational waste found in more traditional homotopy algorithms. The new homotopy algorithms

developed in this dissertation are the Cox homotopy, which is found in Chapter 10, and the Kho-
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vanskii homotopy, which is found in Chapter 11.

Chapters 2 – 9 provide the necessary background for these two homotopy continuation algo-

rithms. Specifically, Chapters 2 – 7 provide various background material in algebraic geometry,

commutative algebra, and surrounding topics, including toric varieties in Chapter 5 and the alge-

braic structure of systems in Chapter 6. Chapters 8 – 9 provide background on numerical algebraic

geometry, including homotopy continuation in Chapter 9.
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2. VARIETIES

Varieties, the zero sets of polynomial systems, are fundamental to algebraic geometry. This

chapter contains the notions of varieties necessary for this work. For a more detailed introductory

treatment, see [1].

2.1 Affine varieties

The standard notation C[x1, . . . , xn] denotes the space of all polynomials in the variables

x1, . . . , xn with complex coefficients. For a set of polynomials F ⊂ C[x1, . . . , xn], the affine

variety of F , denoted V(F ), is the set of all points (p1, . . . , pn) ∈ Cn where all polynomials in F

vanish. Specifically,

V(F ) := {(p1, . . . , pn) ∈ Cn | f(p1, . . . , pn) = 0 for all f ∈ F} ⊂ Cn. (2.1)

For example, the affine variety of the polynomial 0 ∈ C[x1, . . . , xn] is all of Cn. A set of points

X ⊂ Cn is an affine variety provided there exists a set of polynomials which vanish at exactly those

points. Such polynomials are referred to as defining polynomials for X . Given that Cn is already

an affine variety itself, X is a subvariety of Cn. The real part of various examples of subvarieties

of C2 are given in the following Figure 2.1. A variety X is said to be irreducible if there are no

subvarieties ∅ 6= X1, X2 ( X such that X = X1 ∪X2.

One may note that defining polynomials for a variety X need not be unique. For instance, the

point (a, b) ∈ C2 is defined by the system {x−a, y−b}, and also by the system {x+y−a−b, y−b}.

Furthermore, one may consider all polynomials vanishing on a given set of points. Indeed, the

collection of all polynomials vanishing on a set of points Z is called the ideal of Z, denoted I(Z):

I(Z) := {f ∈ C[x1, . . . , xn] | f(p) = 0 for all p ∈ Z ⊂ Cn}. (2.2)

This is indeed an ideal as for any f, g ∈ I(Z), h ∈ C[x1, . . . , xn], and p ∈ Z, (f + g)(p) =
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(a) V(y − x− 1) is a line. (b) V(0) is all of C2.

(c) V(x2 + y2 − 1) is the unit circle centered at
the origin

(0, 1)

(1, 0)

(d) V(x2 + y2 − 1, (x− 1)2 + (y − 1)2 − 1) is
the two intersection points of two unit circles.

Figure 2.1: Real part of subvarieties of C2.

f(p) + g(p) = 0 and (fh)(p) = f(p)h(p) = 0 since f(p) = 0. Similar to a polynomial system,

the set of points where all polynomials in an ideal I vanish is the variety of I:

V(I) := {p ∈ Cn | f(p) = 0 for all f ∈ I} ⊂ Cn. (2.3)

Algebraic geometry earns its name from the dictionary between algebra (polynomial ideals) and

the geometry (varieties) they define. The following two lemmas establish part of this dictionary.

Consider I as a function from varieties in Cn to ideals in C[x1, . . . , xn] and V as a function from

ideals in C[x1, . . . , xn] to varieties in Cn.

Lemma 2.1.1. The functions I and V are inclusion-reversing. That is,

1. for varieties X ⊂ Y ⊂ Cn, I(Y ) ⊂ I(X), and

2. for ideals I ⊂ J ⊂ C[x1, . . . , xn], V(J) ⊂ V(I).
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Lemma 2.1.2. Let X ⊂ Cn be a variety and I ⊂ C[x1, . . . , xn] an ideal. Then

1. V(I(X)) = X , and

2. I ⊆ I(V(I)).

This dictionary is necessary for defining a certain topology on X , called the Zariski topol-

ogy. In this topology, all subvarieties of a variety X ⊂ Cn are designated as closed. To show

that the Zariski topology is indeed a topology, one might use the Hilbert Basis Theorem (see

Proposition 2.1.3), which establishes that any ideal in C[x1, . . . , xn] is finitely generated. An

ideal I ⊂ C[x1, . . . , xn] is finitely generated if there is a finite set of polynomials {f1, . . . , fr} ⊂

C[x1, . . . , xn] such that the ideal generated by {f1, . . . , fr}, denoted 〈f1, . . . , fr〉, is equal to I .

Proposition 2.1.3 (Hilbert Basis Theorem [1]). An ideal I ⊂ C[x1, . . . , xn] is finitely generated.

That is, for some r ∈ N, there exist f1, . . . , fr ∈ C[x1, . . . , xn] such that I = 〈f1, . . . , fr〉.

Lemma 2.1.4. Given a variety X in Cn,

1. X and ∅ are closed,

2.
⋂
i∈I Xi is closed, where Xi ⊂ X is a subvariety of X for all i ∈ I , and

3. X1 ∪X2 is closed, where X1, X2 ⊂ X are subvarieties of X .

Proof. Let F be the set of defining polynomials for X . Then V(1) = ∅ ⊂ X and V(F ) = X ⊂ X ,

which shows that both X and ∅ are closed. Next consider
⋂
i∈I Xi. First note that

⋂
i∈I Xi ⊂ X

as each Xi ⊂ X . Furthermore, I(
⋂
i∈I Xi) = 〈g1, . . . , gs〉 ⊂ C[x1, . . . , xn] for some s ∈ N by

Proposition 2.1.3. Thus V(g1, . . . , gs) =
⋂
i∈I Xi, which shows that

⋂
i∈I Xi is closed. Finally

consider X1 ∪ X2 where X1, X2 ⊂ X are any subvarieties of X . As subvarieties, X1 and X2

are each defined by a finite set of polynomials, say h1, . . . , hr and g1, . . . , gs, respectively. As

X1, X2 ⊂ X , the set X1 ∪X2 is contained in X , and V({higj | i = 1, . . . , r and j = 1, . . . , s}) =

X1 ∪X2.
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Fundamental to algebraic geometry is the notion that the functions defined on a variety capture

much of the information of that variety. Given a variety X ⊂ Cn, a polynomial in C[x1, . . . , xn]

but restricted to X is a regular function on X . By definition, if f ∈ I(X), then f(x) = 0 for

all x ∈ X . Consequently, two polynomials f, g on X are equal on X , i.e. f(x) = g(x) for all

x ∈ X , if and only if f − g ∈ I(X). Thus, the set of all regular functions on a variety X is the

ring C[x1, . . . , xn]/I(X). This ring is called the coordinate ring of X .

If X is an irreducible variety, then I(X) is prime. Consequently, its coordinate ring C[X] =

C[x1, . . . , xn]/I(X) is an integral domain. The corresponding field of fractions of C[X] is the

function field or field of rational functions of X , denoted by C(X).

2.2 Projective varieties

Complex projective space may be defined using the following equivalence relation. Two com-

plex tuples (p0, . . . , pn) and (q0, . . . , qn) are equivalent, denoted (p0, . . . , pn) ∼ (q0, . . . , qn), if

there exists some nonzero c ∈ C such that (p0, . . . , pn) = c(q0, . . . , qn). Then n-dimensional

complex projective space, denoted by Pn, is given by:

Pn = (Cn+1 \ {0})/ ∼ . (2.4)

Equivalence classes in Cn, i.e. points in Pn, are denoted with square brackets, i.e . [p0 : · · · : pn].

Polynomials are not well-defined as functions on projective space. In particular, for any non-

constant polynomial f and point p = [p0 : · · · : pn] ∈ Pn, f(p0, . . . , pn) 6= f(cp0, . . . , cpn). Zero

sets of homogeneous polynomials are, however, well-defined. A polynomial is homogeneous of

degree m if every nonzero term has the same degree m. That is, a polynomial f =
∑

α cαx
α is

m-homogeneous for some positive integer m if
∑n

i=0 αi = m for all cα 6= 0. Supposing f is

m-homogeneous, f(p) = 0, and c 6= 0, then f(p) = cmf(p) = f(cp), demonstrating that zero sets

are well-defined. Homogeneous polynomials define projective varieties. A projective variety is

always defined by a homogeneous ideals, which are ideals that can be generated by homogeneous

polynomials. This concept of homogeneity generalizes beyond polynomials whose terms all have
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the same degree. Such generalizations can be seen in the definition of weighted projective space

(see Example 2.2.1) and the Cox construction (see Section 10.2.2).

Example 2.2.1 (Weighted projective space). One way to view Pn is as a copy of Cn+1 where non-

zero points on a line through the origin are identified. Weighted projective space generalizes this

notion from lines to curves. That is, let 0 6= w ∈ Nn+1 be a vector of positive integers where

gcd(w0, . . . , wn) = 1. Then (p0, . . . , pn) ∼w (q0, . . . , qn) if there exists some nonzero c ∈ C such

that (p0, . . . , pn) = (cw0q0, . . . , c
wnqn). The complex weighted projective space with respect to

weight w is

Pnw := (Cn+1 \ {0})/ ∼w . (2.5)

Note that Pnw = Pn when w = 1 = (1, . . . , 1).

Weighted homogeneous polynomials define varieties in Pnw. A polynomial f =
∑

α cαx
α is w-

homogeneous for some w ∈ Nn+1 if α · w is constant for all cα 6= 0. This and other constructions

of weighted projective space are found in Section 11.4. 4

2.3 Properties of varieties

As demonstrated in Figure 2.1, varieties take on any number of shapes and sizes. Two essential

characteristics of varieties are their dimension and degree.

2.3.1 Dimension

Let Z be an n-dimensional space, either Pn or Cn, and suppose X ⊂ Z is an irreducible

variety. The dimension of X , dimX , is the length d of the longest chain of strictly decreasing

subvarieties of X , i.e. X ) X1 ) · · · ) Xd ) ∅ where each Xi ⊂ X is an irreducible subvariety

of X . If a variety is reducible, its dimension is the maximum of the dimensions of its irreducible

components. GivenX is a subset of Z, the codimension ofX , codimZ X , is n−d. The subscript Z

is dropped when the ambient space Z is clear. Varieties Y and X have complementary dimension

if dimY = codimX . A zero-dimensional variety is a finite set of points. The intersection of a

variety X with a general linear subspace of complementary dimension is a linear section of X .
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2.3.2 Degree

Let X be a variety and let L be the set of linear subspaces of complementary dimension to X

such that X ∩ L is finite. The degree of a variety X , denoted degX , is the maximum number of

points in a linear section of X . That is, degX = maxL∈L |X ∩ L|.

8



3. COMPUTATIONAL ALGEBRAIC GEOMETRY

Computational algebraic geometry provides an algorithmic approach for solving polynomial

systems, representing algebraic objects, and performing operations. The theory of Gröbner bases

enables computation for ideals of polynomial rings. The theory of SAGBI and Khovanskii bases

enables computation, though more limited, for subalgebras. Throughout this chapter, polynomial

rings will be over the complex numbers, though as few complex numbers can be exactly repre-

sented on a computer, frequently in practice one will restrict to polynomial rings over the rational

numbers for computer computations.

3.1 Monomial orders

The standard division algorithm for univariate polynomials relies on the natural ordering of the

terms by degree. In order to have a division algorithm for multivariate polynomials, there likewise

needs to be a way to order multivariate monomials.

Monomials may be represented by their exponent vectors. That is, a monomial u ∈ C[x1, . . . , xn]

has the form u = xα1
1 x

α2
2 · · ·xαnn for nonnegative integers αi. The exponent vector of u is α =

(α1, . . . , αn) ∈ Nn, and one may abbreviate u = xα. Some applications consider exponent vectors

in Zn, in which case the corresponding monomial is a Laurent monomial.

Definition 3.1.1 (Monomial order). A monomial order ≤ on C[x1, . . . , xn] is a total order on the

monomials of C[x1, . . . , xn] such that:

1. 1 ≤ u for all monomials u ∈ C[x1, . . . , xn], and

2. if u < v and z is any monomial in C[x1, . . . , xn], then uz < vz.

There are infinitely many choices for monomial orders. Some of the more common orders are

given in Example 3.1.1.
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Example 3.1.1 (Monomial orders).

1. Lexicographic. xα < xβ if the left-most nonzero component of α− β is negative.

2. Graded reverse lexicographic. xα < xβ if either
∑n

i=1 αi <
∑n

i=1 βi, or
∑n

i=1 αi =
∑n

i=1 βi

and the right-most nonzero component of α− β is positive.

3. Weighted. Let< be any monomial order, and w ∈ Rn has nonnegative entries. The weighted

monomial order <w is given by: xα < xβ if α ·w < β ·w, or else α ·w = β ·w and xα < xβ ,

where · is the usual dot product and α ·w < β ·w is with respect to the usual ordering of R.

4

The vector w in the weighted monomial order is called a weight vector. A weight vector alone

defines a partial monomial order. Given a finite set of polynomials F and monomial order <, there

exists a weight vector w such that α ·w < β ·w for every pair of monomials xα < xβ appearing in

a polynomial of F [2]. Such a weight vector w is said to preserve < on F.

For any polynomial f ∈ C[x1, . . . , xn] and fixed monomial order <, the leading monomial of

f , in<(f), is the largest monomial of f with respect to<. The coefficient c of in<(f) is the leading

coefficient, and c in<(f) is the leading term. For an ideal I ⊂ C[x1, . . . , xn], the lead ideal of I is

the ideal generated by the leading monomials, i.e. in<(I) := 〈in<(f) | f ∈ I, f 6= 0〉.

3.2 Gröbner bases

A Gröbner basis for an ideal I ⊂ C[x1, . . . , xn] with respect to monomial order< is a sequence

g1, . . . , gm of elements in I such that in<(I) = (in<(g1), . . . , in<(gm)). Additionally, every Gröb-

ner basis for an ideal I will also generate I .

Proposition 3.2.1 (Macaulay’s Theorem, [3]). Let < be a monomial order on C[x1, . . . , xn] and

I ⊂ C[x1, . . . , xn] an ideal. Then the monomials in C[x1, . . . , xn] which do not belong to in<(I)

form a C-basis of C[x1, . . . , xn]/I .

The monomials in C[x1, . . . , xn] \ in<(I) are called the standard monomials. While there are

infinitely many monomial orders on C[x1, . . . , xn], given an ideal I there are only finitely many
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distinct lead ideals in<(I) [4, Proposition 2.7]. Monomial orders and Gröbner bases allow for

multivariate division with a unique remainder.

Proposition 3.2.2 ([3]). Fix a monomial order< on C[x1, . . . , xn] and let f, g1, . . . , gm ∈ C[x1, . . . , xn]

be nonzero polynomials. There exist polynomials q1, . . . , qm, r ∈ C[x1, . . . , xn] such that

1. f = q1g1 + · · ·+ qmgm + r,

2. no nonzero monomial in r is contained in 〈in<(g1), . . . , in<(gm)〉, and

3. in<(f) ≥ in<(qigi) for all i.

Furthermore, if {g1, . . . , gm} is a Gröbner basis for the ideal it generates, then the polynomial r

is unique.

The polynomial f in Proposition 3.2.2 is said to be divided by g1, . . . , gm, and r is a remainder

of f . A polynomial f reduces to 0 with respect to g1, . . . , gm if f has a remainder r = 0 when

divided by g1, . . . , gm. Given two polynomials f and g with respective leading coefficients c and

d, their S-polynomial is:

S(f, g) :=
lcm(in<(f), in<(g))

c in<(f)
f − lcm(in<(f), in<(g))

d in<(g)
g (3.1)

Using Proposition 3.2.2 and S-polynomials, Buchberger’s Criterion allows one to check whether

a set of ideal generators is indeed a Gröbner basis for that ideal:

Proposition 3.2.3 (Buchberger’s Criterion). Let < be a monomial order on C[x1, . . . , xn] and

I = 〈g1, . . . , gm〉 be an ideal in C[x1, . . . , xn] with gi 6= 0 for all i. The following are equivalent:

1. G = {g1, . . . , gm} is a Gröbner basis for I with respect to <.

2. S(gi, gj) reduces to 0 with respect to g1, . . . , gm for all i < j.

One may extend Buchberger’s Criterion to an algorithm for computing a Gröbner basis for an

ideal I given a set of generators G. Indeed, whenever an S-polynomial of the generators does
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not reduce to 0 with respect to G, the resulting remainder is added to the list of generators and

Buchberger’s Criterion is again checked. Each time a remainder is added to G, the corresponding

monomial ideal 〈in<(g) | g ∈ G〉 becomes strictly larger, thus creating a sequence of strictly

increasing monomial ideals. Such a chain must eventually stabilize (see [4, Proposition 1.12]),

which means that this process, known as Buchberger’s algorithm, will eventually terminate. Thus,

every ideal has a finite Gröbner basis, and one may compute a finite Gröbner basis from any set

of ideal generators via Buchberger’s algorithm. There are many mathematical software packages

which will compute Gröbner bases, one of which is Macaulay2 [5].

3.3 SAGBI bases

Gröbner bases enable computation with ideals, such as eliminating variables to solve systems,

computing the intersection of ideals, ideal quotients, ideal membership, and so on. SAGBI bases

seek to extend the utility of Gröbner bases to subalgebras. Let A = C[f1, . . . , fr] be a subalgebra

of C[x1, . . . , xn] with a monomial order<. The lead algebra ofAwith respect to<, denoted in<A,

is the C-vector space spanned by {in<(h) | h ∈ A}. A set of polynomials B ⊂ A is a SAGBI basis

for A if {in< b | b ∈ B} generates in<A as a C-algebra. Unlike Gröbner bases, finite SAGBI bases

do not necessarily exist, as demonstrated by Example 3.3.1. This is because the lead algebra in<A

may not be finitely generated. When in<A is not finitely generated, a finite SAGBI basis does not

exist.

Example 3.3.1. Some subalgebras do not have a finite SAGBI basis for any term order, others

have a finite SAGBI basis with respect to one term order but an infinite SAGBI basis with respect

to a different term order, and some subalgebras have a universal SAGBI basis.

• No finite SAGBI basis [6]. Consider the subalgebra A of polynomials in C[x1, x2, x3] which

are invariant under the cyclical action x1 7→ x2, x2 7→ x3, x3 7→ x1. This subalgebra has four

generators, i.e. A = C[x1+x2+x3, x1x2+x1x3+x2x3, x1x2x3, (x1−x2)(x1−x3)(x2−x3)].

As shown in [6], no matter the monomial order, the lead algebra in<A will not be finitely

generated.
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• Finite SAGBI basis conditional on < [7]. Consider the subalgebra A = C[x, xy − y2, xy2].

Whether or not A has a finite SAGBI basis depends upon the chosen monomial order, as

shown in [7]. When the monomial order on C[x, y] is the lexicographic order with x > y,

then in<A is not finitely generated. When the monomial order on C[x, y] is the lexicographic

order with y > x, then in<A is finitely generated and has finite SAGBI basis {x, y2 −

yx, yx2}.

• Universal SAGBI bases [7]. The elementary symmetric polynomials form a SAGBI basis

for the subalgebra they generate with respect to any term order, as shown in [7].

4

When finite SAGBI bases exist, they exhibit similar properties of Gröbner bases, including that

a SAGBI basis will necessarily generate A and there is a reduction property similar to multivariate

division, known as subduction.

Algorithm 3.3.1 (Subduction Algorithm [6]).

Input: A SAGBI basis B with respect to < for a subalgebra A ⊂ C[x1, . . . , xn], and a polynomial

f ∈ C[x1, . . . , xn].

Output: An expression of f as a polynomial in the elements of B, provided f ∈ A.

Steps:

While f is not a constant in C do:

1. Find b1, . . . , br in B, exponents i1, . . . , ir in N, and c ∈ C× = C \ {0} such that

in< f = c(in< b1)i1 · · · (in< br)ir (3.2)

2. If no such representation (3.2) exists, then output “f does not belong to A" and STOP.

3. Otherwise output p := c(b1)i1 · · · (br)ir , and replace f by f − p.

Output the constant f .
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A presentation of a subalgebra is useful for determining whether a set of subalgebra genera-

tors is a SAGBI basis. Given subalgebra generators B = {b1, . . . , br} ⊂ A ⊂ C[x1, . . . , xn], a

presentation of A is the kernel of the map

ϕB : C[z1, . . . , zr]→ A

zi 7→ bi.

Let IB denote kerϕB. Let A denote the lead terms of B. One can similarly define a map

ϕA : C[z1, . . . , zr]→ in<A

zi 7→ in<(bi).

The kernel of ϕA is a toric ideal, which is denoted by IA.

The ideal IA contains information about the lead ideal of IB. To make this relation between IA

and IB concrete, let A also denote the d× r matrix where the ith column is the exponent vector of

in<(bi), and choose a weight vector w such that w preserves < on B. ThenA>w is a weight vector

in Rr, and consequentially A>w defines a partial monomial order <A>w on C[z1, . . . , zr]. This

partial monomial order can be used to define leading terms of polynomials in IB. As A>w defines

a partial order, a polynomial in IB may have more than one leading term with respect to <A>w.

Specifically, if f ∈ IB, then inA>w(
∑

α∈supp(f) cαz
α) =

∑
γ∈Γ cγz

γ where Γ is all exponent vectors

in f which maximize the dot product withA>w. That is, Γ = argmaxα∈supp(f){α ·A>w | cα 6= 0}.

The following establishes a criterion for a set of subalgebra generators to be a SAGBI basis.

Proposition 3.3.2 ([6]). Using the notation in the proceeding paragraph, a set B ⊂ C[x1, . . . , xn]

is a SAGBI basis for the subalgebra generated by B if and only if inA>w(IB) = IA.

Remark 3.3.3 ([6]). For any B ⊂ C[x1, . . . , xn], inA>w(IB) ⊂ IA.

The following corollary allows for an algorithmic approach for generating SAGBI bases.
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Corollary 3.3.4 ([6]). Let p1, . . . , ps be generators for IB. Then B = {b1, . . . , br} is a SAGBI basis

for the subalgebra it generates if and only if Algorithm 3.3.1 reduces pi(b1, . . . , br) to a constant

for all i ∈ {1, . . . , s}.

While finite SAGBI bases may not exist, and the existence of a finite SAGBI basis for a given

subalgebra is generally not known, one may use Corollary 3.3.4 to create algorithms for computing

finite SAGBI bases, if they exist. One implementation is the SubalgebraBases package for

Macaulay2 [8, 5]. This implementation has a built-in termination limit that the user can change

in the case of large or infinite SAGBI bases.

3.4 Khovanskii bases

SAGBI bases were originally introduced independently by Kapur and Medlener in 1989 [9]

and Robbiano and Sweedler in 1990 [7]. They have since been generalized by the notion of Kho-

vanskii bases, which were introduced by Kaveh and Manon in 2016 [10]. The main difference

with Khovanskii bases is that Zd-valuations replace the monomial orders of SAGBI bases. This

adjustment gives the opportunity to consider subalgebras of algebras other than the polynomial

ring. This section will consider subalgebras of C(X), where X is a variety of dimension d. The

notation A× denotes A \ {0}, and, in particular, C(X)× := C(X) \ {0} is a multiplicative group.

Following [11], let � be a total ordering on Zd so that Zd is an ordered abelian group under

addition. A Zd-valuation on C(X) is a surjective group homomorphism ν : C(X)× → Zd such

that for all f, g ∈ C(X) and c ∈ C×,

ν(f + g) � min{ν(f), ν(g)} and ν(c) = 0.

By convention, ν(0) = ∞, ∞ � α, and α +∞ = ∞ for all α ∈ Zd. Since dimX = d, ν is a

surjection, and C is algebraically closed, one can conclude that if f, g ∈ C(X)× with ν(f) = ν(g),

then there is a unique c ∈ C× with ν(f−cg) � ν(f).

Example 3.4.1. Every monomial order < defines a valuation. In this case, ν : C[X]× → Zd and

for f ∈ C[X] with lead monomial in<(f) = cαx
α, the valuation of f is ν(f) = −α. 4
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The image of a subalgebra A under a Zd-valuation ν defines a monoid, often called the value

semigroup of A and denoted S(A, ν). A subset B ⊂ A is a Khovanskii basis for A with respect

to ν if the image of B under ν generates S(A, ν). As with SAGBI bases, some subalgebras may

not have a finite Khovanskii basis, or the existence of a finite Khovanskii basis may depend upon

the choice of valuation. Most notably, subalgebras may have a finite Khovanskii basis but no finite

SAGBI basis.

Example 3.4.2 (Finite Khovanskii basis for alternating group [10, Example 7.7]). Recall the sub-

algebra of invariants of the alternating group in Example 3.3.1 did not have a finite SAGBI basis

with respect to any term order. In contrast, there exist valuations such that the subalgebra gener-

ators, x1 + x2 + x3, x1x2 + x1x3 + x2x3, x1x2x3, (x1 − x2)(x1 − x3)(x2 − x3), do form a finite

Khovanskii basis for the subalgebra they generate. For details on such valuations, see Example 7.7

of [10]. 4

As finite Khovanskii bases may not exist, computing them is generally difficult. Kaveh and

Manon give a method to compute a finite Khovanskii basis for V with respect to a valuation ν [10,

Algorithm 2.18].
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4. POLYTOPES

Convex geometry plays an important role in describing toric varieties and bounds on the num-

ber of solutions to polynomial systems. This chapter describes the necessary background for un-

derstanding bounds such as the mixed-volume bound of Bernstein’s Theorem, as well as the basics

on describing toric varieties with cones and fans. A more detailed treatment of convex geometry

can be found in [12].

4.1 Polytopes

A subset S ⊂ Rn is convex if it contains every line segment between any two points in S. That

is, S is convex if {λp+ (1− λ)q | ∀p, q ∈ S and 0 ≤ λ ≤ 1} ⊂ S. The convex hull of S, denoted

conv(S), is the smallest convex set containing S. Figure 4.1 gives an example of the convex hull

of a finite set of points. A polytope is a convex set which is equal to the convex hull of a finite set

of points.

The dimension of a polytope P ⊂ Rn is the dimension of the smallest Euclidean space that

can contain P . More concretely, let

aff(P) := {λ1p1 + · · ·+ λrpr | pi ∈P, λi ∈ R, λ1 + · · ·+ λr = 1, and r ∈ N}

be the affine hull or affine span of P . Then dim(P) = dim(aff(P)) [12].

A subset Q ⊆ P is a face of P if there is a vector v ∈ Rn such that, for all q ∈ Q,

Figure 4.1: Convex hull of a finite set of points.
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q · v = minp∈P{p · v}, where · denotes the usual dot product. That is, Q = argminp∈P{p · v}. For

a given v, the face exposed by v is Pv = argminp∈P{p · v}. Faces of dimensions dim P − 1, 1,

and 0 are respectively facets, edges, and vertices of P . A vector v exposing a facet Pv is called

an inner normal of Pv.

Lemma 4.1.1 ([13, Proposition 2.3]). Given a polytope P ,

1. every face of P is a polytope, and

2. the nonempty intersection of two faces of P is also a face of P .

Given two polytopes P,Q ⊂ Rn, their Minkowski sum is the polytope P + Q = {p + q |

p ∈P and q ∈ Q}. Polytopes can also be scaled, that is for polytope P and λ ≥ 0, λP = {λp |

p ∈ P} is also a polytope [13]. A polytope P ⊂ Rn is normal if (kP) ∩ Zn + (lP) ∩ Zn =

(k + l)P ∩ Zn for all k, l ∈ N. The n-dimensional Euclidean volume of a polytope P ⊂ Rn

is denoted Voln(P). Given a collection of polytopes P1, . . . ,Pn in Rn and λ1, . . . , λn ≥ 0, the

function f(λ1, . . . , λn) = Voln(λ1P1 + · · ·+λnPn) is a homogeneous polynomial of degree n in

λ1, . . . , λn [12]. The coefficient of λ1 · · ·λn is called the mixed volume of P1, . . . ,Pn, denoted

MV(P1, . . . ,Pn).

4.2 Subdivisions

Subdivisions of polytopes especially play an important role in computing roots and root counts

for polynomial systems. The following definitions and notation are adapted from [14]. These

definitions can be technical, but are demonstrated visually in Example 4.2.1.

Suppose A• = (A(1), . . . ,A(r)) is a collection of finite subsets of Rn whose union affinely

spans Rn. A cell of A• is an r-tuple C• = (C(1), . . . , C(r)) such that each C(i) ⊂ A(i) is nonempty.

The concepts of convex hull, faces, and inner normals may be extended to cells. In particular, the

convex hull of a cell is the convex hull of the sum of its components: conv(C•) := conv(C(1)+· · ·+

C(r)). A face of C• is a subcell F = (F (1), . . . , F (r)) such that some linear functional λ ∈ (Rn)∨

attains its minimum over C(i) at F (i) for i = 1, . . . , r. Such a functional λ is an inner normal of
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F . Let |C•| := |C(1)| + · · · + |C(r)| denote the total number of points in C. A subdivision of A• is

defined as the following:

Definition 4.2.1. A subdivision of A• is a collection of cells S• = {C•1 , . . . , C•m} satisfying the

following:

1. dim(conv C•j ) = n for all C•j ,

2. conv(C•j1) ∩ conv(C•j2) is a face of both conv(C•j1) and conv(C•j2) for all C•j1 , C
•
j2

in S•,

3.
⋃r
j=1 conv(C•j ) = conv(A•).

A subdivision S• is a mixed subdivision if it additionally satisfies:

4.
∑r

i=1 dim C(i)
j = n for all cells C•j ∈ S•.

A subdivision S• is a fine mixed subdivision if S• satisfies the stronger condition:

5.
∑r

i=1(|C(i)
j | − 1) = n for all cells C•j ∈ S•.

These definitions are best viewed through an example.

Example 4.2.1 (Mixed subdivision). LetA• = (A(1),A(2)), whereA(1) = {(0, 0), (0, 1), (1, 0), (1, 1)}

and A(2) = {(0, 0), (1, 0), (0, 1)}. Consider the polytopes P1 = conv(A(1)), P2 = conv(A(2)),

and P = P1 + P2. One mixed subdivision for A• consists of the four cells

C•1 = ({(0, 0), (0, 1), (1, 0), (1, 1)}, {(0, 0)}),

C•2 = ({(0, 1), (1, 1)}, {(0, 0), (0, 1)}),

C•3 = ({(1, 0), (1, 1)}, {(0, 0), (1, 0)}),

C•4 = ({(1, 1)}, {(0, 0), (0, 1), (1, 0)}).

This gives a subdivision of P , which is depicted in Figure 4.2c. 4
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(a) Polytope P1. (b) Polytope P2.

C•1

C•2

C•3

C•4

(c) Subdivision of P1 + P2.

Figure 4.2: Mixed subdivision from Example 4.2.1.

One way to construct subdivisions of a collection of finite subsets A• of Zn is through func-

tions. Let Γ(i) : A(i) → R be a real-valued function for each i = 1, . . . , r. The r-tuple of

functions Γ• = (Γ(1), . . . ,Γ(r)) is called a lifting function on A•. The graph of A(i) under

Γ(i), Â(i) = {(a,Γ(i)(a)) ∈ Rn+1 | a ∈ A(i)}, is the lift of A(i). Extending the notation, let

Â• = (Â(1), . . . , Â(r)).

Now let SΓ• be the set of cells C• in A• such that the lift Ĉ• of C• under Γ• has the following

properties:

1. dim(conv Ĉ•) = n, and

2. Ĉ• is a face of Â• whose inner normals α ∈ Rn+1 have positive last coordinate.

The convex hull of the lifted cells Ĉ• satisfying the second condition belong to the lower hull of

conv(Â•). That is, for any cell C• ∈ SΓ• , conv Ĉ• is an n-dimensional face in the lower hull of

conv(Â•). The set SΓ• is a subdivision of A•, called the subdivision induced by Γ• [14, Lemma

2.6].

Example 4.2.2. The subdivision of Example 4.2.1 may be achieved through a lifting function. One
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function inducing this subdivision is Γ• = (Γ(1),Γ(2)), where

Γ(1)((0, 0)) = 0 Γ(2)((0, 0)) = 0

Γ(1)((0, 1)) = 0 Γ(2)((0, 1)) = 1

Γ(1)((1, 0)) = 0 Γ(2)((1, 0)) = 1

Γ(1)((1, 1)) = 0.

4

4.3 Cones

The following can be found in [15]. A convex cone is a set of points in Rn which is closed

under addition and nonnegative scalar multiplication. A convex cone is a convex set. Cones other

than {0} are not compact. Given a finite set of points S ⊂ Rn, the set S generates a convex

polyhedral cone, cone(S) := {
∑

u∈S λuu | λu ≥ 0}. Faces of cones may be defined similarly to

faces of polytopes. That is, τ is a face of a cone σ, denoted τ � σ, if there is a vector v ∈ Rn such

that τ = argmins∈σ{s · v}, where · is again the usual dot product. In particular, for such a v and τ ,

u · v = 0 for all u ∈ τ and v is said to expose the face τ .

Lemma 4.3.1 ([15]). Given a cone σ,

1. Every face of σ is a cone.

2. The intersection of two faces of σ is also a face of σ.

Like polytopes, the dimension of a cone σ ⊂ Rn is the dimension of the smallest linear sub-

space of Rn containing σ. Furthermore, faces of dimension dimσ − 1 and those of dimension

1 are called facets and edges of σ, respectively. A vector v exposing a facet τ ≺ σ is an inner

normal of τ . Given a facet τ of a full dimensional cone σ, τ⊥ is the collection of all vectors normal

to τ , i.e. τ⊥ := {m ∈ Rn | m · u = 0 for all u ∈ τ}. The dual cone of a cone σ ⊂ Rn is

σ∨ := {m ∈ Rn | m · u ≥ 0 for all u ∈ σ}.
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Proposition 4.3.2 ([15]). The inner normals of a cone σ generate the dual cone σ∨.

A cone σ is strongly convex if {0} is a face of σ. Equivalently, σ∩(−σ) = {0}, or dimσ∨ = n.

A cone is rational if it is generated by a finite set S ⊂ Zn. The intersection of any edge ρ of σ with

Zn forms a monoid with a unique monoid generator. This unique monoid generator, denoted by

uρ, generates the ray ρ and is called the minimal generator of ρ.

Lemma 4.3.3 ([15]). A strongly convex rational cone is generated by the minimal ray generators

of its edges.

A cone is simplicial if its minimal generators are linearly independent over R. For example, a

full dimensional cone σ ⊂ Rn is simplicial if the number of minimal generators of σ is n.

4.4 Fans

As will be seen in Chapter 5, cones and collections of cones are foundational for describing

normal toric varieties. A fan is a collection of cones with certain properties.

Definition 4.4.1 (Fan, [15]). A fan Σ ⊂ Rn is a finite collection of cones such that

1. every σ ∈ Σ is a strongly convex rational cone,

2. for all σ ∈ Σ, each face of σ is also in Σ, and

3. for all σ1, σ2 ∈ Σ, the intersection σ1 ∩ σ2 is a face of each.

Notationally, Σ(k) denotes the set of all k-dimensional cones in Σ. A fan Σ is simplicial if

every cone in Σ is simplicial. A fan is complete if the union of its cones is Rn.

One may associate a complete fan to any full dimensional polytope P ⊂ Rn [15]. Indeed,

suppose that P ⊂ Rn is a full dimensional lattice polytope. Recall that for each facet F ⊂ P ,

F = argminp∈P{p · uF}, where uF is an inner normal of F . Specifically, one can choose uF such

that it is the minimal generator of cone(uF ). As P is a lattice polytope, there is an integer aF such

that −aF = q · uF ≤ p · uF for all q ∈ F and p ∈P . Using this context, P has a representation

P = {p ∈ Rn | for all facets F of P,−aF ≤ p · uF}.
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The normal fan of P , ΣP , consists of all cones σQ where Q is a face of P and σQ = cone(uF |

Q ⊂ F ). Note that each ray in ΣP corresponds to a facet of P .

Alternatively, one may equivalently define ΣP by considering the vectors exposing a given face

of P . Specifically, each vector in Rn exposes exactly one face of P . Let ∼ be an equivalence

relation on the vectors in Rn such that v1 ∼ v2 if v1 and v2 expose the same face of P . The

closure of each equivalence class of ∼ will form polyhedral cones. The collection of all of these

polyhedral cones will also form the normal fan ΣP .

The following example gives a polytope with its corresponding normal fan ΣP .

(a) Polytope P . (b) Normal fan of P with black ray generators.

Figure 4.3: Polytope and its normal fan from Example 4.4.1.

Example 4.4.1 (Polytope with its normal fan). Given the polytope P = conv((0, 0), (1, 0), (0, 1)),

its normal fan is complete, with ray generators (1, 0), (0, 1), and (−1,−1). 4
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5. TORIC VARIETIES

Toric varieties appear naturally in algebraic geometry. Their combinatorial structure makes

them ideal for computation and for examples. The d-dimensional algebraic torus is the group

(C×)d := (C \ {0})d under the action of coordinate-wise multiplication. The d-dimensional al-

gebraic torus is often referred to as simply a torus. Traditionally, a toric variety is an irreducible

complex algebraic variety equipped with an action of a torus T such thatX contains an isomorphic

copy of T as an open dense orbit. There are several ways to construct toric varieties, including

from monomial maps, cones, fans, and polytopes. This chapter reviews the basic constructions of

toric varieties from maps and cones, and introduces the notation for toric varieties from fans and

polytopes. Readers are referred [15, 16] for greater details.

5.1 Toric varieties from monomial maps

One may construct toric varieties, affine or projective, as the closure of a monomial map. To

construct an affine toric variety from a monomial map, let A = {α1, . . . , αn} ⊂ Zd be such that

ZA = Zd. This set is sometimes referred to as a configuration. The notation A is also used to

denote the corresponding d× n matrix with columns α1, . . . , αn. Using A, one may embed (C×)d

into Cn through the following map ϕA:

ϕA : (C×)d → (C×)n ⊂ Cn

t 7→ (tα1 , tα2 , . . . , tαn)

(5.1)

The Zariski closure of the image of ϕA defines a toric variety XA. That is, XA := ϕA((C×)d).

The ideal of XA, denoted IA, is the ideal 〈xu − xv | u, v ∈ Nn,Au = Av〉. This ideal IA is also

the kernel of the map

C[x1, . . . , xn]→ C[t±1 , . . . , t
±
d ]

xi 7→ tαi .

(5.2)
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One can also use embeddings to define projective toric varieties. GivenA = {α0, α1, . . . , αn} ⊂

Zd with ZA = Zd, suppose that 1 is in the row span of A. Then, the closure of the image of the

following map defines a projective toric variety:

ϕA : (C×)d → Pn

t 7→ [tα0 : tα1 : · · · : tαn ].

(5.3)

In this projective case, ϕA is called a toric Kodaira map. Defining equations for this variety are

computed similarly to the defining equations for the affine toric varieties.

Example 5.1.1 (Weighted projective space, Example 2.0.5 [15]). Weighted projective space can

be embedded into projective space as a toric variety through a Kodaira map. For example, let

w = (1, 1, 2). Then P2
w embeds into P3 via the following map:

ϕA : P2
w → P3

(t0 : t1 : t2)w 7→ [t20 : t0t1 : t21 : t2].

If y0, . . . , y3 are the coordinates on P3, then the defining equation for P2
w as a subvariety of P3 is

y0y2 − y2
1 . 4

One can also construct Kodaira maps for translated toric varieties. Let T be the dense torus of

Pn. The torus T acts on Pn by scaling each coordinate. That is, given a projective toric variety

XA ⊂ Pn and p = [p0 : · · · : pn] ∈ T, the multiplication of p on XA is the translated toric variety

p.XA := {[p0x0 : · · · : pnxn] | [x0 : · · · : xn] ∈ X}. The Kodaira map for the translated toric

variety p.XA is:

ϕp,A : (C×)d → Pn

t 7→ [p0t
α0 : p1t

α1 : · · · : pntαn ].

(5.4)

The ideal defining p.XA is Ip,A = 〈pvxu − puxv | u, v ∈ Nn,Au = Av〉.
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5.2 Toric varieties from combinatorial objects

Another common way to define toric varieties is through cones. Given the d-dimensional

algebraic torus T = (C×)d, its character and cocharacter lattices are M = HomZ(T,C×) ∼= Zd

and N = Hom(C×,T) = HomZ(M,Z) ∼= Zd. Let NR = R ⊗Z N and MR = R ⊗Z M . Given a

strongly convex rational polyhedral cone σ ⊂ NR, the set Sσ = σ∨ ∩M forms a finitely generated

semigroup and Uσ = Spec(C[Sσ]) is an affine toric variety of dimension d. Furthermore, one

can show that Spec(C[Sσ]) ∼= Homsemi(Sσ,C), where Homsemi(Sσ,C) is the set of semigroup

homomorphism from the additive semigroup Sσ to the multiplicative semigroup C [17].

Suppose that Σ ⊂ NR ∼= Rd is a fan. One may construct a toric variety XΣ from Σ by

considering all affine varieties Uσ from each cone σ ∈ Σ and gluing along common faces. More

specifically, if τ and σ are cones in Σ with τ a face of σ, then there is a natural inclusion Uτ ⊂

Uσ. This inclusion is, in fact, functorial. One obtains a toric variety from Σ by gluing along

these natural inclusions. As 0 is a cone in Σ, and contained in every cone in Σ, U0 ⊂ Uσ for

all σ ∈ Σ. As U0 = T, XΣ does indeed contain a dense torus [17]. Furthermore, using the

equivalence to semigroup homomorphisms, U0 = T ∼= Homsemi(M,C) ∼= Hom(M,C×). This

can be used to show that T does indeed act on XΣ, and, consequently, XΣ is a toric variety [17].

Varieties constructed from a fan are normal [15, Theorem 3.1.5]. For details on this construction,

see [15, 16].

A toric variety may also be constructed from a full dimensional normal polytope P , see [15,

16]. When the vertices of the normal polytope P consist of integers, then the toric variety associ-

ated to P is isomorphic to the toric variety given by the normal fan of P (see Section 4.4). The

work in Chapter 10 specifically constructs toric varieties from the normal fans of polytopes.

Example 5.2.1. Familiar spaces, such as Cd and Pd, are toric varieties. For instance, the positive

orthant in Rd, along with all of its faces, is the cone associated to Cd. The fan associated to Pd

has ray generators given by the unit vectors e1, . . . , ed and the vector −1. The standard d-simplex

in Rd is a polytope which can also be used to construct Pd. The 2-dimensional cases for these

examples are depicted in Figure 5.1 4
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(a) Cone associated to C2. (b) Fan associated to P2. (c) Polytope associated to P2.

Figure 5.1: Combinatorial objects defining C2 and P2 as toric varieties.

5.3 Cox construction

This section describes normal toric varieties as almost geometric quotients. Basic definitions

on (almost) geometric quotients can be found in Appendix A. Given a toric variety XΣ, the goal is

to find an integer k, base locus Z ⊂ Ck, and reductive group G such that

XΣ
∼= (Ck \ Z) � G. (5.5)

This construction provides a surjective parametrization of XΣ by an open subset of Ck. If Σ is

simplicial, then the quotient is geometric and a point in XΣ corresponds to a G-orbit in Ck \ Z.

The familiar construction of Pd, where Pd ∼= Cd+1 \ {0} � C×, is an example of such a geometric

quotient, see Example 5.3.1. Details on this construction are given in [15, 18], although earlier

descriptions arose in the analytic category in [19]. The following summary can be found in [20].

Given the fan Σ ⊂ Rd ∼= NR, let Σ(r) denote its r-dimensional cones and define k = |Σ(1)|.

As discussed in Section 4.3, every ρi ∈ Σ(1) has a unique minimal ray generator ui ∈ N . Let ui

be the ith column of the matrix F ∈ Zd×k, i.e. F = [u1 · · · uk]. This matrix F defines a lattice

homomorphism F : N ′ → N , where N ′ = Zk. The next step is to construct a fan Σ′ such that Σ′ is

the fan of Ck (i.e. the positive orthant in Rk and all its faces) with some cones missing such that F is

compatible with Σ′ ⊂ N ′R and Σ ⊂ NR. The lattice map F : N ′ → N is compatible with Σ′ and Σ

if for every cone σ′ ∈ Σ′ there exists a cone σ ∈ Σ such that FR(σ′) ⊆ σ. Letting {eρ | ρ ∈ Σ(1)}

be the standard basis for RΣ(1) ∼= Rk, for each σ ∈ Σ define σ̃ ⊂ RΣ(1) as cone(eρ | ρ ∈ σ(1)). Let

the fan Σ′ be this collection of cones σ̃ with their faces, i.e. Σ′ = {τ | τ � σ̃ for some σ ∈ Σ}.
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With F now compatible with Σ′ and Σ, F defines a toric morphism π : XΣ′ → XΣ. Here,

XΣ′ = Ck \ Z, where Z is the union of coordinate subspaces corresponding to the missing cones.

The affine space Ck is called the total coordinate space and Z is the base locus. The base locus is

defined by the irrelevant ideal B of the total coordinate ring S = C[x1, . . . , xk] of Ck. This ideal

B is a monomial ideal:

B =

〈 ∏
i s.t. ρi 6⊂σ

xi | σ ∈ Σ(d)

〉
⊂ S and Z = VCk(B). (5.6)

At this point, the remaining piece needed to define XΣ as an almost geometric quotient is

finding the appropriate reductive group G. To find G, first restrict the morphism π to the torus

(C×)k. This will give the group homomorphism

π|(C×)k = F ⊗Z C× : (C×)k → (C×)d (5.7)

where (z1, . . . , zk)
π7→ (zF1,: , . . . , zFn,:), with Fi,: denoting the ith row of F. The kernel of π|(C×)k is

a subgroup G ⊂ (C×)k which acts on Ck \ Z where the morphism π is constant on G-orbits. The

integer k, set Z, and group G discussed here are sufficient to define XΣ as an almost geometric

quotient, as described in the following theorem.

Theorem 5.3.1 ([18]). The morphism π : Ck \Z → XΣ coming from F = [u1 · · · uk] is an almost

geometric quotient for the action of G on Ck \Z. Moreover, the subset U ⊂ XΣ for which π|π−1(U)

is a geometric quotient is given by XΣ0 ⊂ XΣ, where Σ0 ⊂ Σ is the subfan of all simplicial cones

of Σ. Furthermore, (XΣ \ U) has codimension at least 3 in XΣ.

Constructing toric varieties as almost geometric quotients can be seen as a generalization of

the construction of projective space.

Example 5.3.1 (Projective space). Projective space is readily constructed as a toric variety from a

fan (see Example 5.2.1) and a geometric quotient. The quotient map for Pd is given by π : Cd+1 →

Pd, where (x1, . . . , xd+1) 7→ [x1 : · · · : xd+1]. The reductive group G in this case is C×, where C×
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acts by scalar multiplication. Furthermore, because the fan for Pd is simplicial, π is a geometric

quotient, i.e. Pd = Cd+1 \ {0} � C×. 4

5.4 Divisors on toric varieties

This subsection recalls basic definitions and results for divisors on normal toric varieties. For

more information, see [15, 16].

Suppose XΣ is a d-dimensional toric variety with fan Σ, dense torus T, character lattice M ,

and cocharacter lattice N . A prime divisor of XΣ is an irreducible subvariety of XΣ of dimension

d − 1. The free abelian group generated by the prime divisors of XΣ is denoted by Div(XΣ). An

element of Div(XΣ) is called a Weil divisor. The set DivT(XΣ) ⊂ Div(XΣ) is the subset of all

prime divisors of XΣ which are invariant under the action of T. For each ρ ∈ Σ(1), the subvariety

Dρ ⊂ XΣ corresponding to ρ is an element of DivT(XΣ). Furthermore, DivT(XΣ) is a free abelian

group with basis {Dρ | ρ ∈ Σ(1)} [15, 16].

One may construct a Weil divisor from a nonzero rational function on XΣ. For f ∈ C(XΣ)×

and D a prime divisor of XΣ, let νD(f) denote the order of vanishing of f along D. Then the

divisor of f is defined as

div(f) :=
∑

D∈Div(XΣ)

νD(f)D.

Such a divisor is called a principal divisor. The set of all principal divisors on XΣ forms a group

Div0(XΣ). Two Weil divisors D1, D2 are linearly equivalent if D1 −D2 ∈ Div0(XΣ).

Example 5.4.1 ([15]). Characters of T are rational functions on XΣ. Given m ∈ M , one can

compute the divisor of the character χm. If uρ is the minimal generator of a ray ρ, then the divisor

of χm is

div(χm) =
∑
ρ∈Σ(1)

〈m,uρ〉Dρ,

where 〈·, ·〉 is the usual pairing of M and N and corresponds with the dot product in Zd [15,

Proposition 4.1.2]. 4

A Weil divisor is a Cartier divisor if it is locally principal. That is, D is Cartier if there is
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an open cover {Ui}i∈I of XΣ such that D|Ui is principal in Ui for all i ∈ I . The set of Cartier

divisors on XΣ forms a group CDiv(XΣ). The subgroup of Cartier divisors which are T-invariant

is denoted by CDivT(XΣ).

Example 5.4.2 ([15, Proposition 4.2.2]). For a strongly convex cone σ ⊂ NR, every T-invariant

Cartier divisor on Uσ is the divisor of a character. 4

Every principal divisor is Cartier, which means Div0(XΣ) ⊂ CDiv(XΣ) ⊂ Div(XΣ). The

class group of XΣ is Cl(XΣ) := Div(XΣ)/Div0(XΣ) and the Picard group of XΣ is Pic(XΣ) :=

CDiv(XΣ)/Div0(XΣ).

Proposition 5.4.1 ([15, Theorem 4.1.3]). Let Σ be a fan such that {uρ | ρ ∈ Σ(1)} spans NR. The

sequence

0→M
f−→ DivT(XΣ)

g−→ Cl(XΣ)→ 0

is exact, where f is the map m 7→ div(χm) and the map g sends a T-invariant divisor to its image

in Cl(XΣ) = Div(XΣ)/Div0(XΣ).

Proposition 5.4.2 ([15, Theorem 4.2.1]). Let Σ be a fan such that {uρ | ρ ∈ Σ(1)} spans NR. The

sequence

0→M
f−→ CDivT(XΣ)

g−→ Pic(XΣ)→ 0,

is exact, where f is the map m 7→ div(χm) and the map g sends a T-invariant divisor to its image

in Pic(XΣ) = CDiv(XΣ)/Div0(XΣ).

One can also construct divisors from normal polytopes. Suppose Σ = ΣP is the normal fan

of a full dimensional normal polytope P ⊂ MR. For each facet F of P , let uF denote the inner

normal of F such that uF is also the minimal integer generator of the ray ρF ∈ ΣP . As uF exposes

F , there is an aF ∈ Z such that q · uF = −aF for all q ∈ F . The collection of all rays in ΣP

is {ρF | F is a facet of P}. Denote the corresponding collection of T-invariant prime divisors by

{DF | F is a facet of P}. Summing over the facets of P , the divisor DP :=
∑

F aFDF is a

T-invariant Cartier divisor on XΣP
[15, Proposition 4.2.10].
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6. BOUNDS ON THE NUMBER OF SOLUTIONS TO NONLINEAR SYSTEMS

Given a set of d homogeneous polynomials in C[x0, . . . , xd], Bézout’s Theorem states that if

the number of solutions to the polynomial system in Pd is finite, then the number of solutions, when

counted with multiplicity, is equal to the product of the degrees of the polynomials [21]. Conse-

quently, the number of isolated solutions in Cd to any system of d polynomials from C[x1, . . . , xd]

is at most the product of the degrees of the polynomials. This bound on the number of isolated

solutions is known as the Bézout bound [21]. Many polynomial systems of interest, however, have

a sparse algebraic structure, which results in fewer solutions than the Bézout bound. Bounds which

consider the sparse algebraic structure of the polynomial system frequently give better estimates

for the number of isolated solutions, see [21, 22, 23].

This chapter discusses some of the well-known bounds on the number of isolated solutions to

a system of equations. These bounds each hold generally with respect to the algebraic structure

considered. That is, the algebraic structure of systems considered here defines families of systems,

and a system in the family is generic or general with respect to a particular bound if all of its

solutions are nondegenerate (see Section 9.1) and the number of solutions equals the considered

bound. These families of systems depend on parameters, and there is a Zariski-open subsetU of the

parameter space such that all polynomial systems arising from U are general. Further discussions

on these bounds with proofs and examples can be found in [21, 22, 23]. Part of the discussion on

Newton-Okounkov bodies can be found in [11]∗.

6.1 Sparse polynomials

The monomials appearing in a polynomial system play an important role in the number of solu-

tions to that system. A sparse polynomial is a polynomial which is described by its monomial sup-

port. One may denote the monomial support of a sparse polynomial by its listA = {α1, . . . , αn} ⊂
∗Reprinted from "Numerical homotopies from Khovanskii bases" by M. Burr, F. Sottile, and E. Walker, to appear in

Mathematics of Computation and published by the American Mathematical Society. Copyright 2021 by the American
Mathematical Society.
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Zd of exponent vectors of its nonzero terms. Given a polynomial f =
∑

α∈A cαx
α, the Newton

polytope of f is the convex hull of its exponent vectors. That is, Newt(f) = conv{α | cα 6= 0}.

Polyhedral bounds on the number of isolated solutions to a polynomial system are described in

terms of the Newton polytopes of the polynomials [22, 23].

Fix a set A = {α1, . . . , αn} ⊂ Zd of n vectors in Zd. The following theorem considers the

number of solutions to a generic polynomial system f1 = · · · fd = 0 where each polynomial

fi ∈ C[x1, . . . , xd] has the same Newton polytope, Newt(fi) = conv(A), and supp(fi) ⊂ A. In

this setting, A defines a family of polynomial systems where the coefficients of xα1 , . . . , xαn in

f1, . . . , fd are the family parameters. Let CA• denote this parameter space. There is a Zariski-open

subset U ⊂ CA• such that every polynomial system with coefficients from U is generic and thus

has the same number of solutions. That number of solutions to such a generic system is given in

the following theorem.

Theorem 6.1.1 (Kushnirenko’s Theorem [24]). If {f1, . . . , fd} ⊂ C[x1, . . . , xd] is a generic set of

sparse polynomials with support A, then the number of isolated solutions to f1 = · · · = fd = 0

in (C×)d is d! Vold(conv(A)). Alternatively, if {f1, . . . , fd} is not generic, then the number of

isolated solutions in (C×)d is at most d! Vold(conv(A)).

Example 6.1.1. Consider polynomials f1, f2 with support A = {1, x, y, x2, y2}. Both f1 and f2

have the same Newton polytope P , which is displayed in Figure 6.1. The volume of P is 2. Thus

by Theorem 6.1.1, the number of isolated solutions to f1 = f2 = 0 is at most 2! Vol2(P) = 4. 4

P

Figure 6.1: Newton polytope of f1, f2 from Example 6.1.1.
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(a) Newt(f1) from Example 6.1.2 (b) Newt(f2) from Example 6.1.2

Figure 6.2: Newton polytopes of f1, f2, respectively, from Example 6.1.2.

In Kushnirenko’s Theorem, every polynomial has the same Newton polytope. The mixed ver-

sion of Kushnirenko’s Theorem, where polynomials in a system can have different Newton poly-

topes, was proved by Bernstein in 1975 [25].

Theorem 6.1.2 (Bernstein’s Theorem [25]). If {f1, . . . , fd} ⊂ C[x1, . . . , xd] is a generic set of

sparse polynomials with respective supports A1, . . . ,Ad, then the number of isolated solutions to

f1 = · · · = fd = 0 in (C×)d is MV(conv(A1), . . . , conv(Ad)) = MV(Newt(f1), . . . ,Newt(fd)).

Alternatively, if {f1, . . . , fd} is not generic, then the number of isolated solutions in (C×)d is at

most MV(conv(A1), . . . , conv(Ad)).

The bound on the number of isolated solutions to a system f1 = · · · = fd = 0 given in

Theorem 6.1.2 is the mixed-volume bound. This bound is sharp. When the number of solutions to

a system of polynomial equations is equal to its mixed-volume bound, then that system is said to

be Bernstein-general.

Example 6.1.2. Consider polynomials f1, f2 which have supports A1 = {1, x, y, xy} and A2 =

{1, x2y, xy2}, respectively. The Newton polytopes of f1 and f2 are displayed in Figure 6.2. The

mixed volume is MV(Newt(f1),Newt(f2)) = 4. Thus by Theorem 6.1.2, the number of isolated

solutions to f1 = f2 = 0 is at most 4. Note that this is strictly smaller than the bound given

by Theorem 6.1.1. That is, if A = A1 ∪ A2, then Theorem 6.1.1 would predict a bound of

2! Vol2(conv(A)) = 5. 4
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6.2 Birationally invariant intersection index

In [26, 27], Kaveh and Khovanskii generalize the polyhedral bounds found in Section 6.1. In

particular, they describe the number of isolated solutions of systems of equations on a variety

X , where systems are drawn from vector spaces of functions on X . Specifically, let X be an

irreducible variety of dimension d and V1, . . . , Vd ⊂ C(X) be finite-dimensional vector spaces of

rational functions on X . Let the set UV ⊂ X denote all the nonsingular points of X such that

all functions in every Vi are defined on UV . Then let ZV ⊂ UV be the set of all points x in UV

where, for some i, all functions in Vi vanish at x. The birationally invariant intersection index, here

referred to the intersection index, is the number of solutions in UV \ ZV to a general system of

equations f1 = · · · = fd = 0 where fi ∈ Vi. This intersection index is well-defined and is denoted

by [V1, . . . , Vd] [26, 27]. Generic systems with respect to the intersection index belong to a Zariski

open subset of V1 × · · · × Vd, as described in the following proposition.

Proposition 6.2.1 ([26, Proposition 5.7]). There is a proper subvariety R ⊂ (V1 × · · · × Vd) such

that for each d-tuple (f1, . . . , fd) ∈ (V1 × · · · × Vd) \R, the following hold:

1. The number of solutions of the system f1 = · · · = fd = 0 in the set UV \ ZV is independent

of the choice of f1, . . . , fd and is equal to the intersection index [V1, . . . , Vd].

2. Each solution a ∈ UV \ ZV of the system f1 = · · · = fd = 0 is nondegenerate.

Example 6.2.1 ([27, Theorem 4.13, Theorem 4.14]). The intersection index generalizes both Bern-

stein’s Theorem and Kushnirenko’s Theorem. That is, let X = (C×)d and consider when each Vi

is the span of a finite set of monomials Ai. Then UV = (C×)d and ZV = ∅ as ZV ⊂ (Cd) \ (C×)d.

Then [V1, . . . , Vd] = MV(conv(A1), . . . , conv(Ad)). Furthermore if A1 = · · · = Ad, then

[V1, . . . , Vd] = d! Vol(conv(A1)). This furthermore shows that the generic systems with respect to

Bernstein’s Theorem or Kushnirenko’s Theorem belong to a Zariski open subset of V1 × · · · × Vd,

as per Proposition 6.2.1. 4

For vector spaces which are not the finite span of monomials, the intersection index can be

difficult to compute. Kaveh and Khovanskii provide a formula for computing the self-intersection
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index, which is the intersection index [V, . . . , V ] when V = V1 = · · · = Vd. Their formula requires

the computation of a convex body associated to V called a Newton-Okounkov body. Newton-

Okounkov bodies can be difficult to compute. The steps for defining a Newton-Okounkov body

associated to a vector space V are given in Section 6.2.1.

6.2.1 Newton-Okounkov bodies

A Newton-Okounkov body is, in many ways, a generalization of the Newton polytope of a

polynomial. In particular, a Newton-Okounkov body is a convex body associated to a vector space

of rational functions on a variety X . The construction of a Newton-Okounkov body can be found

in [27, 28], though the following summary of Newton-Okounkov bodies follows [27] and can be

found in [11].

Let X be a variety of dimension d and let V ⊂ C(X) be a finite-dimensional vector space of

rational functions on X . Let ν : C(X)× → Zd be a valuation. As in Section 3.4, the valuation is

assumed to be surjective and C(X)× := C(X)\{0}. LetR(V ) denote the graded ring
⊕

k≥0 V
ksk,

where V k ⊂ C(X) is the subspace spanned by all k-fold products of elements in V and s is a formal

variable recording the grading. A nonzero element f ∈ R(V )× is the sum of its homogeneous

components,

f = fks
k + · · ·+ f1s+ f0,

where fk 6= 0 and fi ∈ V i for all i. One may extend the valuation ν to R(V ) by defining

ν(f) := (ν(fk), k) ∈ Zd ⊕ N, and also extend � to Zd ⊕ N, where (α, k) � (β, l) if k < l or

else k = l and α � β in the order on Zd. The direction of the inequality in k < l is chosen to be

consistent with ν(f) = (ν(fk), k) defining a valuation.

Let S(V, ν) denote the image {ν(f) : f ∈ R(V )×} of R(V )× under ν. While this is a

submonoid of Zd ⊕ N, S(V, ν) is commonly referred to as a value semigroup in the literature.

The closure of the convex hull of S(V, ν) in Rd × R is the cone, cone(V ). Its base NOV :=

cone(V ) ∩ (Rd × {1}) is the Newton-Okounkov body of V .

Example 6.2.2. This example was developed with Michael Burr in the preparation of [11]. Con-
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sider the vector space V = spanC{x2, x − 1, x3 + x2 + x + 1}. Then R(V ) =
⊕

k≥0 V
ksk ∼=

C[x2 s, (x − 1) s, (x3 + x2 + x + 1) s], where s is a formal grading variable. Consider the val-

uation on R(V ) where for f = fks
k + · · · + f1s + f0, ν(f) = (− deg(fk), k). The image of

R(V ) under ν is the semigroup depicted in Figure 6.3. Taking the closure of the convex hull gives

cone(V ), which is the cone generated by (0, 1) and (−3, 1). Intersecting the cone at its base gives

the Newton-Okounkov body NOV as the line segment between (−3, 1) and (0, 1). 4

deg s

deg x

S(V, ν)

cone(V )

NOV

Figure 6.3: Value semigroup S(V, ν) (red points), cone(V ) (shaded in pink), and Newton-
Okounkov body NOV (green line segment) from Example 6.2.2.

The Newton-Okounkov body carries a considerable amount of information aboutR(V ), see [27,

28]. In particular, when a system f1, . . . , fd is general in V , the number of solutions to f1 = · · · =

fd = 0 is equal to the normalized volume of the Newton-Okounkov body NOV .

Theorem 6.2.2 ([27]). If X = Proj(R(V )), then [V, . . . , V ] = d! Vold(NOV ). Alternatively, if

X 6= Proj(R(V )), then [V, . . . , V ] = d! Vold(NOV ), where NOV denotes the Newton-Okounkov

body of the integral closure of R(V ).

The number given for [V, . . . , V ] in Theorem 6.2.2 is referred to as the Newton-Okounkov

body bound. One should note that the Newton-Okounkov body of R(V ) is not always equal

to the Newton-Okounkov body of its integral closure, as demonstrated in the following example

from [27].
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Example 6.2.3 ( [27, Example 4.12] ). Let X = C with coordinate function z, V = span{1, z2},

and choose ν : C(X)× → Z to be the order of vanishing at the point z = 1. First consider the

order of vanishing at z = 1 of all the polynomials in V 1. Note that 1, z2 ∈ V 1 both do not vanish

at z = 1, but z2 − 1 = (z − 1)(z + 1) ∈ V 1 vanishes with order 1 at z = 1. No polynomial in

V 1 will vanish with order greater than 1, so NOV = [0, 1]. The integral closure of R(V ), however,

has z ∈ V 1. Thus (z − 1)2 ∈ V 1, and so NOV = [0, 2]. 4

The bound given in Theorem 6.2.2 can be tighter than Kushnirenko’s Theorem, as demonstrated

in Example 6.2.4.

Example 6.2.4. Consider a system F of two polynomials in C[x, y] where the support of ev-

ery polynomial is given by A = {1, x, y, x2, y2}. Further assume that the coefficients of x2 and

y2 are equal for each polynomial in F . Example 6.1.1 gives the Newton polytope associated to

A and the corresponding bound given by Kushnirenko’s Theorem, which is 4. Note that F be-

longs to the vector space V = spanC{1, x, y, x2 + y2}. Using the graded reverse lexicographic

monomial term order on V and extending to a valuation on R(V ), the Newton-Okounkov body

is the convex hull of the exponent vectors of the leading terms of {1, x, y, x2 + y2}. That is,

NOV = conv((0, 0), (1, 0), (0, 1), (2, 0)). One can check that R(V ) is integrally closed. Apply-

ing Theorem 6.2.2, the bound on the number of solutions to F when F belongs to V would be

2! Vol(NOV ) = 2 ·1 = 2. As both the mixed-volume bound and the bound given in Kushnirenko’s

Theorem are equal to 4, F is an example where the Newton-Okounkov body bound is tighter than

the mixed-volume bound. Figure 6.4 displays the convex bodies associated to each bound. 4
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(a) Convex hull of A from Example 6.2.4 (b) Newton-Okounkov body from Example 6.2.4

Figure 6.4: Convex bodies from Example 6.2.4.
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7. FLAT FAMILIES AND DEGENERATIONS

A flat family of varieties over the complex numbers is a collection of varieties depending on a

parameter τ ∈ C such that the varieties vary continuously as the parameter τ moves continuously

in C. The convention Cτ is used to denote the complex space with parameter τ . Flat families

have many properties which are useful in homotopy continuation, as discussed in Chapter 11.

The rigorous definition of flat families uses the concept of flat modules. This chapter reviews the

definitions of flat families from the commutative algebra perspective, and relates these concepts

back to the applied algebraic geometry context. One particular instance of flat families, namely

toric degenerations, is discussed. For details on flat families, see [2]. Some of the examples and

remarks in this chapter can be found in [11]∗.

7.1 Flat families

Let R be a ring.

Definition 7.1.1 (Flat module). An R-module F is flat if for every injective map of R-modules

M ′ →M , the induced map F ⊗RM ′ → F ⊗RM is also injective.

Proposition 7.1.2. Suppose F is an R-module. If for every short exact sequence of R-modules

0→ M ′ → M → M ′′ → 0 the induced sequence 0→ F ⊗RM ′ → F ⊗RM → F ⊗RM ′′ → 0

is exact, then F is flat.

Proof. Due to right exactness of F ⊗R −, the sequence F ⊗RM ′ → F ⊗RM → F ⊗RM ′′ → 0

is an exact sequence. Thus if 0 → F ⊗R M ′ → F ⊗R M → F ⊗R M ′′ → 0 is exact, then in

particular F ⊗RM ′ → F ⊗RM is injective, which implies F is flat by definition.

Proposition 7.1.3 ([2]). Every free module is flat.

∗Reprinted from "Numerical homotopies from Khovanskii bases" by M. Burr, F. Sottile, and E. Walker, to appear in
Mathematics of Computation and published by the American Mathematical Society. Copyright 2021 by the American
Mathematical Society.
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Flat C[τ ]-modules describe flat families of varieties over Cτ . That is, the points X ⊂ Pn × Cτ

(or X ⊂ Cn×Cτ ) with map π : X → Cτ form a flat family of varieties over Cτ if the parametrized

coordinate ring representing X , e.g. C[τ ][x1, . . . , xn]/Iτ where V(Iτ ) = X , is a flat C[τ ]-module.

For any p ∈ Cτ , the preimage π−1(p) is a fiber of X . To emphasize that a fiber is one of the

varieties in the family X , fibers are frequently denoted as Xp.

Example 7.1.1 (Flat family [2, pg. 157]). Consider the set of points X = V(x2 − τ) ⊂ Cx × Cτ .

Let π : X → Cτ be the projection onto the second coordinate. The parametrized coordinate ring

representing X is C[τ ][x]/〈x2 − τ〉. Note that {1, x} is a linearly independent set over C[τ ] which

also spans C[τ ][x]/〈x2 − τ〉 over C[τ ]. Thus C[τ ][x]/〈x2 − τ〉 is a free C[τ ]-module with basis

{1, x}, which implies C[τ ][x]/〈x2 − τ〉 is a flat C[τ ]-module and X is a flat family over Cτ . The

fiber over a point p ∈ Cτ consists of the solutions in Cx to x2 − p. 4

One reason why flat families are useful in numerical algebraic geometry is because in projective

flat families, every fiber in the family has the same degree and dimension [29, Proposition III-56].

This fact leads to useful homotopy algorithms, as seen in Section 11.2. This utility of flat families

motivates the question: given a variety X , is there a flat family of varieties π : X → Cτ such that

X belongs to X as a fiber of π? One way to construct such a flat family containing X is through

a weight degeneration, see Example 7.2.1. In particular, a weight degeneration may be used to

construct a toric degeneration, which is a particular type of flat family. The following section,

Section 7.2, describes weight degenerations and when they lead to toric degenerations. For more

information, see [2, Chapter 15.8].

7.2 Toric degenerations

One specific kind of flat family is a toric degeneration.

Definition 7.2.1 (Toric degeneration). LetX be a projective variety. A surjective map π : X → Cτ

is a toric degeneration of X if

1. π : X → Cτ defines a flat family of projective varieties X ,
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2. the fiber X1 is equal to X , and

3. the fiber X0 is a toric variety.

The following examples and remarks are excerpts from Section 1.4 of [11].

Example 7.2.1 ([11, Example 6]). Weight degenerations induced by a C×-action on Pn are a source

of toric degenerations. Anderson [30] constructs a toric weight degeneration given a Khovanskii

basis. The SAGBI homotopy [31] is also based on a toric weight degeneration.

As per [2, Section 15.8], one may construct flat families from C×-actions in the following

manner. Let w ∈ Zn+1 be a weight and define an action of the torus C× on Pn by

(x, τ) ∈ Pn × C× 7→ τ.x := [x0τ
−w0 , . . . , xnτ

−wn ] ∈ Pn.

The dual action on functions is τ.f(x) := f(τ−1.x), and it induces an action on polynomials. For

a polynomial f =
∑
cαx

α,

τ.
(∑

cαx
α
)

=
∑

cαx
ατw·α, (7.1)

where w · α is the usual dot product. (To compare this to [2, Section 15.8], let w = −λ.) Let w(f)

be the minimum value of w · α for cα 6= 0. Then define

fτ := (τ.f)τ−w(f) = fw + τ g, (7.2)

where the initial form fw of f is the sum of its terms cαxα where w · α = w(f), and g is a

polynomial in the variables τ, x0, . . . , xn.

Let X ⊂ Pn be a projective variety with ideal I . Define Xw ⊂ Pn×C to be the Zariski closure

of the family of translates of X , thus

Xw := {(x, τ) ∈ Pn × C× : x ∈ τ.X} ⊂ Pn × Cτ .

For τ 6= 0, observe that Xw
τ = τ.X and has ideal 〈fτ : f ∈ I〉. The following result establishes the
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flatness of this family:

Proposition 7.2.2 ([2, Theorem 15.17]). The family Xw → Cτ is flat. The fiber at τ = 0 is the

scheme with ideal

Iw = 〈fw : f ∈ I〉.

The proof uses a Gröbner basis G for I with respect to a weighted term order ≤ with weight

−w so that fw consists of the ≤-leading terms for f . The weight −w is used instead of w because

the leading terms in the weighted term order ≤ω for ω ∈ Zn+1 is the sum of terms with highest

ω-weight, which is opposite the convention from valuations. This distinction will be important in

Chapter 11.

The family Xw is defined by the polynomials Gτ := {gτ : g ∈ G}. A Gröbner basis for Iw is

obtained by setting τ = 0 in Gτ . The scheme at τ = 0 may be neither reduced nor irreducible. If

this scheme is a toric variety, then the weight degeneration Xw → Cτ is a toric degeneration. 4

Remark 7.2.3 ([11, Remark 8]). Homotopy algorithms using weight degenerations appearing in

the literature include the homotopy for solving the Kuramoto equations [32] and the Gröbner

homotopy [31]. In these examples, Iw is a square-free monomial ideal so that the special fiber

is a union of linear spaces. Such degenerations can be handled by Algorithm 11.2.3, see Re-

mark 11.2.6.

Example 7.2.2 (Weight degeneration). Consider the system F = {y2−x z−w, x3−z w−2xw+

4 y w} ⊂ C[w, x, y, z]. This system is also a Gröbner basis for the ideal it generates with respect

to the graded reverse lexicographic term order. Let w = [0,−1,−2, 2]. The weight degeneration

of F is calculated via the following steps:

τ.(y2 − x z − w) = (y2 τ−2 − x z τ−2 − w τ 2)τ−min{−2,2}

= y2 − x z − w τ 4

τ.(x3 − z w − 2xw + 4 y w) = (x3 − z w − 2xw τ 2 + 4 y w τ)τ−min{0,1,2}

= x3 − z w − 2xw τ 2 + 4 y w τ
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Thus Fτ = {y2 − x z − w τ 4, x3 − z w − 2xw τ 2 + 4 y w τ} defines a flat family of varieties

V(Fτ ) = X such that V(F ) = X1. Furthermore, F0 consists of binomials which generate a prime

binomial ideal. Thus X0 is a toric variety and X is a toric degeneration of V(F ). 4

Example 7.2.3 ([11, Example 9]). Algebraic statistics gives examples of toric degenerations [33]

which do not come from weight degenerations. LetG be a graph with vertex set [m] := {1, . . . ,m}

and edge set E ⊂
(

[m]
2

)
. For each i ∈ [m], let ai be a parameter. For each {i, j} ∈ E, let xij = xji

and define pij and pji via the formula

pij := xij(1 + ai − τaj).

These polynomials give a map p : C|E|×Cm×Cτ → P2|E|−1×Cτ whose image is the familyQS of

quasi-symmetry models. This family contains two known quasi-symmetry models, the Pearsonian

quasi-symmetry model at τ = 1 and the toric quasi-symmetry model at τ = 0. Polynomials

associated to cycles in G generate the ideal of the family QS. In the proof of this fact, one step is

to show that this family is flat.

The family of quasi-symmetry models when G is a 3-cycle is the family of hypersurfaces

defined by the cubic

P := (1 + τ + τ 2)(p12p23p31 − p21p32p13) +

τ(p12p23p13 + p12p32p31 + p21p23p31 − p12p32p13 − p21p23p13 − p21p32p31). (7.3)

The fiber QS0 at τ = 0 is the toric variety defined by the binomial p12p23p31 − p21p32p13.

The family of quasi-symmetry modelsQS for a graph is typically not a weight degeneration. In

particular, the family defined in Equation (7.3) is not a weight degeneration. Indeed, consider P as

a polynomial in the pij with coefficients in C[τ ]. Then in each of the eight terms of P , exactly one

of pij or pji occurs. This implies that these terms correspond to the vertices of a cube. For example,

if pij is identified with 0 when i < j and 1 otherwise, then the monomial p12p23p31 is identified
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with the point (0, 0, 1). Note that for any weight w, Pw consists of the sum of terms identified with

some face of the cube. Since the polynomial defining QS0 corresponds to a diagonal of the cube,

it is not of the form Pw, for any w. 4
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8. TWO NUMERICAL ALGORITHMS

When exact solutions to differential equations or nonlinear systems are computationally ex-

pensive or otherwise unattainable, numerical analysis provides a means to compute numerical

approximations of the solutions. This chapter discusses Newton’s Method for estimating a solu-

tion to a nonlinear system, as well as the Forward Euler Method for approximating the solution

to an initial value ODE problem. Throughout this chapter, considered systems are assumed to be

square, meaning the number of equations is equal to the number of variables. Further details and

algorithms can be found in [34].

8.1 Newton’s Method

Let F be a square system of equations and x∗ a root of F . The goal of Newton’s Method

is to produce a numerical approximation of x∗ given an initial root estimate x0, where x0 is in

some regard close to x∗. Newton’s Method is based on a sequence of Newton-Raphson iterations,

where each iteration produces a new estimate for x∗. Specifically, if DF is the Jacobian of F ,

then a Newton-Raphson iteration calculates the zero of the linear approximation of F at x0 in the

following manner:

Algorithm 8.1.1 (Newton-Raphson iteration).

Input: F , a square system of equations, and xi, an estimate for a zero of F .

Iteration: Compute xi+1 := xi − [DF (xi)]
−1F (xi).

Output: xi+1, the zero of the linear approximation of F at xi.

Given an initial estimate x0 for the zero x∗ of a system F , repeatedly applying Newton-Raphson

iterations generates a sequence of estimates (xi)i≥0 for x∗, where the desired outcome is for (xi)i≥0

to converge to x∗. A sequence (xi)i≥0 converges quadratically to x∗ if there is a constant C > 0

such that ||xi+1−x∗|| ≤ C||xi−x∗||2 for all i ≥ 0. If a given initial root estimate of F is within the

neighborhood of quadratic convergence for x∗, then the sequence of Newton-Raphson iterates will

converge quadratically to x∗, as described in the Proposition 8.1.2. Let C2(U) denote the space
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of all functions whose second derivative is continuous on U ⊂ Cn and Bδ(p) ⊂ Cn denote the

n-dimensional ball of radius δ > 0 centered at p ∈ Cn.

Proposition 8.1.2 (Theorem 1, Chapter 3.2 [34]). Suppose F ∈ C2(Bδ(x
∗)) for x∗ ∈ Cn a root

of F of multiplicity one and δ > 0. Define a sequence starting with x0 such that xi+1 := xi −

[DF (xi)]
−1F (xi). Then there exists an ε > 0 and a constant C > 0 such that if x0 ∈ Bε(x

∗), then

||xi+1 − x∗|| ≤ C||xi − x∗||2 for all i ≥ 0.

Proof. Define g(x) = x − [DF (x)]−1F (x). Because F (x∗) = 0, one can check that g(x∗) = x∗

and Dg(x∗) = 0. The Taylor expansion of g centered at x∗ is

g(x) = x∗ +
1

2
D(2)g(a)(x− x∗)2 (8.1)

for some a such that ||a− x∗|| < ||x− x∗||. Evaluating Equation (8.1) at xi gives:

g(xi) = x∗ +
1

2
D(2)g(a)(xi − x∗)2

xi+1 − x∗ =
1

2
D(2)g(a)(xi − x∗)2

||xi+1 − x∗|| ≤ C||xi − x∗||2 for some C > 0.

To summarize, provided that x∗ is a root of multiplicity one and initial approximation x0 is

within the neighborhood of quadratic convergence for x∗, then the sequence of Newton-Raphson

iterations beginning with x0 will converge quadratically to x∗. This iterative method for estimating

x∗ is known as Newton’s Method.

8.2 Euler’s Method

This section discusses the Forward Euler Method for computing a numerical solution to an ini-

tial value ODE problem. That is, suppose that y′ = f(x, y) is smooth in a neighborhood of (x0, y0),

where y(x0) = y0. The goal is to provide a numerical approximation of y in a neighborhood of x0.
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Figure 8.1: A geometric depiction of Newton’s Method for the first iteration.

Specifically, given a step size h > 0 and positive integer N , the Forward Euler Method provides

an approximation yi of y(x0 + ih) for each i = 1, . . . , N .

Algorithm 8.2.1 (Forward Euler Method).

Input: y′ = f(x, y) smooth in a neighborhood of (x0, y0), y(x0) = y0, step size h > 0, and positive

integer N for number of iterations.

Output: (yi)0≤i≤N , a sequence of approximations for respectively (y(x0 + ih))0≤i≤N .

Steps: For 1 ≤ i ≤ N ,

• Set xi+1 := xi + h.

• Set yi+1 := yi + hf(xi, yi).

Return (yi)0≤i≤N .

The Forward Euler Method is globally a first order method, meaning the error in the Forward

Euler Method is bounded by a multiple of h.

Proposition 8.2.2. If y ∈ C2, then the Forward Euler Method is first order.

Proof. First one must compute the error for one step. The error for the first step suffices. This is

found by computing the difference between a Taylor expansion for y(x) centered at x1 = x0 + h

and the corresponding approximation y1. The Taylor expansion for y(x) centered at x1 = x0 + h
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is:

y(x0 + h) = y0 + hy′(x0) +
h2

2
y′′(x0) +O(h3).

The difference between y(x0 + h) = y(x1) and the approximation y1 is:

|y(x1)− y1| =
∣∣∣∣[y0 + hy′(x0) +

h2

2
y′′(x0) +O(h3)]− [y0 + hf(x0, y0)]

∣∣∣∣
=

∣∣∣∣h2

2
y′′(x0) +O(h3)

∣∣∣∣
≤ Ch2 for some C > 0.

Thus, the error in one iteration is on the order of h2. Now to calculate the error for computing

y(xi), note that xi−x0

h
iterations would be performed, each with an error bounded by Ch2, where

C > 0 is some constant. Thus the global error will be bounded by Ch2(xi−x0

h
) = C ′h, where

C ′ > 0 is some other constant.

The Forward Euler Method belongs to a class of Runge-Kutta algorithms. Some Runge-Kutta

algorithms have a higher order than the Forward Euler Method, and many implemented ODE

solvers (e.g. ode45 in MATLAB and Bertini) use 4th or 5th order Runge-Kutta algorithms.
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9. NUMERICAL ALGEBRAIC GEOMETRY

Numerical algebraic geometry encompasses various numerical algorithms for understanding

and computing varieties. The fundamental tool in numerical algebraic geometry is numerical ho-

motopy continuation, which is a type of algorithm that computes the isolated solutions to a poly-

nomial system F by numerically tracking paths that interpolate between the solutions of F and the

already-known solutions of a similar system G. This chapter develops the general setup for ho-

motopy continuation, and introduces some common homotopy algorithms. This chapter assumes

square systems that define 0-dimensional affine varieties. Worth noting, however, is that homotopy

continuation may also be used to understand or solve both over- and under-determined systems, as

well as to compute projective varieties. For more information on homotopy continuation and its

uses in numerical algebraic geometry, see [35, 36, 37].

9.1 Homotopy methods

Homotopy continuation algorithms seek to solve a target system F ⊂ C[x1, . . . , xn] using a

similar start system G ⊂ C[x1, . . . , xn] where the points in V(G) are already known. Here both

F and G are assumed to be square with V(F ) and V(G) both 0-dimensional. Let H(x; τ) ⊂

C[x1, . . . , xn][τ ] be a one-parameter family of equations with parameter τ ∈ Cτ such that both

F and G belong to the family. Typically, one might let H(x; 0) = G and H(x; 1) = F . Then

V(H) ⊂ Cn × Cτ is a complex family of varieties realized by the projection π : V(H) → Cτ

onto the last coordinate. Furthermore, V(H) contains V(F ) in the fiber over τ = 1, V(G) in

the fiber over τ = 0, and the dimension of each component of V(H) is at least one. Let C

denote the union of all the 1-dimensional components of V(H) with non-constant projection to

Cτ . Consequently, the projection onto Cτ of each curve in C is dense. A point (x; τ) ∈ V(H) is

nondegenerate provided that the Jacobian of H with respect to the x-variables, DxH , is invertible

at (x; τ). Assuming C is nonempty, there a nonempty Zariski-open subset U ⊂ Cτ such that

H(x;u) = 0 has δ ∈ Z>0 nondegenerate solutions for every u ∈ U [35, 37]. The system H(x; τ)
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defines a homotopy for computing the isolated, nondegenerate points of V(F ) if C is nonempty

and 0 ∈ U .

The points in V(F ) are computed by tracking real 1-dimensional paths. More specifically,

given an arc γ ⊂ Cτ between 0 and 1, the restriction of the curve C to γ, denoted C|γ , is a set

of arcs. Every point in V(F ) at τ = 1 is connected to a point in V(G) at τ = 0 by an arc in

C|γ . Provided every point in C|γ is nondegenerate, the arc γ is general and a numerical homotopy

continuation algorithm will compute all points in V(F ) by numerically tracking along each arc

from τ = 0 to τ = 1. Numerical path tracking in this context amounts to numerically solving an

initial value problem.

To see the initial value problem, first note that the assumption that every point in C|γ is nonde-

generate means that every arc in C|γ is smooth. Thus, by the Implicit Function Theorem, there is

a parametrization x(τ) for each arc. Recall that x(0) = x0 is known for each arc as it is one of the

points in V(G). Furthermore, H(x(τ); τ) = 0 for each arc x(τ). Differentiating H(x(τ); τ) = 0

with respect to τ gives a Davidenko differential equation:

DxH
dx

dτ
+
∂H

∂τ
= 0. (9.1)

By rearranging the differential equation and including the known x(0) = x0, the parametrized path

x(τ) is the unique solution to the following initial value problem:


dx

dτ
= − (DxH)−1 ∂H

∂τ

x(0) = x0.

(9.2)

Given this initial value problem, one could solve for x(τ) simply by applying any numerical

differential equation solver. For example, one could use Euler’s Method (Algorithm 8.2.1). Every

numerical differential equation solver introduces error, however, which may lead to poor approxi-

mations for x(1). Better approximations may be achieved by utilizing predictor-corrector methods.

Recall that for any τ ∗ along γ, H(x, τ ∗) is a polynomial system and x(τ ∗) is a solution to that poly-
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Figure 9.1: Cartoon of a prediction-correction path tracking algorithm.

nomial system. Thus each iteration from a numerical differential equation solver can be refined

closer to x(τ ∗) using Newton’s Method. This pattern of predicting an iterate with a numerical

differential equation solver and correcting with Newton’s Method is used to estimate x(τ) up to

τ = 1.

The above description relied on every point of C|γ being nondegenerate. At t = 1, however,

there is a possibility for x(1) to be degenerate if V(F ) contains singular solutions. Consequently,

there is no general arc γ ⊂ Cτ such that C|γ is nondegenerate at a singular x(1). Furthermore,

path tracking along an arc ending at x(1) will fail as the degeneracy implies that the JacobianDxH

matrix will be singular at x(1). As both Newton’s Method and Euler’s Method rely on inverting

DxH , these methods will fail close to τ = 1.

There is still a way to approximate the singular solutions of F using path tracking, however.

After choosing a γ ⊂ Cτ such that C|γ is nondegenerate everywhere, except perhaps over τ = 1,

the first step is to implement path tracking along the arcs of C|γ starting at τ = 0, but stopping

just before τ = 1. For instance, one might choose to stop path tracking when τ is 0.1 away from

1. The next step is to estimate x(1) using an endgame, which is a type of algorithm that uses

results in complex analysis to approximate x(1) without relying on the Jacobian. One common

endgame algorithm is the Cauchy endgame, which estimates x(1) using Cauchy’s integral formula

and numerically estimating the integral [36]. By leveraging endgames, numerical path tracking can
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be used to compute x(1), even when it may be singular. In this manner, homotopy continuation

algorithms can estimate every isolated point in V(F ) [35, 36, 37].

The general steps of numerical homotopy continuation are summarized Algorithm 9.1.1.

Algorithm 9.1.1.

Input: a square, 0-dimensional system F .

Output: approximations to the isolated points in V(F ).

Steps:

1. Create a homotopy H(x; τ) such that H(x; 1) = F and the solutions to G := H(x; 0) are

known.

2. Choose an arc γ ⊂ Cτ connecting τ = 0 and τ = 1 such that the corresponding paths

defined by H(x; τ) = 0 are smooth for all τ ∈ γ \ {1}.

3. For each point x(0) in V(G):

(a) Use prediction-correction path tracking, starting at x(0), to estimate x(τ) for τ ∈ γ.

(b) Stop path tracking just before τ = 1 and use an endgame to estimate x(1).

4. Return all points x(1).

In summary, given a homotopy H(x; τ) where H(x; 0) = G, H(x; 1) = F , and all paths are

nondegenerate everywhere except perhaps over τ = 1, then numerical path tracking techniques

starting with the points in V(G) at τ = 0 will find all isolated points in V(F ). Assuming a start

system G is already chosen, one example of a homotopy is the straight-line homotopy, which is

defined by H(x; τ) = G(1 − τ) + Fτ . Further details on choosing the start system G and the

homotopy H(x; τ) are in the following Section 9.2.

9.2 Homotopy algorithms

The choice of start system G and homotopy H plays an important role in the efficacy and

efficiency of homotopy algorithms. In particular, the number of paths tracked in a homotopy
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algorithm is equal to the number of solutions of the start system G. The definition of homotopy

requires that G has at least the same number of solutions as F . If G has more solutions than

F , then excess paths diverge to infinity. A homotopy H(x; τ) is optimal if F and G have the

same number of solutions when counted with multiplicity, and if the paths connecting V(F ) and

V(G) are smooth everywhere except possibly at τ = 1. Creating optimal homotopies can be

challenging as the number of solutions to F is typically a priori unknown. Frequently homotopy

methods are designed around bounds on the number of solutions to F . This is the case with

both the Bézout homotopy and the polyhedral homotopy. Other homotopy methods, such as the

coefficient-parameter homotopy, rely on a general start system.

9.2.1 Coefficient parameter homotopy

The coefficient-parameter homotopy creates a homotopy by first replacing the coefficients of

the target system F with parameters. Restricting to an arc in the coefficient-parameter space where

one endpoint of the arc is the point corresponding to the coefficients of F gives a homotopy for

computing all solutions to F . One example of such a homotopy is the straight-line homotopy. The

basis of coefficient-parameter homotopies is made more precise by the following theorem adapted

from [35].

Theorem 9.2.1 ([35, Theorem 7.1.1]). Let F (x; q) be a system of polynomials in n variables

x1, . . . , xn, and m parameters q1, . . . , qm,

F (x; q) : Cn × Cm → Cn.

That is, F (x; q) = {f1(x; q), . . . , fn(x; q)} and each fi(x; q) is a polynomial in both x and q.

Furthermore, let N(q) denote the number of nonsingular solutions of F as a function of q:

N(q) := |{x ∈ Cn | F (x; q) = 0, det(DxF (x; q)) 6= 0}| .

Then,
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1. N(q) is finite and the same, say N , for almost all q ∈ Cm;

2. For all q ∈ Cm, N(q) ≤ N ;

3. The subset of Cm for which N(q) = N is a Zariski-open set. That is, the exceptional set

Q∗ := {q ∈ Cm | N(q) < N} is an affine subvariety of a variety of dimension n− 1;

4. The homotopy F (x;φ(τ)) = 0 with continuous φ : [0, 1] → Cm \ Q∗ has N continuous,

nonsingular solution paths x(τ) ⊂ Cn;

5. As τ → 1, the limits of the solution paths of the homotopy F (x;φ(τ)) = 0 with γ(τ) :

[0, 1] → Q and γ(τ) /∈ Q∗ for τ ∈ [0, 1) include all the nonsingular solutions in U of

F (x; γ(1)) = 0.

Therefore, a choice of φ : [0, 1] → Cm \ Q∗ such that the solutions of F (x;φ(0)) = 0 are

known will give a homotopy algorithm for computing all points in V(F ) = V(F (x;φ(1))). Note

that an analogous theorem, and consequentially homotopy, also holds for projective space, see [35,

Theorem 7.1.4].

9.2.2 Bézout homotopy

The Bézout homotopy, sometimes also called the total degree homotopy, is designed around

the Bézout bound. Recall from Chapter 6 that the Bézout bound is calculated as the product of the

degrees of the polynomials in F . That is, if F = {f1, . . . , fn} where deg fi = δi, then the Bézout

bound for F is δ := δ1 · · · δn. The Bézout homotopy works by constructing a start system G with

δ solutions and then using the straight-line homotopy for H(x; t). One way to construct a start

system G with δ solutions is to take G = {xδii − 1} for i = 1, . . . , d [35, 36].

9.2.3 Polyhedral homotopy

As discussed in Chapter 6, the Bézout homotopy will be optimal for general systems. Sparse

systems, however, are often not general in the sense of the Bézout bound. For these systems, the

mixed-volume bound of Bernstein’s Theorem (Theorem 6.1.2) is typically a tighter bound. The
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polyhedral homotopy, introduced in [14], is designed precisely around the mixed-volume bound

of Bernstein’s Theorem.

Supposing δ is the mixed-volume bound, the polyhedral homotopy works by using combina-

torial methods to create a start system with δ solutions while simultaneously defining a homo-

topy. More precisely, suppose F = {f1, . . . , fn} and let A• collect their respective supports, i.e.

A• = (A(1), . . . ,A(n)) whereA(i) = supp(fi). The first step in the polyhedral homotopy is to find

a lifting function Γ• = (Γ(1), . . . ,Γ(n)), Γ(i) : A(i) → N, for A• such that the induced subdivision

is a fine mixed subdivision, see Section 4.2.

The next step is to construct a homotopy using a complex parameter τ ∈ Cτ , Γ•, and the system

F . Recall one may write fi =
∑

α∈A(i) ci,αx
α for each i = 1, . . . , n. Then, for each i = 1, . . . , n,

define

fi,Γ(x; τ) :=
∑
α∈A(i)

ci,αx
ατΓ(i)(α).

Letting FΓ•(x; τ) := {fi,Γ | i = 1, . . . , n}, note that FΓ•(x; 1) = F . Huber and Sturmfels in [14]

show that if F is Bernstein-general, then FΓ•(x; 0) has δ solutions and the homotopy defined

by FΓ•(x; τ) is optimal. Since a priori whether or not F is Bernstein-general is unknown, the

polyhedral homotopy algorithm first constructs a general system G with support A•. Next the

algorithm uses GΓ•(x; τ) to solve G, and then uses G and its solutions as the start system for a

straight-line homotopy for computing the solutions of F . For the detailed approach, see [14].

9.2.4 (Multi)homogenous homotopies

To avoid diverging paths, one common strategy in numerical homotopy continuation is to ho-

mogenize the system F to a compact space and then use a total-degree homotopy to track paths in

that compact space. The most commonly used compact spaces are projective space Pn or a product

of projective spaces Pn1×· · ·×Pns where n = n1 + · · ·+ns. Different choices of compactification

can result in a different number of solutions. The following example, which can be found in [20,

Section 2.1], describes when this can happen.
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Example 9.2.1 ([20, Example 2.1]). Consider F̂ (t) = (f̂1(t), f̂2(t)) = 0, where

f̂1 = 1 + t1 + t2 + t1t2 + t21t2 + t31t2, f̂2 = 2 + t2 + t1t2 + t21t2.

The system F̂ (t) = 0 has a mixed-volume bound of three, and indeed has three solutions in the

algebraic torus (C×)2 ⊂ C2, given by

(t1, t2) = (−1,−2), (e−
√
−1π

3 ,−e
√
−1π

3 ), (e
√
−1π

3 ,−e−
√
−1π

3 ).

Two choices for compactifying the solution space are the usual embeddings C2 ↪→ P2 and C2 ↪→

P1 × P1.

First consider the compactification to P2. A total-degree homotopy may be specified in homo-

geneous coordinates on P2 by

H(x0, x1, x2; τ) = γ (1− τ)F (x0, x1, x2) + τ G(x0, x1, x2),

where γ ∈ C∗ is a generic constant, and the homogeneous start and target equations are given

by G(x) = (x4
1 − x4

0, x
3
2 − x3

0) and f1(x0, x1, x2) = x4
0 f̂1(x1/x0, x2/x0) ∈ Γ(Pn,OPn(4)),

f2(x0, x1, x2) = x3
0 f̂3(x1/x0, x2/x0) ∈ Γ(Pn,OPn(3)) respectively. To get a unique representative

for each point in P2, one may augmentH with a generic equation of the form ∗x0+∗x1+∗x2 = 1,

representing an affine patch on P2. There are twelve start solutions. Genericity of γ and the patch

imply that solution paths are smooth, and thus H recovers homogeneous representatives of the

toric solutions. The nine remaining endpoints are [x0 : x1 : x2] = [0 : 0 : 1] and [0 : 1 : 0] with

multiplicities of 6 and 3, respectively.

For solutions in P1 × P1, the system F̂ is homogenized in each variable separately. Thus,

the homogeneous target system becomes F = (x3
0 y0 f̂1(x1/x0, y1/y0), x2

0 y0 f̂2(x1/x0, y1/y0)) =

(f1, f2) with f1 ∈ Γ(P1 × P1,OP1×P1(3, 1)), f2 ∈ Γ(P1 × P1,OP1×P1(2, 1)) and we may work on

a patch defined by ∗x0 + ∗x1 = 1 and ∗ y0 + ∗ y1 = 1. The number of start solutions is now
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the corresponding multihomogeneous Bézout bound [35, Ch. 8, pp. 126–130], which in this case

equals five. Besides the toric solutions, the multihomogeneous homotopy recovers an additional

solution at infinity: [1 : 0]× [0 : 1] with multiplicity 2. 4

From Example 9.2.1, one can see that while compactification solves the problem of diverging

paths, it can potentially introduce the problem of extraneous paths ending at singular solutions at

infinity. The homotopy algorithms introduced in Chapters 10 and 11 are thoughtfully constructed

to track all paths in a compact space without introducing new solutions at infinity.

9.3 Implementations

Several software implementations of homotopy continuation algorithms are available, includ-

ing Bertini [38], NumericalAlgebraicGeometry [39], HOM4PS [40], PHCpack [41],

and HomotopyContinuation.jl [42]. These packages differ with regards to their strengths

and default homotopy algorithms. For instance, Bertini defaults to the total-degree homotopy

but also has options for user-defined parameter-coefficient homotopies and (multi-)projective path

tracking. In contrast, HOM4PS and PHCpack specifically implement the polyhedral homotopy.

The software HomotopyContinuation.jl defaults to the polyhedral homotopy but has op-

tions for coefficient-parameter homotopies as well. The work in Chapter 11 uses Bertini and

PHCpack, whereas the work in Chapter 10 uses primarily HomotopyContinuation.jl.
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10. THE COX HOMOTOPY

Recall from Chapter 9 that the polyhedral homotopy is optimal for any Bernstein-general poly-

nomial system. For polynomial systems which are not Bernstein-general or whose solutions lie

outside of the torus, the polyhedral homotopy may track diverging paths. Diverging paths are

expensive to track and require heuristics for determining termination. These diverging paths are

possible in the polyhedral homotopy because it tracks paths in the dense torus, which is an affine

variety. With Tim Duff, Simon Telen, and Thomas Yahl, one goal of [20] was to create a ho-

mogeneous homotopy where the number of paths tracked equals the mixed-volume bound. Such

a homotopy would have the advantage that all paths converge, as well as being optimal for any

Bernstein-general system. The remainder of this chapter is an edited excerpt of [20].

The Cox homotopy algorithm, introduced in [20], recognizes any sparse polynomial system as

a system of polynomial equations on a compact toric variety XΣ. The algorithm lends its name

from a construction, described by Cox, ofXΣ as a(n almost) geometric quotientXΣ = (Ck\Z)�G,

see Section 5.3. The Cox homotopy tracks paths in the total coordinate space Ck of XΣ and can

be seen as a homogeneous version of the standard polyhedral homotopy, which works on the

dense torus of XΣ. It furthermore generalizes the commonly used path tracking algorithms in

(multi)projective spaces in that it tracks a set of homogeneous coordinates contained in the G-

orbit corresponding to each solution. The Cox homotopy combines the advantages of polyhedral

homotopies and (multi)homogeneous homotopies, tracking only mixed volume-many solutions

and providing an elegant way to deal with solutions on or near the torus-invariant divisors of XΣ.

In addition, the strategy may help to understand the deficiency of the root count for certain families

of systems which are not Bernstein-general.

10.1 Introduction

The aim of the Cox homotopy is to compute the isolated solutions of a polynomial system

F̂ (x) = 0, where F̂ = (f̂1(x), . . . , f̂n(x)) and x = (x1, . . . , xn) ∈ Cn. Of particular interest are
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the cases where some isolated solutions of F̂ (x) = 0 lie at or near infinity, as such systems may

present challenges for standard homotopy algorithms. To make this precise, one must consider

solutions in a suitable compactification of Cn. Common choices for the compactification are the

complex projective space Pn or, more generally, a product of projective spaces Pn1×· · ·×Pns where

n1 + · · ·+ ns = n. In each of these compactifications, the number of solutions to a generic system

is a fixed number given by Bézout’s theorem or its extension to a product of projective spaces.

The generality of Bézout’s Theorem and its extension to products of projective spaces provides the

basis for numerical homotopy continuation methods—specifically, the (homogeneous) total degree

homotopy and more general multihomogeneous homotopies, see Section 9.2.

In practice, infinite or nearly-infinite solutions to the target system F̂ present challenges for

homotopy continuation. When tracking paths affinely, solutions of large magnitude are hard to

estimate accurately. Premature path truncation may also occur, leading to a loss of solutions near

infinity, as in Experiment 3 in Section 10.5. Moreover, a large discrepancy between the number

of start and target solutions may result in wasted computational resources. Homotopy methods

have varying strengths when addressing these challenges. (Multi)homogeneous homotopies have

the advantage of working in a compact space so that all paths converge. The largest issue with

these homotopies, however, is that compactification to projective spaces may introduce singular,

or nearly singular, solutions near or at infinity (see Example 9.2.1).

In contrast to the traditional (multi)homogeneous start systems, which usually depend only

on the degrees of f̂1, . . . , f̂n, the polyhedral homotopy introduced in [14, 43] takes the Newton

polytopes of the (Laurent) polynomials f̂1, . . . , f̂n into account, see Section 9.2. By taking the

polynomial structure into account, the number of start solutions for the polyhedral homotopy is

given by the mixed-volume bound from Bernstein’s Theorem [25]. This bound is often tighter

than the Bézout bound, so the polyhedral homotopy may track fewer extraneous paths towards

infinity than (multi)projective homotopies. As the polyhedral homotopy tracks points in the torus

(C×)n, the polyhedral endgame [44] may be used to detect solutions at infinity by numerically

extrapolating coefficients of power series solutions, and scaling issues can be addressed by the
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solution space Pn Pn1 × · · · × Pns XΣ

root count Bézout multihomogeneous Bézout Mixed volume

graded ring C[x0, . . . , xn]
⊗s

i=1 C[xi0, . . . , xini ] C[xρ | ρ ∈ Σ(1)]

homotopy homogeneous homotopy multihomogeneous homotopy Cox homotopy

Table 10.1: Schematic comparing (multi)homogeneous and Cox homotopies.

toric Newton method introduced in [45].

The proposed Cox homotopy combines the salient features of the multihomogeneous and poly-

hedral homotopies. A schematic situating the Cox homotopy approach is given in Figure 10.1. The

chosen compactification for the Cox homotopy is an n-dimensional, compact, normal toric variety

XΣ, where the polyhedral fan Σ refines the normal fan of each Newton polytope of (f̂1, . . . , f̂n).

A polynomial system then may be regarded as a section of a rank-n vector bundle on XΣ. This

section has a well-defined vanishing locus, which for a generic system has mixed volume-many

isolated points (see Theorem 6.1.2).

This vanishing locus can be described globally by homogenizing the f̂i to the total coordinate

ring or Cox ring S = C[xρ | ρ ∈ Σ(1)] of XΣ (see Section 10.2.3). The polynomial ring S,

together with its grading by the divisor class group of XΣ and the irrelevant ideal, corresponds to

the geometric construction of XΣ as a(n almost) geometric quotient XΣ = (Ck \Z)�G of a quasi-

affine variety by the action of an algebraic reductive group G (much like the Proj-construction

for Pn). Here k denotes the number of rays in the fan Σ. This construction was described by

Cox in [18], is summarized in Section 5.3, and is recalled briefly in Section 10.2.2. To represent

points in XΣ, the global coordinates xρ from the Cox construction are used, which are called the

Cox coordinates. In analogy with choosing an affine patch in (multi)homogeneous homotopies,

the G-orbit corresponding to a point p ∈ XΣ is intersected with a linear space of complementary

dimension in Ck to pick out finitely many sets of Cox coordinates representing p. These points in

Ck \ Z are referred to as representatives for p.
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The advantages of the Cox homotopy are listed below. Note that strict subsets of this list are

shared with other homotopy algorithms, but the Cox homotopy is exceptional by exhibiting all

these advantages.

1) By working in a compact space, the Cox homotopy can compute solutions at infinity and

reduce the risk of prematurely truncating paths (see Experiments 1 and 3).

2) The Cox homotopy is flexible with its choice of linear space. Poor scaling or ill-conditioning

may be mitigated by choosing a random linear space or the normal space to a G-orbit (see

Experiment 2).

3) The mixed-volume bound never exceeds any multihomogeneous Bézout bound, and may be

substantially smaller (see Experiments 1-4), minimizing the total number of paths tracked.

4) Generalizing the multihomogeneous case, a solution at infinity lies on a divisor where some

Cox coordinate equals 0. This can be used to heuristically establish when a system is not

Bernstein-general by investigating certain face systems (see Experiment 4).

The main theoretical results behind the Cox homotopy are summarized in Theorem 10.1.1. See

Theorems 10.4.1 and 10.4.6 for more precise statements concerning the generic and degenerate

cases, respectively.

Theorem 10.1.1. For a target system with prescribed supports, Algorithm 2 computes all isolated

solutions in the simplicial locus U ⊂ XΣ (cf. Theorem 5.3.1) by tracking one representative in

Ck \Z for each path in XΣ. The total number of tracked paths in XΣ is given by the mixed-volume

bound and hence is optimal with respect to the supports. Moreover, for a solution in the dense

torus of XΣ, any representative path converges to a set of homogeneous coordinates in Ck \Z. For

the case of a solution at infinity in U ⊂ XΣ, the number of representative paths which converge

is at least the degree of the corresponding G-orbit. This number can be computed explicitly by

Proposition 10.3.6 as the suitably normalized volume of an orbit polytope.
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Theorem 10.4.6 is based on an analysis of simplicial G-orbits given in Section 10.3, which

may be of independent interest. Note that U = XΣ in the commonly encountered case where Σ

is simplicial, such as a (multi)projective space, a weighted projective space, or any toric surface.

In general, the codimension of the subvariety (XΣ \ U) in XΣ is at least 3. Theorem 10.1.1 states

that for solutions outside of the torus, it may happen that not all representative paths converge to

a set of homogeneous coordinates. To remedy this, a specialized endgame (Algorithm 1) is pro-

posed in Section 10.4, which detects non-converging representatives and switches to a converging

representative at the end of the path.

Besides the theoretical results, the advantages of the Cox homotopy enumerated above are

demonstrated through a proof-of-concept implementation applied to a variety of examples. These

examples also illustrate the flexibility of the Cox homotopy approach. In one of these examples,

the Cox homotopy is compared to the existing polyhedral homotopy methods to demonstrate the

comparative robustness of the Cox homotopy algorithm when faced with infinite or nearly-infinite

solutions (see Experiment 3).

The Cox homotopy belongs to a larger body of literature studying the uses of toric varieties in

homotopy continuation. Indeed related works include the important role played by toric compact-

ifications, albeit without Cox coordinates, in the complexity-theoretic study of sparse polynomial

system solving, such as in the papers [46, 47, 48]. Another related work is a type of homoge-

nization based on the Newton polytopes of the system used by Verschelde in the development of

a toric Newton method in [45]. In essence, Verschelde’s toric Newton algorithm is a generalized

Newton iteration based on dynamic affine patch selection (i.e., dynamic scaling), and is proposed

as a postprocessing step for paths tracked with a traditional polyhedral homotopy. While related to

Cox coordinates, Verschelde’s procedure uses both homogeneous and toric variables and is there-

fore not a homogenization into the total coordinate ring. In contrast, the Cox homotopy tracks

solution paths in XΣ via an explicit homotopy in the total space Ck of the Cox construction—see

Remark 10.2.1 for further discussion of differences. Finally, the Cox homotopy also complements

the recent use of Cox coordinates for dealing with non-toric solutions in a robust manner in nu-
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merical algebraic normal form methods [49, 50, 51]. The experiments in Section 10.5 utilizing the

Cox homotopy paint a picture complementary to these works, showing that toric compactifications

can be suitable in practical computing scenarios.

This chapter is organized as follows. Section 10.2 recalls the necessary background on homo-

topy continuation, toric varieties, and the Cox construction. Section 10.3 describes the closure of

G-orbits in Pk. Section 10.4 presents the Cox homotopy algorithm (Algorithm 2), as well as an

algorithm for orthogonal slicing (Algorithm 4), and includes the main theorems (Theorems 10.4.1

and Theorem 10.4.6) supporting the Cox homotopy. Finally Section 10.5 gives examples which

demonstrate the advantages of the algorithms in Section 10.4 and compares the Cox homotopy to

the polyhedral homotopy.

10.2 Preliminaries

10.2.1 Background on homotopy continuation

This section details a few choices on setup and notation regarding homotopy continuation.

Further details on homotopy continuation are available in Chapter 9, as well as in sources such

as [35, 52, 36]. For the purposes of this chapter, a homotopy H(x; τ) in variables x = (x1, . . . , xn)

consists of polynomials H1(x; τ), . . . , Hn(x; τ) depending on an additional tracking parameter τ .

This chapter uses the convention that the start and target system are given by G(x) = H(x, 1)

and F (x) = H(x, 0), respectively. Note that this differs from Chapters 9 and 11, where the start

system is at τ = 0 and the target system is at τ = 1.

Often in homotopy continuation, polynomial systems are homogenized so path-tracking takes

place in a compact space, such as (multi)projective spaces. This chapter uses the following con-

vention to distinguish between homogeneous and non-homogeneous notation.

Convention 1. The variable t = (t1, . . . , tn) denotes a set of affine/toric variables and x =

(x1, . . . , xk) denotes a set of homogeneous variables. Equations or systems of equations that are

not homogeneous are indicated by a circumflex, which is dropped after homogenization. For in-

stance, homogenizing the system F̂ (t) = 0 given by f̂1(t) = · · · = f̂n(t) = 0 results in the system
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F (x) = 0 given by f1(x) = · · · = fn(x) = 0. 4

The choice of compactification/ homogenization influences the number of solutions to the sys-

tem. For instance, Example 9.2.1 gives an instance of the family F̂ (t1, t2; c) = (f̂1(t1, t2; c), f̂2(t1, t2; c))

of systems with fixed monomial supports:

f̂1 = c11 + c12t1 + c13t2 + c14t1t2 + c15t
2
1t2 + c16t

3
1t2, f̂2 = c21 + c22t2 + c23t1t2 + c24t

2
1t2.

A member of this family with generic coefficients c also has three toric solutions. Moreover, in

either the P2-compactification or the P1 × P1-compactification, the solutions at infinity are the

same for any generic choice of c. Thus, one may naturally view these solutions at infinity as an

artifact of the chosen compactification. Next to the introduction of (possibly infinitely many [49,

Example 3.2.4]) spurious solutions at infinity, another issue with the standard compactifications is

the artificial clustering effect of well-separated toric solutions, see for instance [45, Example 4.2].

If a toric compactification XΣ is used instead, as proposed in the Cox homotopy and described

in Section 10.2.3, then for generic choices of the cij , these homogenized equations only define

three solutions on XΣ, all contained in its dense torus. For this example, the toric variety XΣ turns

out to be a Hirzebruch surface, as later seen in Example 10.2.1.

10.2.2 Toric varieties and the Cox construction

This section details a few notational choices for toric varieties and the Cox construction. Fur-

ther details on toric varieties and the Cox construction are available in Chapter 5, as well as in

sources such as [15, 18].

Let T = (C×)n be the algebraic torus of dimension n. Its character and cocharacter lattices

are denoted by M = HomZ(T,C×) ' Zn and N = HomZ(M,Z) respectively. Given a full-

dimensional lattice polytope P ⊂ MR = M ⊗Z R ∼= Rn, let Σ be its normal fan. This fan is

complete, which means that
⋃
σ∈Σ σ = NR, and the corresponding toric variety X is compact. The

notation X = XΣ is sometimes used to emphasize the correspondence between X and its fan. The

matrix F = [u1 · · · uk] ∈ Zn×k, whose columns are the unique minimal ray generators ui for
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each ρ ∈ Σ(1), is called the facet matrix. In this context, the ui represent the inner normals of the

polytope P .

Recall from the Cox construction (see Section 5.3) that F represents a lattice morphism. The

idea is to view F as a map from the fan of Ck to the fan of XΣ. In order for F to be compatible

with the fans of Ck and XΣ, some cones of the fan of Ck may need to be removed. The cones

which are removed designate the base locus of F, which is defined by the irrelevant ideal B (see

Equation (5.6)) in the coordinate ring S = C[x1, . . . , xk] of Ck. Viewing F as a map of fans, F

furthermore describes a Laurent monomial map (5.7) whose kernel is a subgroup G ⊂ (C×)k.

Additionally, π : Ck \Z → XΣ coming from F will be an almost geometric quotient for the action

of G on Ck \ Z, and is a geometric quotient for an open subset of U ⊂ XΣ, see Theorem 5.3.1.

Consequently, there is a Zariski open subset U ⊂ XΣ such that G-orbits in π−1(U) are in

one-to-one correspondence with points of U . The fan of U is the subfan of Σ consisting of all its

simplicial cones, and XΣ \ U is codimension at least three in XΣ.

In order to interpret S (with its irrelevant ideal B) as the homogeneous coordinate ring or Cox

ring of the toric variety XΣ, S is equipped with a grading such that the vanishing locus in Ck \ Z

of homogeneous elements is stable under the action of G. The grading is by the divisor class group

Cl(XΣ) of XΣ, which is the group of Weil divisors modulo linear equivalence. This group may be

described explicitly. Let D1, . . . , Dk be the torus invariant prime divisors on XΣ corresponding to

ρ1, . . . , ρk respectively. By Proposition 5.4.1, the following is an exact sequence

0→M
F>−→

k⊕
i=1

Z ·Di
P−→ Cl(XΣ)→ 0, (10.1)

where the map F> sends a character to its divisor and P takes a torus invariant divisor to its class

in Cl(XΣ) (see [15, Theorem 4.1.3]). This is the same exact sequence as in Proposition 5.4.1, but

with coordinates. The map F> is a lattice map Zn → Zk given by the transpose of the matrix

F. This exact sequence shows that Cl(XΣ) ' Zk/ imF> and every element of Cl(XΣ) can be

written as the class [D] of some torus invariant divisor D =
∑k

i=1 aiDi. For an element α =
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[
∑k

i=1 aiDi] ∈ Cl(XΣ), one may define the vector subspace

Sα =
⊕

F>m+a≥0

C · xF>m+a,

where the sum ranges over all m ∈ M satisfying 〈ui,m〉 + ai ≥ 0. Here 〈·, ·〉 denotes the usual

pairing between N ' Zn and its dual M ' Zn, and corresponds to the usual dot product in

Zn. One can check that this definition is independent of the chosen representative for α and if

f =
∑

F>m+a≥0 cmx
F>m+a ∈ Sα, then for g ∈ G ⊂ (C×)k,

f(g · x) =
∑

F>m+a≥0

cm(g · x)F
>m+a = gaf(x).

It follows that f ∈ Sα has a well defined vanishing locus

VXΣ
(f) = {p ∈ XΣ | f(x) = 0 for some x ∈ π−1(p)}

and this definition extends to VXΣ
(f1, . . . , fs) =

⋂s
i=1 VXΣ

(fi) for elements fi ∈ Sαi . An element

f ∈ Sα is called homogeneous of degree α. The ring S, with its grading by Cl(XΣ) and its

irrelevant ideal B, is called the Cox ring of XΣ. The terminology related to the Cox construction

of XΣ is summarized in the table below.

Algebra Geometry

Cox ring S =
⊕

α∈Cl(XΣ) Sα
MaxSpec(·)−−−−−−→ Ck total coordinate space

irrelevant ideal B
VCk (·)
−−−→ Z base locus

class group Cl(XΣ)
HomZ(·,C×)−−−−−−−→ G reductive group

Table 10.2: Terminology and notation related to the Cox construction.
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10.2.3 Homogenization of sparse polynomial systems

Given a system of equations, this section briefly describes how to interpret the system as func-

tions on a compact toric varietyX . The homogenization procedure is described in detail in Section

3 of [50]. This homogenization process is a generalization of the standard homogenization used

for sending polynomials to the multihomogeneous coordinate ring of Pn1 × · · · × Pns . Line bun-

dles on X are in one-to-one correspondence with elements of the Picard group Pic(X) ⊂ Cl(X),

consisting of Cartier divisors modulo linear equivalence [15, Chapter 4]. Sections of these line

bundles are homogeneous polynomials in the Cox ring S of X .

The homogenization process is as follows. Let f̂1, . . . , f̂n ∈ C[M ] = C[t±1
1 , . . . , t±1

n ] be a

given set of Laurent polynomials and letA1, . . . ,An be their supports. That is, f̂i can be written as

f̂i =
∑

m∈Ai ci,mt
m where ci,m 6= 0. For i = 1, . . . , n, let Pi = conv(Ai) be the Newton polytope

of f̂i (see Section 6.1). The Minkowski sum of these polytopes is denoted by P = P1 + · · ·+Pn

and this sum is assumed to have dimension n. The normal fan ΣP of P gives the toric variety

X = XΣP
. For each i, there is a canonical way of associating a torus-invariant Cartier divisor

DPi
=
∑k

j=1 ai,jDi to Pi, see Section 5.4. The class of this divisor in Pic(X) is denoted by

αi = [DPi
] ∈ Pic(X). The vector space of Laurent polynomials with Newton polytope Pi is

the vector space of sections of the vector bundle OX(αi) on X [15, Proposition 4.3.3]. Moreover,

this vector space can be identified with the degree αi part of the Cox ring S of X [15, Proposition

5.3.7] and OX(αi) is generated by global sections. In summary,

⊕
m∈Pi∩M

C · tm ' Γ(X,OX(αi)) ' Sαi .

The homogenization to the Cox ring of f̂i is given by the coefficients ai,j defining DPi
. Explicitly,

the homogeneous polynomials fi are computed from f̂i by the following:

f̂i =
∑
m∈Ai

ci,mt
m 7→ fi =

∑
m∈Ai

ci,mx
F>m+ai , (10.2)
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where F is the facet matrix. Note thatAi ⊂Pi ∩M implies that F>m+ ai ≥ 0, so that the fi are

indeed polynomials.

Remark 10.2.1. Note that the homogenization used in [45] differs from (10.2) in that the homog-

enized polynomials in [45] depend on the toric variables, as well as on the new, homogeneous

variables. Moreover in [45], each of the f̂i is ‘homogenized’ (in the sense of [45, Definition 2.1])

with respect to its own Newton polytope. The idea of [45] is to use the homogenization variables

as auxiliary coordinates that help to scale the solution paths in a clever way. Another difference is

that the normal fans of the Pi undergo a simplicial refinement in the symbolic step of the algorithm

in [45]. This step is mentioned to be memory exhaustive in [45, Section 7.1], and the examples

considered there are correspondingly small. In the homogenization described here, all of the f̂i are

homogenized with respect to the same polytope P and its normal fan need not be simplicial.

The n-tuple (f1, . . . , fn) is a section of the rank n vector bundle OX(α1)⊕· · ·⊕OX(αn) onX .

The zero locus of this section is the vanishing locus VX(f1, . . . , fn). It contains the points defined

by f̂1 = · · · = f̂n = 0 in T, denoted by VT(f̂1, . . . , f̂n). Since OX(α1) ⊕ · · · ⊕ OX(αn) is a rank

n vector bundle on a variety of dimension n, the expected dimension of VX(f1, . . . , fn) is 0. The

number of points to expect is equal to the mixed-volume bound, see Theorem 6.1.2.

The examples of particular interest for the Cox homotopy are those where (f1, . . . , fn) defines

points outside of T, that is, on the boundary X \ T of the torus in X . The following example

from [50] illustrates such points of interest.

Example 10.2.1. Consider the Laurent polynomials f̂1, f̂2 ∈ C[t±1
1 , t±1

2 ] given by

f̂1 = 1 + t1 + t2 + t1t2 + t21t2 + t31t2, f̂2 = 1 + t2 + t1t2 + t21t2,

which is equal to the system in Example 9.2.1 up to the constant coefficient of f̂2. Although

the mixed-volume bound for the system F̂ = (f̂1, f̂2) = 0 equals MV(P1,P2) = 3, the point

(−1,−1) is the unique solution (with multiplicity 1) in T = (C×)2. To explain this discrepancy

with respect to the mixed-volume bound, first extend the relations f̂1 = f̂2 = 0 to an appropriate
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P1 + P2 = P
u1

u2

u3

u4

Figure 10.1: Polytopes and fan of the Hirzebruch surface from Example 10.2.1.

toric variety. The polytopes and the fan are illustrated in Figure 10.1. The facet matrix F is

F = [u1 u2 u3 u4] =

1 0 −1 0

0 1 2 −1

 .
The toric variety X = XΣ is the Hirzebruch surface H2. The base locus in C4 is given by Z =

VC4(x1, x3) ∪ VC4(x2, x4). The divisor DP2 is DP2 = D4 (i.e. a2,1 = a2,2 = a2,3 = 0, a2,4 = 1, or

a2 = (0, 0, 0, 1)>). The homogenization of the monomials tm in f̂2 is given by F>m+ a2:

F>

0 0 1 2

0 1 1 1

+



0 0 0 0

0 0 0 0

0 0 0 0

1 1 1 1


=



0 0 1 2

0 1 1 1

0 2 1 0

1 0 0 0


,

which gives f2 = x4 + x2x
2
3 + x1x2x3 + x2

1x3 ∈ S[D4]. Analogously, f1 = x3x4 + x1x4 + x2x
3
3 +

x1x2x
2
3 +x2

1x2x3 +x3
1x2 ∈ S[D3+D4]. The vanishing locus VX(f1, f2) onX consists of three points,

with Cox coordinates

z1 = (−1,−1, 1, 1), z2 = (0,−1, 1, 1), z3 = (1,−1, 0, 1).

Hence, the relations f̂1 = f̂2 = 0 define three isolated points on X , which is the expected number.

Note that π(z1) is the toric solution (−1,−1) (π denotes the quotient π : C4 \ Z → X) and the

other solutions are on the boundary of the torus: π(z2) ∈ D1, π(z3) ∈ D3. 4
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10.3 G-orbits in the Cox construction

Let X = XΣ be a compact toric variety corresponding to a complete fan Σ and let U ⊂ X

be as in Theorem 5.3.1. As mentioned in the introduction, the Cox homotopy algorithm will track

a set of Cox coordinates for a point p ∈ U ⊂ X by slicing the G-orbit π−1(p) with a linear

space of complementary dimension. In order to understand what this dimension is and how many

representatives there are in such a linear space, this section is devoted to an explicit description

of the dimension and degree of the projective closure of G-orbits G · z ⊂ Ck \ Z in the Cox

construction.

10.3.1 Orbit parametrization

Taking HomZ(−,C×) of the exact sequence (10.1) gives the explicit description for G,

G = ker HomZ(F>,C×) = {g ∈ (C×)k | gF1,: = · · · = gFn,: = 1},

as a subgroup of (C×)k. The first aim is to parametrize the orbit

G · z = {g · z = (g1z1, . . . , gkzk) ∈ (C×)k | g ∈ G}

for z ∈ Ck \ Z. Note that if Cl(X) ' Zk−n is free, then G = HomZ(Cl(X),C×) ' (C×)k−n is a

torus. In general, G is a quasitorus of dimension k − n, i.e. G is isomorphic to the direct sum of a

torus and a finite abelian group.

To find the orbit parametrization of G · z, the first step is to compute the Smith normal form of

the transpose of the facet matrix F> ∈ Zk×n:

PF>Q = diag(s1, . . . , sn),

where diag(s1, . . . , sn) is a diagonal matrix of size k × n with the invariant factors si of F> on its

diagonal. Note that si 6= 0 since F comes from a complete fan. The submatrix P′′ of P containing
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the last k−n rows of P is a Z-basis for the kernel of F : Zk → N . The submatrix of P containing

its first n rows is denoted by P′. Note that

Cl(X) ' Zk/ im F> ' Z/s1Z⊕ · · · ⊕ Z/snZ⊕ Zk−n.

Because the matrix P is a representation of the map P from (10.1), this isomorphism may be

written explicitly as

[
k∑
i=1

aiDi] 7→ ((P′a)1 + s1Z, . . . , (P′a)n + snZ︸ ︷︷ ︸
Z/s1Z⊕···⊕Z/snZ

, (P′′a)1, . . . , (P
′′a)k−n︸ ︷︷ ︸

Zk−n

) (10.3)

where (P′a)i is the i-th entry of the matrix-vector product P′a, and likewise for P′′a. Furthermore,

G = HomZ(Cl(X),C×) = W1 ⊕ · · · ⊕Wn ⊕ (C×)k−n

where Wi ⊂ C× is the multiplicative group of si-th roots of unity. The inclusion G ↪→ (C×)k is

the dual map P∨ = HomZ(P ,C×) of (10.3), given by

G '

(
n⊕
i=1

Wi

)
⊕ (C×)k−n → (C×)k, (w, λ) 7→ (wP′:,1λP

′′
:,1 , . . . , wP′:,kλP

′′
:,k), (10.4)

where P′:,i denotes the i-th column of P′ and likewise for P′′. Thus, G ⊂ (C×)k is a union of tori

isomorphic to

TP′′ = {(λP′′:,1 , . . . , λP′′:,k) ∈ (C×)k | λ ∈ (C×)k−n} ' (C×)k−n.

Moreover, the following statement follows immediately from this discussion.

Lemma 10.3.1. For z ∈ Ck \ Z, the orbit G · z of z = (z1, . . . , zk) is parametrized by the map

(
n⊕
i=1

Wi

)
⊕ (C×)k−n → Ck \Z given by (w, λ) 7→ (wP′:,1λP

′′
:,1z1, . . . , w

P′:,kλP
′′
:,kzk). (10.5)
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Remark 10.3.2. Note that the image of (10.4) is the orbit G · z of z = (1, . . . , 1).

For a subsetW ⊂ Ck \ Z, its Zariski closure in Pk is denoted by

W = {(1 : z1 : · · · : zk) ∈ Pk | (z1, . . . , zk) ∈ W} ⊂ Pk.

Corollary 10.3.3 follows from applying Lemma 10.3.1 to G · z.

Corollary 10.3.3. For z ∈ Ck \Z, the dimension and degree of the projective variety G · z depend

only on which (C×)k-orbit z belongs to. Equivalently, they only depend on the set of indices

I = {i | zi 6= 0}.

10.3.2 Orbit dimension

By Corollary 10.3.3, the dimension of G · z is constant on the dense torus (C×)k of Ck \ Z.

In fact, it is constant on an even larger open subset of X by some results from geometric invariant

theory.

Lemma 10.3.4. If z ∈ π−1(U) ⊂ Ck \Z, where U is as in Theorem 5.3.1, then dimG · z = k−n.

Proof. The set π−1(U) ⊂ Ck \Z is the set of stable points for the action of G on Ck \Z (these are

the points z whose stabilizer Gz consists of finitely many points, see e.g. [53, Proposition 1.26] or

[54, Chapter 1, §4]). Therefore dimG · z = dimG · z = dimG = k − n.

For points z outside of π−1(U), the orbit G · z might not be closed in Ck \ Z, and a general

formula for the dimension is given by dimG · z = dimG− dimGz, where Gz is the stabilizer of

G at z. The following example illustrates what may happen.

Example 10.3.1. Consider the toric threefold X = XΣ corresponding to a pyramid in R3 whose

normal fan Σ has rays generated by the columns of

F =


0 1 0 −1 0

0 0 1 0 −1

1 −1 −1 −1 −1

 =

[
u1 u2 u3 u4 u5

]
.
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The polytope and fan are illustrated in Figure 10.2. The irrelevant ideal isB = 〈x1, x2x3, x2x5, x3x4, x4x5〉.

ρ1

ρ2

ρ3

ρ4

ρ5

Figure 10.2: Polytope and normal fan from Example 10.3.1.

The corresponding two-dimensional base locus is Z = VCk(x1, x2, x4) ∪ VCk(x1, x3, x5). A Smith

normal form computation yields

0 1 0 0 0

0 0 1 0 0

1 0 0 0 0

2 1 0 1 0

2 0 1 0 1



 F>
P′

P′′

1 0 1

0 1 1

0 0 1

  =

1 0 0

0 1 0

0 0 1

0 0 0

0 0 0





such that by Lemma 10.3.1 the orbit of (z1, z2, z3, z4, z5) is parametrized by

(λ2
1λ

2
2z1, λ1z2, λ2z3, λ1z4, λ2z5), (λ1, λ2) ∈ (C×)2. (10.6)

The subset U ⊂ X for which π−1(U)→ U is geometric is the complement inX of the torus invari-

ant point p ∈ X corresponding to σ = cone(ρ2, ρ3, ρ4, ρ5). It is clear that z{1} = (1, 0, 0, 0, 0) ∈

π−1(p). From Equation (10.6), one can see that the orbit G · z{1} has dimension 1. This is the

unique closed G-orbit in π−1(p), and one can check that the stabilizer Gz{1} is one-dimensional.
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Since σ is the smallest cone of Σ containing ρ3 and ρ5, then the (C×)5-orbit

(C×){1,2,4} = {(z1, z2, 0, z4, 0) | (z1, z2, z4) ∈ (C×)3} ⊂ C5 \ Z

is contained in π−1(p). The same holds for ρ2 and ρ4. The fiber π−1(p) has dimension 3. From

Equation (10.6) it is clear that the orbit G · z has dimension 2 for z ∈ (C×){1,2,4}. Moreover, these

orbits are not closed in Ck \ Z, as they contain G · z{1} in their closure. 4

10.3.3 Orbit degree

For a finite setA = {α0, . . . , αs} ⊂ Z` letXA ⊂ Ps denote the projective toric variety obtained

as the closure of the image of (C×)` → Ps, where (t1, . . . , t`) 7→ (tα0 : · · · : tαs). The notation

A is also used to denote the matrix of `-tuples in A, i.e. A = [α0 · · · αs] : Zs+1 → Z`. One

may compute the degree of the projective variety XA using the general version of Kushnirenko’s

Theorem.

Theorem 10.3.5 (Kushnirenko’s Theorem [55]). Let XA ⊂ Ps be the projective toric variety

defined by

A =

 1 · · · 1

m0 · · · ms

 : Zs+1 → Z`.

Let ∆ = conv(m0, . . . ,ms) ⊂ R`−1 be the polytope obtained by taking the convex hull of the

lattice points m0, . . . ,ms ∈ Z`−1 and suppose that ∆ has dimension `− 1. Then,

degXA =
(`− 1)!

q
Vol(∆),

where Vol(·) denotes the Euclidean volume and q is the lattice index of im([m0 · · · ms] : Zs+1 →

Z`−1) in Z`−1. That is, for almost all choices of coefficients cij ∈ C, the system of equations

s∑
j=0

cijλ
mj = 0, i = `− 1
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has exactly (`− 1)! Vol(∆) solutions λ ∈ (C×)`−1.

With the notation of Subsection 10.2.2, let I ⊂ {1, . . . , k} be a subset of indices such that

there is a cone σ ∈ Σ containing all ρi ∈ Σ(1) for which i /∈ I , and none of the other rays.

Equivalently, I is such that cone(ei, i /∈ I ) ∈ Σ′, where ei is the i-th standard basis vector of

Rk. The (C×)k-orbit {z ∈ Ck \ Z | zi 6= 0, for all i ∈ I and zi = 0 for all i /∈ I } is denoted by

(C×)I ' (C×)|I |. Let PI be the restriction of P from (10.1) to
⊕

i∈I Z · Di and consider the

exact sequence

0 −→ kerPI −→
⊕
i∈I

Z ·Di
PI

−→ Cl(X) −→ cokerPI −→ 0. (10.7)

Taking duals shows that (PI )∨ = HomZ(PI ,C×) : G→ (C×)I is given in coordinates by

G '

(
n⊕
i=1

Wi

)
⊕ (C×)k−n → (C×)I ' (C×)|I |, (w, λ) 7→ (wP′:,iλP

′′
:,i)i∈I . (10.8)

By Lemma 10.3.1, the image of (PI )∨ is the orbit G · zI of zI =
∑

i∈I ei, where ei is the i-th

standard basis vector of Ck. The closure G · zI is a union of a number of copies of the projective

toric variety XAI
where AI is given by the columns of

AI =

1 1 · · · 1

0 P′′:,I

 ,
and P′′:,I is the submatrix of P′′ containing the columns indexed by I .

Example 10.3.2. For I = {1, . . . , k}, the associated toric variety is XAI
= TP′′ . Indeed,

XA = XAI
:=
{

(1 : λP
′′
:,1 : . . . : λP

′′
:,k) | λ ∈ (C×)k−n

}
⊂ Pk,
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where A = AI = {α0, . . . , αk} ⊂ Zk−n is given by the columns of

A = AI =

1 1 . . . 1

0 P′′

 .
The dimension of TP′′ = XA is k − n, by the fact that P′′ has rank k − n and [15, Proposition

2.1.2]. 4

By Theorem 10.3.5, under the assumption that P′′:,I has rank k − n, the degree of XAI
is

(k−n)!/qI Vol(∆I ), where ∆I = conv({0}∪{P′′:,i, i ∈ I }) ⊂ Rk−n and qI is the lattice index

of imP′′:,I in Zk−n. The polytope ∆I is the orbit polytope corresponding to I .

Proposition 10.3.6. Let I ⊂ {1, . . . , k} be a subset of indices such that zI =
∑

i∈I ei ∈ π−1(U),

with U as in Theorem 5.3.1. For all z in the (C×)k-orbit (C×)I ⊂ Ck \ Z,

degG · z =
sI

qI
(k − n)! Vol(∆I ),

where qI ,∆I are the lattice index and orbit polytope as above, sI is the product of the invariant

factors of kerPI , and Vol(·) denotes the Euclidean volume. In particular, G · z is a union of sI

irreducible projective varieties of degree deg(G · z)/sI , each of which is equal to the projective

toric variety XAI
⊂ (C×)I ⊂ Pk up to an invertible diagonal scaling.

Proof. By Corollary 10.3.3, it suffices to show the proposition for z = zI . From (10.8), G · zI is

a union of varieties obtained by scaling XAI
. The dense torus of XAI

, denoted by TP′′:,I
, is the

projection of TP′′ onto (C×)I . The toric variety XAI
has dimension k − n by Lemma 10.3.4 and

degree (k − n)!/qI Vol(∆I ) by Theorem 10.3.5. By taking the dual of (10.7), one can see that

G · zI is isomorphic to the quasitorus

HomZ

( ⊕
i∈I Z ·Di

kerPI
,C×

)
,

which is a direct sum of a finite group of order sI and the torus TP′′:,I
.
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Remark 10.3.7. Note that when I = {1, . . . , k}, kerPI = kerP = imF>, such that the

invariant factors of kerP are s1, . . . , sn and s = sI =
∏n

i=1 si. Moreover, the lattice map P′′ =

P′′:,I is surjective, such that qI = 1.

Corollary 10.3.8. If Cl(X) ' Zk−n is free, then for I as in 10.3.6, the degree of G · z ⊂ Pk is

degG · z = Vol(∆I ) for all z in the (C×)k-orbit (C×)I . Moreover, G · z ⊂ Pk is a(n irreducible)

toric variety.

Proposition 10.3.6 provides a direct way of computing deg(G · z) for any z ∈ π−1(U). This

computation is implemented in Macaulay2 [5]. The code is available at https://mathrepo.

mis.mpg.de/CoxHomotopies/index.html. The following two examples illustrate appli-

cations of Proposition 10.3.6.

Example 10.3.3. The double pillow is the toric varietyX = XA ⊂ P4 whereA =


1 1 1 1 1

1 0 0 −1 0

0 1 0 0 −1


[17, Subsection 3.3]. The fan corresponding to the double pillow has facet matrix F =

1 1 −1 −1

1 −1 −1 1


with Smith normal form



0 −1 0 0

−1 1 0 0

0 1 0 1

1 0 1 0


F>

 0 −1

−1 −1

 =



1 0

0 2

0 0

0 0


.

This shows that the class group has torsion: Cl(X) ' Z/2Z⊕ Z2 via

[
4∑
i=1

aiDi] 7→ (a2 − a1 + 2Z, a2 + a4, a1 + a3).

The reductive group G is isomorphic to {−1, 1} ⊕ (C×)2 via (w, λ1, λ2) 7→ (w−1λ2, wλ1, λ2, λ1).

The closure is a union of two planes in P4, and every orbit closure G · z for z ∈ (C×)k is equal to G
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∆{1,2,3,4} = ∆{2,3,4} = ∆{1,2,4} ∆{1,2,3} = ∆{1,2} = ∆{2,3} ∆{1,3,4} = ∆{3,4} = ∆{1,4}

Figure 10.3: Orbit polytopes from Example 10.3.4.

up to a diagonal change of coordinates. Therefore, these orbits have degree 2. The orbit polytope

∆I is the standard simplex in R2. 4

Example 10.3.4. Consider again the Hirzebruch surface H2 from Example 10.2.1. The Smith

normal form of the facet matrix F> is given by



−1 0 0 0

0 −1 0 0

−1 2 −1 0

0 −1 0 −1


F>

1 0

0 1

 =



−1 0

0 −1

0 0

0 0


, hence P′′ =

−1 2 −1 0

0 −1 0 −1

 .

The class group Cl(H2) is free, G ' (C×)2, and the orbit of z = (z1, . . . , z4) ∈ C4 \ Z is

parametrized by

G · z = {(z1λ
−1
1 , z2λ

2
1λ
−1
2 , z3λ

−1
1 , z4λ

−1
2 ) | (λ1, λ2) ∈ (C×)2}. (10.9)

The orbit polytopes are shown in Figure 10.3. By Corollary 10.3.8, if z ∈ (C×)3, G · z has

degree Vol(∆{1,2,3,4}) = 3. If z ∈ (C×){1,3,4} ∪ (C×){1,2,3}, the degree drops to Vol(∆{1,3,4}) =

Vol(∆{1,2,3}) = 1. 4

10.4 Cox homotopies: coefficient-parameter theory and algorithms

As in the previous section,X = XΣ is an n-dimensional toric variety such that π : Ck\Z → X

is an almost geometric quotient which is constant over G-orbits on Ck \Z. Moreover, on the dense

open subset U ⊂ X , ππ−1(U) : π−1(U)→ U is geometric.
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This section describes the Cox homotopy algorithm for solving polynomial systems on X by

tracking points in the total coordinate space Ck. For any p ∈ U , the G-orbit π−1(p) is sliced

with a general linear space of dimension n to get degree-many representatives for π−1(p). Theo-

rem 10.4.1 establishes that the orbits in the homotopy remain disjoint. Thus, the algorithm may

track only one representative per orbit when the target system is Bernstein-general. Section 10.4.2

considers the case of a non-generic target system. This presents a subtlety not encountered in the

multihomogeneous case—namely, some paths in the total space Ck may either diverge or converge

to a point in the base locus (see Example 10.4.1). To address this subtlety, an endgame is pro-

posed in Section 10.4.2 for finding a path whose endpoint represents a point in X. Pseudocode for

the main algorithm and subroutines are in Section 10.4.3. Section 10.4.4 outlines the orthogonal

patching strategy considered in Experiment 2.

10.4.1 Coefficient-parameter homotopy in the dense torus

As the Cox homotopy is akin to a coefficient-parameter homotopy, first consider the family of

all systems with fixed supports A = (A1, . . . ,An) in M (cf. Subsection 10.2.3). Thus, consider

ĥi(t; c) =
∑

m∈Ai ci,mt
m, i = 1, . . . , n, where the parametric coefficients ci,m may vary. The

affine space of parameters is denoted by CA. This section furthermore assumes hereafter that the

Minkowski sum P = P1 + · · · + Pn, where Pi = conv(Ai), has full dimension n, so that the

mixed-volume bound δ = MV(P1, . . . ,Pn) from Theorem 6.1.2 is positive.

The homotopy considered in the main algorithm (Algorithm 2) is given by

(H (x; τ) , L(x)) = 0, (10.10)

where L(x) = Ax + b determines an (affine) linear space {x ∈ Ck | L(x) = 0} (which is also

denoted by L) and H is obtained by homogenizing

Ĥ(t;φ(τ)) =
(
ĥ1 (t;φ(τ)) , . . . , ĥn (t;φ(τ))

)
= 0 (10.11)
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for path φ : [0, 1] → CA which is assumed to be smooth. Furthermore, φ, A, and b must satisfy

certain genericity conditions as outlined in Theorem 10.4.1. Such homotopies are referred to as

Cox homotopies.

Theorem 10.4.1 gives the basis for Algorithm 2. To prove this theorem, it is natural to consider

the incidence variety defined for fixed L by

V̂A,L =
{

(x, c) ∈
((
Ck \ Z

)
∩ L
)
× CA | H(x; c) = 0

}
. (10.12)

Solution paths for the Cox homotopy in Equation (10.10) correspond to lifts of the param-

eter path φ to the variety V̂A,L. For generic φ, A, and b, Theorem 10.4.1 implies that there are

exactly dδ such paths, where d denotes the degree of the G-orbit closure G · (1, 1, . . . , 1) and

δ = MV(P1, . . . ,Pn). Note that d may be computed using Remark 10.3.7.

Theorem 10.4.1. There exist Zariski open subsets UA ⊂ CA and UA,b ⊂ C(k−n)×k × Ck−n such

that for all c∗ ∈ UA and all (A, b) ∈ UA,b, with L(x) = Ax+ b,

1. VT (Ĥ(t; c∗)) = {ζ1, . . . , ζδ} consists of δ points,

2. V(C×)k(H(x; c∗),L(x)) = {zij | i = 1, . . . , δ, j = 1, . . . , d} consists of dδ points,

3. for some labeling of these points, π(zij) = ζi for all i, j.

For fixed (A, b) ∈ UA,b and a smooth function φ : [0, 1]→ UA,

4. the homotopy Ĥ(t;φ(τ)) = 0 has δ trackable paths ζi : [0, 1]→ (C×)n, i = 1, . . . , δ,

5. the homotopy (H(x;φ(τ)),L(x)) = 0 has dδ trackable paths zij : [0, 1]→ (C×)k,

i = 1, . . . , δ, j = 1, . . . , d,

6. after relabeling, π ◦ zij = ζi for all i, j.

Proof. The variety V(C×)k(H(x; c∗)) is a union of G-orbits, which have dimension k−n by Lemma

10.3.4. Take UA,b such that G · (e1 + · · ·+ek)∩L always consists of d points for L. Theorem 6.1.2,
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together with Remark 10.3.7, implies that the coordinate projection πA : V̂A,L → CA is a dominant

map with generically finite fibers. More precisely, πA is a branched cover of degree dδ, meaning

that the fiber π−1
A (c) consists of dδ points for all c ∈ UA,where CA\UA denotes the branch locus of

πA. The set UA is Zariski open by [56, Theorem 2.29]. Observe that πA has a factorization induced

by π. That is, one may may write πA = π1
A ◦ π2

A where π1
A and π2

A are branched covers of degree

d, δ, respectively. So far items (1)–(3) have been shown. Now, whenever (z, c) ∈ π−1
A (c) and

c ∈ UA, the derivative Dz,c πA is an invertible linear map by [56, Theorems 2.30]. This gives (5).

Similarly, (4) follows for ζ = π(z) by considering Dζ,c π
1
A and applying the chain rule. For (6),

simply note that (A, b) ∈ UA,b implies there are exactly d paths zi1, . . . , zid for each ζi satisfying

ζi = π ◦ zij.

Remark 10.4.2. It is possible to allow the linear space L to change as τ moves from 1 to 0. In

other words, one might consider a Cox homotopy given by (H(x; τ), Lτ (x)) = 0 where Lτ (x)

defines a sufficiently generic, continuous path in the Grassmannian Gr(n, k). Subsection 10.4.4

exploits this observation and proposes the strategy of orthogonal slicing for Cox homotopies.

Remark 10.4.3. Since the complement of UA is of complex codimension at least 1 in CA, the

image of a general 1-real-dimensional parameter path φ : [0, 1] → CA with c0 = φ(0) ∈ UA,

c1 = φ(1) ∈ UA is contained in UA. A standard trick for obtaining such a general path is by

setting φ(τ) = (1− τ)c0 + γτc1, where γ ∈ C is a random constant. This is known as the gamma

trick, see for instance [35, Lemma 7.1.3]. In this case, the Cox homotopy (H,L) is given by

H(x; τ) = (1 − τ)G + γτF , where F (x) = H(x; 0) and G(x) = H(x; 1). If the start system

(G,L) is suitably generic, one can set γ = 1.

An important consequence of Theorem 10.4.1 is that for parameter paths φ : [0, 1] → UA it

is sufficient to track only δ = MV(P1, . . . ,Pn) paths in the Cox homotopy (H,L) to track the

paths defined by H(x; τ) on X . Indeed, for i = 1, . . . , δ, it suffices to track only one of the paths

zij(τ), j = 1, . . . , d for τ going from 1 to 0, since all of these will land on a representative of the

same G-orbit when τ = 0.
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10.4.2 Degenerating orbits and a specialized endgame

For a set A = (A1, . . . ,An) of supports, fix a smooth parameter path φ : [0, 1] → CA and

consider the corresponding homotopy Ĥ(t; τ). Denote F̂ (t) = Ĥ(t; 0), Ĝ(t) = Ĥ(t; 1) and

F,G,H for the associated homogeneous counterparts. Furthermore assume that Ĝ defines δ =

MV(P1, . . . ,Pn) isolated solutions in T ⊂ X , but F̂ does not. That is, |VT(F̂ )| < δ.

In this setup, if φ is suitably generic, Theorem 10.4.1 implies that Ĥ(t; τ), τ ∈ (0, 1] defines δ

disjoint paths τ 7→ ζi(τ), i = 1, . . . , δ in the dense torus T. This section investigates what happens

for τ → 0. Since |VT(F̂ )| < δ by assumption, at least one of these paths, say ζi(τ), moves out of

the torus T for τ → 0. By compactness of X ⊃ T, the endpoint limτ→0+ ζi(τ) exists in X and it

satisfies

ζi(0) = lim
τ→0+

ζi(τ) ∈ X \ T.

Assume that ζi(0) ∈ U is an isolated point of VX(F ), where U is as in Theorem 5.3.1. The first

step is to show that in an analytic neighborhood U ⊂ C of τ = 0, the G-orbit π−1(ζi(τ)) has a

representative r(τ) = (r1(τ), . . . , rk(τ)) given by Puiseux series. The notation C[[τ ]] is used for

the power series ring, C{{τ}} for the field of Puiseux series, and val : C{{τ}} → Q for its standard

valuation. As in Section 10.3, let (C×)I be the (C×)k-orbit {z ∈ Ck \ Z | zi 6= 0, for all i ∈

I and zi = 0 for all i /∈ I } and work with index sets I such that (C×)I ⊂ π−1(U).

Lemma 10.4.4. Let τ 7→ ζi(τ) be a solution path of Ĥ(t; τ) such that ζi(0) ∈ U is an isolated

point in VX(F ), where U is as in Theorem 5.3.1. In a neighborhood U ⊂ C of τ = 0, there is an

algebraic function r : U → Ck \ Z, r ∈ C{{τ}}k such that π−1(ζi(τ)) = G · r(τ) for all τ ∈ U .

Moreover, if I is such that ζi(0) ∈ π((C×)I ), the valuations of r(τ) = (r1(τ), . . . , rk(τ)) satisfy

val(ri(τ)) > 0, i /∈ I and val(ri(τ)) = 0, i ∈ I .

Proof. Since ζi(0) ∈ U ⊂ X , π−1(ζi(0)) has dimension k − n (Lemma 10.3.4) and for almost

all choices of the linear space L, L ∩ π−1(ζi(0)) consists of isolated points. For such a fixed
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choice of L, pick a point r0 ∈ L ∩ π−1(ζi(0)) ⊂ VCk\Z(F,L). Since ζi(0) is an isolated point

in VX(F ), r0 is an isolated solution of (F (x), L(x)) = (H(x; 0), L(x)) in Ck \ Z and there is an

open neighborhood U of τ = 0 and an algebraic function r : U → Ck \ Z satisfying r(0) = r0

and (H(r(τ); τ), L(r(τ))) = 0. The statement about the valuations follows immediately from

r(0) ∈ π−1(ζi(0)) ⊂ (C×)I .

Remark 10.4.5. By reparametrizing, e.g. by setting τ ← τm for a positive integer m, it can be

assumed that r(τ) in Lemma 10.4.4 is given by a power series.

Take τ ∗ ∈ U where U is as in Lemma 10.4.4 and suppose that r(0) ∈ (C×)I . The aim is to

formalize the following intuition. A G-orbit G · r(τ ∗) ⊂ Ck \ Z ⊂ Pk for r(τ ∗) ∈ (C×)k hits

the general linear space L in d points, where d = s(k − n)! Vol(∆{1,...,k}) (see Remark 10.3.7).

When r(τ ∗) moves towards r(0) ∈ (C×)I , the points in (G ·r(τ ∗))∩L move in L. By Proposition

10.3.6, as the representative r(τ) enters (C×)I the orbit degree might drop, meaning that possibly

|(G · r(τ ∗)) ∩ L| > |(G · r(0)) ∩ L|. The ‘missing’ points in (G · r(0)) ∩ L may be due to some

points traveling into (L ∩ Z), some points traveling to infinity out of the total coordinate space, or

two different points colliding at τ = 0. This begs the following question: how many of the points

in (G · r(τ ∗)) ∩ L eventually land in (G · r(0)) ∩ L? Equivalently, if r(τ) is a representative for

π−1(ζi(τ)), how many of the representative paths zij(τ) in Ck \ Z travel to the orbit G · r(0) as

τ → 0?

Theorem 10.4.6. Let U ⊂ C be an open neighborhood of 0 ∈ C and let r(τ) = (r1(τ), . . . , rk(τ))

be a map U → Ck \ Z such that ri(τ) ∈ C[[τ ]] ⊂ C{{τ}}. Let I be such that r(0) ∈ (C×)I and

suppose that

val(ri(τ)) > 0, i /∈ I and val(ri(τ)) = 0, i ∈ I . (10.13)

For almost all affine maps L(x) = Ax+ b, there are s(k − n)! Vol(∆I ) k-tuples

z(t) = (z1(τ), . . . , zk(τ)) ∈ C[[τ ]]k
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such that

val(zi(τ)) > 0, i /∈ I and val(zi(τ)) = 0, i ∈ I

and z(τ) ∈ G · r(τ), A z(τ) + b = 0, for τ in a neighborhood U ′ ⊂ U of 0 ∈ C.

Proof. The proof uses some notation from Section 10.3. In particular, recall that P is one of the

unimodular matrices in the Smith normal form of the transposed facet matrix F> and P′′ contains

its last k − n rows. First consider the case where Cl(X) is torsion free. By Lemma 10.3.1 it

suffices to show that for almost all choices of A, b, there are (k − n)! Vol(∆I ) (k − n)-tuples

λ(τ) = (λ1(τ), . . . , λk−n(τ)) ∈ C{{τ}}k−n such that val(λi(τ)) = 0, i = 1, . . . , k − n and

A(r1(τ)λ(τ)P
′′
:,1 , . . . , rk(τ)λ(τ)P

′′
:,k)> + b = 0,

or
∑k

j=1 Aijrj(τ)λ(τ)P
′′
:,j + bi = 0, i = 1, . . . , k − n. The solutions λ(τ) with val(λi(τ)) = 0, i =

1, . . . , k − n are given by

λ(τ) = (`1, . . . , `k−n) + higher order terms,

where (`1, . . . , `k−n) ∈ (C×)k−n is a solution of

∑
j∈I

Aijrj(0)λP
′′
:,j + bi = 0, i = 1, . . . , k − n. (10.14)

Indeed, by (10.13) the terms where j ∈ I correspond to the facet with facet normal (0, . . . , 0, 1)

on the lower hull of the lifted point set {(P′′:,j, val(rj(τ)))}j=1,...,k ⊂ Rk−n+1, see e.g. [14, Section

2]. By Theorem 10.3.5 and the fact that rj(0) 6= 0 for all j ∈ I , (10.14) has (k − n)! Vol(∆I )

solutions for almost all choices of A, b.

It remains to show that each of these solutions λ(τ) gives a different k-tuple

z(τ) = (r1(τ)λ(τ)P
′′
:,1 , . . . , rk(τ)λ(τ)P

′′
:,k).
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For ε > 0, let Uε = {τ ∈ C | |τ | < ε} and note that there exists ε > 0 such that for any two

solutions λ(τ) and µ(τ), λ(τ ∗) 6= µ(τ ∗) for all τ ∗ ∈ Uε and ri(t∗) 6= 0 for all τ ∗ ∈ Uε \ {0}. Since

P′′ : Zk → Zk−n is surjective, this implies

(r1(τ ∗)λ(τ ∗)P
′′
:,1 , . . . , rk(τ

∗)λ(τ ∗)P
′′
:,k) 6= (r1(τ ∗)µ(τ ∗)P

′′
:,1 , . . . , rk(τ

∗)µ(τ ∗)P
′′
:,k), for τ ∗ ∈ Uε\{0}.

Using an analogous argument, one can see that in the case where Cl(X) has torsion, each

irreducible component of G · r(τ) contributes (k − n)! Vol(∆I ) k-tuples z(τ).

Example 10.4.1. Continuing with Example 10.3.4, this example will show how the orbit G · z

‘degenerates’ from a degree 3 surface to a plane as z moves into D4. First consider the equations

defining the closure G · z in P4. It can be seen from (10.9) that for z ∈ (C×)4,

G · z = VP4(z3x1 − z1x3, z4x
2
1x2 − z2

1z2x
2
0x4), (10.15)

where x1, . . . , x4 are the Cox variables and x0 = 0 is the hyperplane ‘at infinity’ in the total

coordinate space. If r(τ) = (r1(τ), r2(τ), r3(τ), r4(τ)) = (z1, z2, z3, τ), then the variety G · r(τ)

degenerates to VP4(z3x1 − z1x3, x
2
0x4) for τ → 0, which is the union of a double plane at infinity

and the plane G · (z1, z2, z3, 0) = VP4(z3x1− z1x3, x4). This means that when slicing (10.15) with

a general plane L and letting z4 → 0, two out of three intersection points drift off to infinity and

the other one lands on the orbit G · (z1, z2, z3, 0).

Applying the same reasoning for z2 → 0, one can see that (10.15) degenerates to VP4(z3x1 −

z1x3, x
2
1x2), which is the union of two planes where one plane is VP4(x1, x3) with multiplicity 2

and the other plane is G · (z1, 0, z3, z4) = VP4(z3x1 − z1x3, x2). Note that the intersection of the

first component VP4(x1, x3) with C4 is a component of the base locus Z ⊂ C4. This means that

if one slices (10.15) with a general plane L and lets z2 → 0, two out of three intersection points

move towards the base locus and only one of them lands on the orbit G · (z1, 0, z3, z4). 4

Combining Lemma 10.4.4, Remark 10.4.5 and Theorem 10.4.6, one can see that if ζi(0) ∈
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π((C×)I ), then a fraction of Vol(∆I )/Vol(∆{1,...,k}) of the representatives zij(τ) of ζi(τ) will

travel to π−1(ζi(0)) as τ → 0. This means that, although for the purpose of tracking paths in

T ⊂ X it suffices to track only one representative, at the very end of the tracking process there

may be a need to switch representatives in order to find homogeneous coordinates of ζi(0). The

proposed solution is to track only one representative per path in X for τ ∈ [τ ∗, 1], where τ ∗ is

‘close’ to 0, e. g. τ ∗ = 0.1. At τ = τ ∗, one may initialize a specialized endgame which tries to

finish the path by switching representatives at τ = τ ∗ until a point in π−1(ζi(0)) is reached. This

procedure is made explicit in Algorithm 1.

Algorithm 1 A specialized endgame for Cox homotopies

1: procedure ENDGAME((H,L), 0 < τ ∗ ≤ 1, z ∈ V(C×)k(H(x; τ ∗)) ∩ L)
2: found← false
3: while found == false do
4: obtain ztarget by tracking (H,L) for τ ∈ [0, τ ∗] with starting solution z
5: if ztarget <∞ and ztarget /∈ Z then
6: found← true
7: else
8: z ← SWITCHREPRESENTATIVE(z)
9: end if

10: end while
11: return ztarget . A set of Cox coordinates for limτ→0+ ζi(τ) ∈ VX(F )
12: end procedure

A few comments are in order to clarify Algorithm 1. First of all, note that Theorem 10.4.6

guarantees that the endgame terminates and that the output ztarget is such that π(ztarget) = ζi(0) if

z = zij(τ
∗) for some j. In line 4 the assumption is that the output of the tracking algorithm is∞

in case the path diverges, and to check whether ztarget ∈ Z one can see if the residual with respect

to the monomial generators of the irrelevant ideal B is adequately small (using some sensible

heuristic). In line 8, the routine SWITCHREPRESENTATIVE finds another representative z′ of G · z

satisfying L(z′) = 0. In the implementation accompanying this work, the user may choose to
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either enumerate representatives all at once, or dynamically by tracking monodromy loops on

L(z1λ
P′′:,1 , . . . , zkλ

P′′:,k) =

(
k∑
j=1

Aijzjλ
P′′:,j + bi

)
i=1,...,k−n

= 0

with seed λ0 = (1, . . . , 1) and setting z′ = (z1λ
P′′:,1 , . . . , zkλ

P′′:,k) for any solution λ 6= λ0. In

practice one should check that z′ is a representative that has not been used before. In principal,

though less straightforward to implement, the polyhedral homotopy could also be used in such an

incremental strategy (cf. [57]). Still, monodromy may be preferable if computing mixed cells is a

bottleneck. For more details on monodromy and efficiency considerations, see [58].

Remark 10.4.7. In the case of (multi)projective homotopies, Vol(∆I ) = 1/(k − n)! and sI = 1

are constant for all I , meaning that in this case all representative paths will land on π−1(ζi(0)) for

τ → 0.

10.4.3 Solving equations on X

Let f̂1, . . . , f̂n ∈ C[M ] and let A = (A1, . . . ,An) be the corresponding supports (Ai ⊂ M).

This subsection describes an algorithm for computing the solutions defined by F̂ = (f̂1, . . . , f̂n) =

0 on X , where X = XΣ is the n-dimensional toric variety coming fromA as in Subsection 10.2.3.

That is, the algorithm computes all isolated points of VX(F ), where F is obtained from F̂ by

homogenizing. Here, ‘computing’ a point ζ ∈ X means computing numerical approximations

of a set of Cox coordinates of ζ in Ck \ Z. It is assumed that a system of affine start equations

Ĝ = (ĝ1, . . . , ĝn) is given such that ĝi has support Ai and |VT(Ĝ)| consists of the mixed-volume

number δ many starting solutions {ζi(1)}i=1,...,δ, which are also given. As per usual, G denotes

the homogenized start system. For a generic linear space L of Ck \Z, consider the Cox homotopy

(H,L) where H(x; τ) = (1 − τ)G + γτF and γ ∈ C is either a random complex constant or

γ = 1 when G is sufficiently generic. Using insights from the previous sections, Algorithm 2 is

now immediate. In line 5 of this algorithm, the given starting solutions {ζ1(1), . . . , ζδ(1)} are lifted

to the points {z1(1), . . . , zδ(1)} in the total coordinate space in such a way that π(zi(1)) = ζi(1)

and L(zi(1)) = 0, i = 1, . . . , δ. This is done using Algorithm 3, which is discussed below. In line

87



Algorithm 2 solve F̂ = 0 on X

1: procedure SOLVEVIACOXHOMOTOPY(F̂ , Ĝ, {ζ1(1), . . . , ζδ(1)}, τEG)
2: F,G← homogenize F̂ , Ĝ
3: H ← (1− τ)G+ γτF
4: L← random affine map Ax+ b
5: {z1(1), . . . , zδ(1)} ← HOMOGENIZESTARTINGSOLUTIONS({ζ1(1), . . . , ζδ(1)}, G, L)
6: {z1(τEG), . . . , zδ(τEG)} ← track {z1(1), . . . , zδ(1)} along (H,L) for τ ∈ [τEG, 1]
7: for i = 1, . . . , δ do
8: zi,target ← ENDGAME((H,L), τEG, zi(τEG)))
9: end for

10: return {z1,target, . . . , zδ,target} . A set of Cox coordinates for each point in VX(F )
11: end procedure

6 of Algorithm 2, the homogenized starting solutions are tracked for τ going from 1 to τEG, which

is a parameter indicating where the endgame operating region τ ∈ [0, τEG) starts. The proposed

default value is τEG = 0.1. The tracking can happen in only n instead of k variables, by setting

x = x̂+Ky, where x̂ ∈ Ck is any point in L and K is a matrix whose columns span kerA, where

A is the matrix from line 4. Line 8 uses Algorithm 1.

The following discusses what happens in line 5 in more detail. First, a set of points z̃i ∈ (C×)k

satisfying π(z̃i(1)) = ζi(1) is computed. Since ζi(1) = (ti1, . . . , tin) ∈ T = (C×)n, i = 1, . . . , δ,

it follows that z̃i(1)Fj,: = tij, j = 1, . . . , n by (5.7). Writing (vi1, . . . , vik) for the (unknown)

coordinates of z̃i(1) on (C×)k, one obtains the system of binomial equations

v
Fj,1
i1 v

Fj,2
i2 · · · vFj,kik = tij, i = 1, . . . , δ, j = 1, . . . , δ. (10.16)

Taking log(·) on both sides (using any choice of branch) gives

Fvlog = tlog, (10.17)

where F is the facet matrix, (vlog)ij = log vji and (tlog)ij = log tji. It is clear that a solu-
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tion vlog of the linear equations (10.17) gives a solution vij = exp((vlog)ji) to (10.16). Let

F̃ = F:,{i1,...,in} = [ui1 · · · uin ] be an invertible submatrix of F, consisting of the ray genera-

tors indexed by {i1, . . . , in}. Such a matrix F̃ exists, since Σ is complete. A solution to (10.17) is

given by

(vlog){i1,...,in},: = F̃−1tlog, (vlog){1,...,k}\{i1,...,in},: = 0.

In order to reduce rounding errors in the computation of F̃−1tlog, it is favorable to pick a well-

conditioned submatrix F̃. This can be done, for instance, using a strong rank-revealing QR factor-

ization [59]. The obtained solutions z̃i(1) satisfy π(z̃i(1)) = ζi(1), and hence G(z̃i(1)) = 0. It re-

mains to track the z̃i(1) through the G-orbit π−1(ζi(1)) to obtain zi(1) satisfying bothG(zi(1)) = 0

and L(zi(1)) = 0. For that, note that the points z̃i(1) satisfy the (very non-generic) linear condi-

tions z̃i(1) ∈ L−1
1 (0), where L1(x) = (xi−1)i∈{1,...,k}\{i1,...,in}. Therefore, one can track the homo-

topy (G, γτL1 +(1−τ)L) which intersects VCk\Z(G) with a moving linear space for τ going from

1 to 0, with starting solutions z̃i(1). Homotopies with a moving linear space are fundamental in

numerical algebraic geometry, particularly in homotopy membership testing and monodromy [35,

§15.4]. This discussion is summarized in Algorithm 3.

Algorithm 3 Lift a set of affine starting solutions in T to (C×)k

1: procedure HOMOGENIZESTARTINGSOLUTIONS({ζ1(1), . . . , ζδ(1)}, G, L)
2: {i1, . . . , in} ← a subset of indices in {1, . . . , k} such that F̃ = F:,{i1,...,in} is invertible
3: {z̃1(1), . . . , z̃δ(1)} ← a solution of (10.16) obtained via (10.17)
4: L1(x)← (xi − 1)i∈{1,...,k}\{i1,...,in}
5: L (x; τ)← γτL1(x) + (τ − 1)L(x)
6: {z1(1), . . . , zδ(1)} ← track {z̃1(1), . . . , z̃δ(1)} along (G,L (x; τ)) for τ ∈ [0, 1]
7: return {z1(1), . . . , zδ(1)} . A set of points in VCk\Z(G,L)
8: end procedure
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10.4.4 Orthogonal slicing in Ck \ Z

In the case where X = Pn, the linear part L of the Cox homotopy (H,L) is a single linear

equation in the x-variables (k = n+ 1 and the orbits have dimension 1). As pointed out in Remark

10.4.2, one may let L(x; τ) depend on the continuation parameter τ . The points in Cn+1 \ {0}

satisfying L(x; τ) = 0 for τ ∈ (0, 1] lie on a moving hyperplane. This can be thought of as a

continuously varying affine patch in which the homotopy is being tracked. In [60], the authors

propose several adaptive strategies for choosing this patch. One natural choice they propose is that

of an orthogonal patch (see [60, Subsection 3.2]). This subsection discusses how this can be done

quite naturally in the total coordinate space of any compact toric variety X .

Let z ∈ (C×)k and consider the corresponding orbit G · z. Locally (and if Cl(X) is free, even

globally), this orbit is parametrized by

(λP
′′
:,1z1, . . . , λ

P′′:,kzk), λ ∈ Ck−n,

where P ′′ comes from the Smith normal form of F>, see Lemma 10.3.1. The tangent space to the

orbit at (λP
′′
:,1z1, . . . , λ

P′′:,kzk) is parametrized by

z +
n−k∑
i=1

ci
∂

∂λi
(λP

′′
:,1z1, . . . , λ

P′′:,kzk), ci ∈ C,

where z is considered as a row vector of length k. For λ = (1, . . . , 1), the tangent space to the orbit

at z is given by the simple expression

z + c>P′′diag(z1, . . . , zk), c ∈ Ck−n,

where diag(z1, . . . , zk) is a diagonal k × k matrix with the coordinates of z on its diagonal. It

follows that x is in the normal space to the orbit G · z at z if and only if x− z is orthogonal to the

rows of P′′diag(z1, . . . , zk).
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For a smooth path (z(τ), τ) ∈ (Ck \ Z)× (0, 1] satisfyingH(z(τ), τ) = 0, one may define

L(x; τ) = conj(P′′diag(z1(τ), . . . , zk(τ)))(x− z(τ)),

where conj(·) takes the (entry-wise) complex conjugate. This suggests Algorithm 4 for tracking

one path in the total coordinate space of X , using orthogonal slicing for collecting representatives

on the orbits.

Algorithm 4 Track one path in the total coordinate space using orthogonal slicing

1: procedure TRACKORTH(G,F, z(1),P′′)
2: z ← z(1) . Starting solution: G(z(1)) = 0
3: H(x; τ)← (1− τ)G(x) + γτF (x)
4: τ ∗ ← 1
5: while τ ∗ > 0 do . The target parameter value for τ is 0
6: L(x; τ ∗)← conj(P′′diag(z1, . . . , zk))(x− z)
7: (z̃,∆τ)← PREDICT((H,L(x; τ ∗)), z, τ ∗) . Adaptive stepsize predictor routine
8: z ← CORRECT((H,L), z̃, τ ∗ −∆τ) . Corrector routine, e.g. Newton iteration
9: τ ∗ ← τ ∗ −∆τ

10: end while
11: return z . z is the target solution.
12: end procedure

The algorithm uses the blackbox functions PREDICT (line 7) and CORRECT (line 8) which are

assumed to implement a predictor-corrector path tracking scheme, possibly (and preferably) using

an adaptive step size control [61, 62, 63, 64, 65]. The function PREDICT returns a point z̃ and a

step size ∆τ such that z̃ is an approximation for a solution of (H(x; τ ∗ −∆τ), L(x; τ ∗)) and ∆τ

is a ‘safe’ step size. The function CORRECT then refines z̃ using, for instance, Newton iteration on

(H(x; τ ∗ −∆τ), L(x; τ ∗)) with starting point z̃.

10.5 Numerical examples

The algorithms in Section 10.4 have been implemented in Julia, making use of the packages

Polymake.jl (v0.5.3) [66, 67] and HomotopyContinuation.jl (v2.3.1) [42]. This section presents
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a selection of experiments highlighting the advantages of Cox homotopies, as discussed in the

introduction. More material and the code is available on https://mathrepo.mis.mpg.

de/CoxHomotopies/index.html.

Experiment 1 (A problem from computer vision). The 8-point problem for cameras with radial

distortion [68] consists of 9 equations in 9 unknowns. Eight equations are given by

(
p′i,1 p′i,2 1 + r′iλ

)
f1,1 f1,2 f1,3

f2,1 f2,2 f2,3

f3,1 f3,2 1


︸ ︷︷ ︸

F


pi,1

pi,2

1 + riλ

 = 0, (10.18)

where the parameters pi,j, p′i,j and ri, r′i are known and represent distorted image coordinates and

distortion radii, respectively. The true image coordinates are known only after the radial distortion

parameter λ is recovered. The matrixF is called the fundamental matrix and satisfies the additional

constraint

detF = 0. (10.19)

For more details on the model and problem, see [69, 68].

For generic parameters pi,j, p′i,j and ri, r′i, , the number of solutions to equations (10.18) and (10.19)

is exactly the mixed-volume bound, δ = 16. For comparison, the Bézout bound is 768. Homog-

enizing these equations as in Section 10.2.3, there are 26 Cox coordinates. For this experiment,

consider the nearly degenerate systems satisfying q′i,1 = −r′i,1 + ε for ε small. For ε = 10−7, the

solve command in HomotopyContinuation.jl reports 8 solutions and 8 paths going towards in-

finity. The implementation of Algorithm 2 finds a representative in C26 for each endpoint of these

16 paths in the compact toric variety XΣ.

Since the generic orbit degree d = 4583 appearing in Theorem 10.4.1 is quite large, one may

dynamically enumerate the representatives of each path considered in Algorithm 1 using random

monodromy loops. This proves to be far more efficient than tracking a total of dδ = 73328 paths.

Ignoring the pre-computation of the polytope P and facet matrix F>, the entire procedure takes
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around 15–45s between several runs on the same machine. Most time is spent on the endgame in

Algorithm 1. The 8 nearly-infinite, nearly-singular solutions in the torus T ⊂ C9 are reasonably

accurate in the sense of backward error. More precisely, the residuals for the 8 regular solutions are

all on the order of unit roundoff ≈ 10−16, and for the other 8 are in the range from 10−7 to 10−15.

Here the definition of the residual of an approximate solution t to f̂1 = · · · = f̂s = 0 is defined, as

motivated in [49, App. C], as
1

s

s∑
i=1

|f̂i(t)|∑
m∈Ai |ci,mtm|+ 1

.

4

Experiment 2 (Intersecting curves on a Hirzebruch surface). Consider again the Hirzebruch sur-

face X = H2 from Example 10.2.1. Its fan Σ and facet matrix F are shown in Figure 10.1. This

experiment illustrates the use of orthogonal slicing (see Subsection 10.4.4) as an adaptive strat-

egy for tracking paths in a Cox homotopy. The first step was to generate Laurent polynomials

f̂1, f̂2 ∈ C[t±1
1 , t±1

2 ] with support A1 = A2 = Pi ∩M , where Pi has facet representation given

by F> and ai = (0, 0, 10, 10)> for i = 1, 2. These Laurent polynomials are random in the sense

that the coefficients of the f̂i have been drawn from a standard normal distribution. There are 400

solutions to f̂1 = f̂2 = 0 in T ⊂ X . For illustration purposes, an implementation of Algorithm 4

with the naive predictor was used

PREDICT((H,L(x; τ ∗)), z, τ ∗) = (z, 0.001).

Three of the 256 paths z(τ) in the Cox homotopy were chosen randomly and the condition num-

ber of the Jacobian Jτ∗ = ∂x(H(x; τ ∗), L(x; τ ∗))|x=z(τ∗) was recorded for τ ∗ = 1, 1 − ∆τ, 1 −

2∆τ, . . . , 0, with ∆τ = 0.001. For comparison, the same paths in X were tracked using 10 ran-

dom slices Lrand(x) given by Lrand(x) = A(x− z(1)) where A is a matrix with entries drawn from

a complex standard normal distribution. The results are illustrated in Figure 10.4. The dashed

(orange) curves are obtained by taking the geometric mean of the dotted (grey) curves, which rep-

resent the condition number of Jτ for 10 random slices. The blue curves represent the condition

number of Jτ using Algorithm 4. The figure shows that for different randomly generated Lrand(x),
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Figure 10.4: Condition number of the Jacobian along 3 paths of the homotopy in Experiment 2
using the orthogonal slicing strategy of Algorithm 4 ( ) and the average condition number ( )
for 10 random linear slices ( ).

the behavior of the condition number may vary significantly. Using orthogonal slicing, this exper-

iment consistently obtains smaller condition numbers on average. Moreover, the computation of

the orthogonal slice causes virtually no computational overhead. 4

Experiment 3 (Solving equations on a weighted projective space). Consider the system of poly-

nomial equations

f̂1 = (3 + ε1)t21 + 7t1t2 + 7t22 + 9t1 + 3t2 + 9t3 + 2 = 0,

f̂2 = (3 + ε2)t21 + 7t1t2 + 7t22 + 5t1 + 2t2 + 3t3 + 4 = 0,

f̂3 = (3 + ε3)t21 + 7t1t2 + 7t22 + 4t1 + 8t2 + 4t3 + 9 = 0,

in the variables t1, t2, t3. The parameters εi are assigned random complex values of modulus 10−12.

The normalized volume of the Newton polytope of these equations is 4, which is equal to the

number of solutions in T = (C×)3. However, the command solve in HomotopyContinuation.jl

only finds 2 solutions. The polynomials f̂1, f̂2, f̂3 homogenize to degree 2 elements in the Cox ring

S = C[x1, x2, x3, x4] of the weighted projective threefold X = P1,1,2,1, where xi corresponds to

the facet normal ei for i = 1, 2, 3 and {x4 = 0} is the divisor ‘at infinity’. Using Algorithm 2, all 4

solutions in X are found. The Cox coordinates x3 and x4 have absolute value ≈ 10−12 for two of

these solutions, which means they lie close to D3∩D4. The corresponding points in the torus have
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coordinates of modulus ≈ 1012. Tracking these solutions in (C×)3 causes premature truncation in

the standard polyhedral homotopy.

The next step is to test the Cox homotopy on a different, larger system of equations with similar

behavior. The chosen system is given by f̂1 = · · · = f̂5 = 0, where the f̂i have Newton polytope

P = {m ∈ R5 | F>m+ a ≥ 0}, with

F> =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

−1 −2 −2 −2 −4


, a =



0

0

0

0

0

12


.

These correspond to degree 12 equations with 7776 solutions in the weighted projective space

X = P1,2,2,2,4,1. By manipulating the coefficients, one can force 216 of these solutions to lie

near D5 ∩D6, meaning that their Cox coordinates x5 and x6 have modulus ≈ ε. More details on

the setup can be found at https://mathrepo.mis.mpg.de/CoxHomotopies/index.

html. For ε = 10−7, in five different runs, the polyhedral homotopy used by solve terminates

in only 59 up to 69 seconds, but misses between 201 and 207 solutions. The polyhedral homotopy

implementation in the blackbox solver phc -b of PHCpack (v2.4.83) [41], for ε = 10−7 and

five different runs, reports between 211 and 218 solutions at infinity and between 30 and 66 path

failures with a computation time ranging from 13 minutes and 11 seconds to 16 minutes and 57

seconds. Algorithm 2 finds all 7776 solutions in T within 7 minutes and 40 seconds. These

computations were performed on a 16 GB MacBook Pro machine with an Intel Core i7 processor

working at 2.6 GHz. 4

Experiment 4 (Equations on a Bott-Samelson variety). Defining B ⊆ GL3 as the subgroup

of upper-triangular matrices, GL3/B is birational to a Bott-Samelson variety. The considered

system is a random complex square polynomial system on GL3/B from the Khovanskii basis
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Figure 10.5: The Newton polytope Pi (left) of the equations in Experiment 4 and the Newton-
Okounkov body associated to B (right). The face of Pi whose corresponding system has solutions
at infinity is highlighted in blue.

B = {1, x, y, z, xz, yz, x(xz + y), y(xz + y)} [30]. That is, the considered system is

f̂i = ci,1 1 + ci,2 x+ ci,3 y + ci,4 z + ci,5 xz + ci,6 yz + ci,7 x
2z + ci,8 xyz + ci,7 xy + ci,8 y

2,

where i ∈ {1, 2, 3} and ci,j ∈ C for i = 1, 2, 3 and j = 1, . . . , 8. The mixed-volume bound for

F̂ = (f̂1, f̂2, f̂3) is 10, which is given the by the normalized volume of the Newton polytope Pi of

f̂i. The number of solutions to F̂ = 0, however, is known to be equal to the normalized volume of

the Newton-Okounkov body associated to B, which is six. Both the Newton polytope P and the

Newton-Okounkov body associated to B are depicted in Figure 10.5. This deficient root count (six)

with respect to the mixed-volume bound (ten) suggests that there are solutions at infinity, which

would correspond to solutions of face system(s) of F̂ . Solutions to face systems can be found via

the Cox homotopy.

The first step is to homogenize F̂ using the normal fan of P , whose rays are recorded by the

columns of

F =


−1 0 0 −1 1 0 0

−1 0 1 0 0 0 −1

0 −1 0 1 0 1 −1

 .

Using the Cox homotopy, one finds that the homogenization of F̂ , F , has six nonsingular solutions

in the torus and four singular solutions whose first Cox coordinate is zero. This indicates that there

are solutions to the face system of F̂ associated to the ray (−1,−1, 0). This face system, which is

given by ci,7 x(xz + y) + ci,8 y(xz + y) = 0 for i = 1, 2, 3, has infinitely many solutions along
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the curve C defined by y = −xz. Therefore, the root deficiency of F̂ is explained by this curve at

infinity. The orbit degree deg(G · z) in this example is five for z ∈ (C×)k. The degree deg(G · z)

for z ∈ π−1(ζ) drops to three for general points on D1 = VX(x1). Using the specialized endgame

in Algorithm 1, the Cox homotopy consistently finds the homogeneous coordinates of four points

on C. Although Lemma 10.4.4 only accounts for isolated points in VX(F ), this example shows

that the Cox homotopy can also detect positive dimensional components on X \ T. This strategy

provides an important first step towards generalizing [70] for computing numerical irreducible

decompositions in X . 4

10.6 Conclusion

Cox homotopies track solution paths of sparse polynomial systems in a compact toric variety

X . The algorithm makes explicit use of the construction of X as a(n almost) geometric quotient of

a quasi-affine space by the action of a reductive group G. The degree of (the closure of) G-orbits in

this construction were described in terms of volumes of orbit polytopes, lattice indices, and invari-

ant factors. As shown in the experiments, Cox homotopies, as a generalization of (multi)projective

homotopies, provide a means to deal with solutions on or near the boundary of the dense torus in

X in an elegant way, avoiding premature truncation of solution paths and providing insight in the

solution structure ‘at infinity’. It inherits the advantage of polyhedral homotopies that the number

of paths tracked is equal to the mixed-volume bound. Experiments show that the Cox homotopy

algorithms provide the first steps towards performing numerical irreducible decomposition in X .
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11. THE KHOVANSKII HOMOTOPY

As discussed in Chapter 6, the Newton-Okounkov body bound for the number of solutions

to a polynomial system is sometimes tighter than the mixed-volume bound. With Michael Burr

and Frank Sottile, the aim in [11] was to create a homotopy whose number of tracked paths is

equal to the Newton-Okounkov body bound. This would provide an optimal homotopy which

also has the potential to be optimal in cases where the polyhedral homotopy is not optimal. The

foundation of this homotopy is the toric degeneration given by Anderson in [30], which exists

whenever the variety has an associated finite Khovanskii basis, as explained in Section 11.3. This

toric degeneration is what guarantees the optimality of the Khovanskii homotopy. The rest of this

chapter is an edited excerpt of [11]∗.

11.1 Introduction

This chapter considers the problem of computing the isolated solutions to the system

f1(z) = f2(z) = · · · = fd(z) = 0, (11.1)

where f1, . . . , fd are general members of a finite-dimensional vector space V of rational functions

on a complex algebraic variety X of dimension d. Kaveh-Khovanskii [26, 27] and Lazarsfeld-

Mustaţǎ [28] show that the number of solutions is the normalized volume of the Newton-Okounkov

body associated to V . The accompanying theory extends many uses of Newton polytopes from

toric varieties to general algebraic varieties. This theory lends itself to algorithms when V has a

finite Khovanskii basis [10].

The evaluation of functions in V induces the rational Kodaira map ϕ : X 99K P(V ∗). The

solutions to System (11.1) are the pull backs of the points of a linear section ϕ(X) ∩ L along

ϕ. When V has a finite Khovanskii basis, Anderson [30] shows that (the closure of) ϕ(X) has a

∗Reprinted from “Numerical homotopies from Khovanskii bases" by M. Burr, F. Sottile, and E. Walker, to appear in
Mathematics of Computation and published by the American Mathematical Society. Copyright 2021 by the American
Mathematical Society.
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flat degeneration to a toric variety associated to the Newton-Okounkov body of V . This chapter

describes numerical algorithms for computing the linear section ϕ(X) ∩ L based on this toric

degeneration and the polyhedral homotopy algorithm [14, 43]. Solving System (11.1) then requires

computing the pull back of the linear section.

The numerical algorithms for computing a linear section given in this chapter are based on

homotopy continuation [71]. Anderson’s flat toric degeneration gives a homotopy where the start

system is a linear section of a toric variety and the target system is a linear section of ϕ(X).

Flatness guarantees that the number of solutions to the start and target systems are equal. Thus the

homotopy is optimal in the sense that no extraneous paths are tracked.

The start system in the Khovanskii homotopy is a linear section of a toric variety, which may

be solved using the optimal polyhedral homotopy algorithm [14, 43]. Beyond those derived from

a finite Khovanskii basis, there are many instances in which a projective variety has a flat de-

generation into a toric variety. Section 11.2 contains a description of an optimal toric two-step

homotopy algorithm for solving systems given a toric degeneration in an ambient projective space,

and presents an example of such a flat degenerations into a toric variety. Further examples, includ-

ing the construction of a toric degeneration from a weight degeneration, can be found in Chapter 7.

Other examples of flat degenerations include the Gröbner homotopy of [31] and the homotopy for

solving the Kuramoto equations of [32], both of which exploit a flat degeneration into a union of

linear spaces.

When the Khovanskii basis is a subset of V , Anderson’s degeneration may be embedded in the

projective space P(V ∗). Section 11.3 presents the Khovanskii homotopy algorithm, which uses

this embedding and the toric two-step homotopy to solve System (11.1). For a general Khovanskii

basis, Anderson’s degeneration may only be embedded in a weighted projective space and Sys-

tem (11.1) is not a pull back of a general linear section. Section 11.4 describes how to adapt the

toric algorithm to this general case of a Khovanskii basis.

The SAGBI homotopy of [31] for Schubert calculus is also a two-step homotopy in which a sys-

tem of polynomials on Cn is deformed into a system of sparse polynomials, which is solved using
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the polyhedral homotopy. Despite the relationship between SAGBI bases and Khovanskii bases,

the Khovanskii homotopy algorithms presented here do not generalize the SAGBI homotopy. The

clearest distinction is that the SAGBI homotopy proceeds in local coordinates that parameterize

the fibers in a toric degeneration, while the two-step homotopy proceeds in the coordinates of the

ambient projective space of the toric degeneration.

Each section ends with a concrete example to illustrate these techniques and algorithms. These

examples are computed with Macaulay2 scripts [5], which are archived on GitHub:

https://github.com/EliseAWalker/KhovanskiiHomotopy/

These computations use the NumericalAlgebraicGeometry package [39] to call the pack-

ages Bertini [38] and PHCpack [41] for user-defined homotopies and the polyhedral homo-

topy, respectively. A discussion of practical issues that arise from using these software packages is

in Section 11.5.

11.2 Preliminaries

This discussion describes homotopy algorithms that arise from flat families, including those

arising from toric degenerations.

11.2.1 Homotopies from flat families

Suppose that X ⊂ Pn is a subvariety of dimension d. A linear section of X is a transverse

intersection X ∩ L where L ⊂ Pn is a linear subspace of codimension d so that X ∩ L consists of

degX points.

Let X ⊂ Pn × C be a variety with a surjective map π : X → C. Then π realizes X as a family

of projective schemes over C where a point τ ∈ C corresponds to the fiber Xτ := π−1(τ) ⊂ Pn.

There is an open subset U ⊂ C such that X is flat over U and all fibers are reduced. That is,

π−1(U)→ U is a flat family of varieties.

Suppose that the fibers of a flat family of varieties X over U ⊂ C have dimension d and that

0, 1 ∈ U . Let L ⊂ Pn be a general linear subspace of codimension d which meets both X0 and

X1 transversally so that X0 ∩ L and X1 ∩ L are linear sections of varieties. As X0 and X1 have the
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same degree, X0 ∩ L and X1 ∩ L have the same number of points. Let H(x; τ) be finitely many

polynomials defining X and d linear forms defining L. Then H(x; τ) is called a linear section

homotopy.

Proposition 11.2.1 (Linear section homotopy). A linear section homotopy H(x; τ) is an optimal

homotopy with start system X0 ∩ L and target system X1 ∩ L.

Proof. Let C be the union of components of X ∩ L that contain both X0 ∩ L and X1 ∩ L. Since

these intersections are zero-dimensional, C is a curve. Furthermore, both τ = 0 and τ = 1 belong

to the open subset U of Cτ of regular values of the projection C → Cτ . Thus, H is a homotopy.

Since flatness and the generality of L imply that X0 ∩ L and X1 ∩ L have the same number of

points, the homotopy H is optimal.

A linear section is part of a witness set, which is a fundamental data structure in numerical

algebraic geometry [36]. Specifically, a witness set for a d-dimensional variety X ⊂ Pn is a triple

(F,L,X ∩ L) where F is a set of homogeneous polynomials (forms) on Pn defining X , L is a set

of d linear forms defining a linear subspace (which is also denoted as L), and X ∩ L is a linear

section.

In the linear section homotopy in Proposition 11.2.1, L is a fixed general linear space and

the variety Xτ moves. In contrast, the Khovanskii homotopy algorithms sometimes require linear

spaces which are not general, so that X ∩L need not be a witness set. For this situation, one would

use a different homotopy in which the variety is fixed but the linear section moves. This homotopy

is described in the following basic algorithm for moving a witness set:

Algorithm 11.2.2 (Witness Set Homotopy).

Input: A witness set (G,L′, X ∩ L′) for X and a codimension d linear subspace L such

Input: that X ∩ L is finite.

Output: The points of X ∩ L.

Do:

1. LetH := (G, τL+(1−τ)L′), a homotopy with start systemX∩L′ and target systemX∩L.
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2. Use path tracking starting from the points of X ∩ L′ to compute the points of X ∩ L.

When X ∩ L is transverse, (G,L,X ∩ L) is a witness set for X .

11.2.2 Toric degenerations

This section demonstrates how a toric degeneration gives rise to a homotopy algorithm. In

particular, given a toric degeneration X ⊂ Pn × Cτ , the linear section homotopy leads to the toric

two-step homotopy which is described in Algorithm 11.2.3. For details on toric varieties and toric

degenerations, see Chapters 5 and 7, respectively.

Consider a d-dimensional toric variety XA ⊂ Pn with dense torus T, a point p ∈ T, and a

linear subsection L ⊂ Pn of dimension complementary to XA. A linear section p.XA ∩ L of the

translated toric variety p.XA pulls back along ϕp,A to the following system of sparse polynomials

on (C×)d whose monomials have exponents in A:

g1(z) = g2(z) = · · · = gd(z) = 0. (11.2)

As System (11.2) is sparse, the polyhedral homotopy algorithm [14, 43] optimally solves Sys-

tem (11.2) as the number of solutions to the start system equals the number of solutions to a general

system with support A.

Let X → Cτ be a toric degeneration with d-dimensional toric special fiber p.XA = X0. A

general linear subspace L of codimension d gives linear sections p.XA∩L and X1∩L. Combining

the linear section homotopy of Proposition 11.2.1 with the polyhedral homotopy gives the toric

two-step homotopy algorithm for computing the points of the linear section X1 ∩ L. Let GA be

System (11.2), which is given by the pull back of L along ϕp,A.

Algorithm 11.2.3 (Toric two-step homotopy algorithm).

Input: A toric degeneration X ⊂ Pn × Cτ with X0 = p.XA a toric variety and a general

Input: linear space L ⊂ Pn of codimension equal to the dimension of X1.

Output: All points of the linear section X1 ∩ L.

Do:
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1. Compute the system GA on (C×)d by pulling L back along the Kodaira map ϕp,A.

2. Use the polyhedral homotopy to solve GA.

3. Use ϕp,A to obtain the points of the linear section p.XA ∩ L.

4. Use the linear section homotopy (Proposition 11.2.1) beginning with the points of p.XA ∩L

to obtain the points of the linear section X1 ∩ L.

The discussion preceding Algorithm 11.2.3 justifies the following theorem:

Theorem 11.2.4. Algorithm 11.2.3 is an optimal homotopy algorithm for computing X1 ∩ L.

Remark 11.2.5. If L is not general, then replace it by a general codimension d linear subspace L′

in Algorithm 11.2.3 and add a fifth step that uses the Witness Set Homotopy 11.2.2 to move L′ to

L.

Remark 11.2.6. Algorithm 11.2.3 can also be used to compute X1 ∩ L when the definition of a

toric degeneration is relaxed so that X0 is a union of toric varieties. The points in a general linear

section X0∩L in Algorithm 11.2.3 may be computed from systems of sparse polynomials for each

toric component of X0.

The following Example 11.2.1 comes from [30, Section 6.4] and is an explicit application of

Algorithm 11.2.3 .

Example 11.2.1. This example demonstrates a weight degeneration and illustrates Algorithm 11.2.3.

For more information on weight degenerations, see Chapter 7. Let X ⊂ P7 be the closure of the

image of the map ϕ : C3 → P7 given by

ϕ(x, y, z) = [1, x, y, z, xz, yz, x(xz + y), y(xz + y)].

This subvariety has degree six and its ideal I has nine generators:

x1x3 − x0x4, x2x3 − x0x5, x1x2 − x0x6 + x1x4, x
2
2 − x0x7 + x3x6 − x2

4,

x2x6 − x1x7, x2x5 − x3x7 + x4x5, x1x5 − x3x6 + x2
4, x2x4 − x1x5, x5x6 − x4x7.
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Let w = (−2,−1,−1,−1, 0, 0, 0, 0). Use Equation 7.2 to compute the ideal of Xw. The following

thirteen polynomials form a Gröbner basis Gτ forXw with respect to the weighted term order≤−w:

x1x3 − x0x4 , x2x3 − x0x5 , x1x2 − x0x6 + τx1x4 , x
2
2 − x0x7 + τx3x6 − τ 2x2

4 ,

x2x6 − x1x7 , x2x5 − x3x7 + τx4x5 , x1x5 − x3x6 + τx2
4 , x2x4 − x1x5 , x5x6 − x4x7 ,

x0x
2
6 − x2

1x7 − τx1x4x6 , x0x
2
5 − x2

3x7 + τx3x4x5 ,

x0x4x5 − x2
3x6 + τx3x

2
4 , x3x

2
6 − x1x4x7 − τx2

4x6.

The leading terms with respect to ≤−w are underlined, and these binomials generate the ideal

Iw. This ideal is the toric ideal of the image of the map ϕA(x, y, z) = [1, x, y, z, xz, yz, xy, y2]

given by the lowest order monomials in ϕ. For the toric ideal statement, observe that if one sets

(x0, x1, x2, x3) = (1, x, y, z), then the first four underlined binomials in Gτ express x4, . . . , x7 as

the monomials in x, y, z appearing in ϕA. The exponent vectors of ϕA are the columns of the

matrix A in Figure 11.1.

A =

0 1 0 0 1 0 1 0
0 0 1 0 0 1 1 2
0 0 0 1 1 1 0 0


Figure 11.1: The weight vectors for the toric Kodaira map ϕA are the columns of matrix A. The
Newton polytope is the convex hull of these vectors.

Let L ⊂ P7 be the linear subspace of codimension three whose defining equations are `i =∑
cijxj for i = 1, 2, 3, where C = (cij) is the 3× 8 matrix

C =


1 1 1 1 1 1 1 1

1 −2 3 −4 5 −6 7 −8

2 3 5 7 11 13 17 19

 .
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The subspace L meets both ϕ(C3) = X1 and ϕA((C×)3) = X0 transversally in six points.

One may follow the steps of Algorithm 11.2.3 to compute X1 ∩ L. First, compute the sparse

system GA in Step 1 of Algorithm 11.2.3 to arrive at the system

1 + x+ y + z + xz + yz + xy + y2 = 0

1− 2x+ 3y − 4z + 5xz − 6yz + 7xy − 8y2 = 0

2 + 3x+ 5y + 7z + 11xz + 13yz + 17xy + 19y2 = 0.

In Step 2 of Algorithm 11.2.3, one computes the six solutions of the system GA, one of which is

ζ = (−1.33613, 1.51406,−1.22871). The image ϕA(ζ) in P7 is

[1, −1.33613, 1.51406, −1.22871, 1.64171, −1.86035, −2.02298, 2.29239].

In Step 3 of Algorithm 11.2.3, one computes the images of these six solutions under ϕA, which

forms the points of X0 ∩ L. Therefore, the images of these points are the solutions to the start

system for the linear section homotopy given by H(x, τ) = (Gτ , L). In Step 4, these solutions are

followed from τ = 0 to τ = 1, computing the six points of the linear section X1 ∩ L. One point of

X1 ∩ L is

[1, −0.689522, 0.928435, −1.35986, 0.937652, −1.26254, −1.28671, 1.73254].

4

11.3 Khovanskii homotopy

Let X be a complex variety of dimension d and V ⊂ C(X) be a finite-dimensional complex

vector space of rational functions on X . The closure of the image of X under the Kodaira map

ϕV : X 99K P(V ∗) has homogeneous coordinate ring R(V ) generated by V . When this ring has a

finite Khovanskii basis contained in V , Anderson’s toric degeneration embeds in P(V ∗) as a weight

degeneration. This degeneration is used in the Khovanskii homotopy algorithm (Algorithm 11.3.4)
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to compute a linear section ϕV (X) ∩ L.

This section describes how to produce an embedding of Anderson’s toric degeneration into

P(V ∗) when the Khovanskii basis is a subset of V . Steps detailing how to compute a Kodaira

map of the toric special fiber are also given. With the embedding and toric Kodaira map, Algo-

rithm 11.2.3 becomes an effective method to compute linear sections. Section 11.4 gives one way

to modify this method for the general case when the Khovanskii basis is not a subset of V .

11.3.1 Valuations, Khovanskii bases, and Newton-Okounkov bodies

Suppose thatX is a d-dimensional complex variety with function field C(X) and ν : C(X)× →

Zd is a Zd-valuation on C(X) where � is the total order on Zd. Following the definition of valua-

tion in Section 3.4, ν is surjective. Let V be a finite-dimensional complex vector subspace of C(X)

such that the image of V × under ν generates Zd (see Remark 11.3.1). Following Section 6.2.1, let

R(V ) be the graded ring
⊕

k≥0 V
ksk. Furthermore, extend the valuation ν and the total order � to

R(V ) and let NOV be the associated Newton-Okounkov body. Recall from Theorem 6.2.2 that the

number of solutions to System (11.1) where f1, . . . , fd ∈ V are general (in this case, one can say

that System (11.1) is drawn from V ) is the normalized volume of NOV .

Computations of NOV are tractable when there is a finite Khovanskii basis for R(V ). Let

B ⊂ R(V ) be a finite, linearly linearly independent set which is a Khovanskii basis for R(V )

with respect to ν. Further assume that the elements of B are homogeneous so that for b ∈ B with

ν(b) = (α, k), b ∈ V ksk. Necessarily, B generates R(V ) and B ∩ V s is a basis for V s. Note that

given finite Khovanskii basisB, Anderson [30] shows that NOV is a rational polytope and that there

exists a flat degenerationX → Ct ofX1 ' Proj(R(V )) to the toric varietyX0 ' Proj(C[S(V, ν)]).

Anderson’s degeneration [30] generalizes the toric degeneration of a spherical variety from [72].

The valuation ν on R(V ) induces a filtration on R(V ) by finite-dimensional subspaces indexed

by elements (α, k) ∈ S(V, ν). Let

R(V )(α,k) := {f ∈ R(V ) : ν(f) � (α, k)}, and

R(V )+
(α,k)

:= {f ∈ R(V ) : ν(f) � (α, k)}.
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Since (α, k) ∈ S(V, ν), these subspaces satisfy R(V )(α,k)/R(V )+
(α,k) ' C. Anderson’s flat degen-

eration comes from the degeneration of the filtered algebra R(V ) to its associated graded algebra

grR(V ) :=
⊕

(α,k)∈S(V,ν)

R(V )(α,k)/R(V )+
(α,k) ' C[S(V, ν)].

The toric fiber X0 of Anderson’s degeneration is Proj(grR(V )), and the isomorphism X0 '

Proj(grR(V )) uses the isomorphism grR(V ) ' C[S(V, ν)].

As discussed in Section 3.4, computation of Khovanskii bases may be difficult. Finite Kho-

vanskii bases are necessary for Anderson’s degeneration, however. The Khovanskii homotopy

consequently takes a finite Khovanskii basis as an input.

11.3.2 The Kodaira map and embedding the degeneration

To use Anderson’s toric degeneration X in Algorithm 11.2.3, X must be embedded in a projec-

tive space. Suppose that a finite Khovanskii basis B for V is given such that B ⊂ V s. Therefore,

B is a basis for V s, by definition.

Let X◦ ⊂ X be the open subset of points of X where no function from V has a pole, and some

function in V is nonzero. Evaluation of functions from V at a point z ∈ X◦ gives a nonzero linear

map evz(f) := f(z) on V . Therefore, evz is a point in the projective space P(V ∗), where V ∗ is

the space of linear functions V → C. Thus the map z 7→ evz induces a map X◦ → P(V ∗), which

is called the rational Kodaira map ϕV : X 99K P(V ∗). If one writes B = {b0s, . . . , bns}, then a

Kodaira map can be explicitly written as ϕB : z ∈ X◦ 7→ [b0(z), . . . , bn(z)] ∈ Pn ' P(V ∗).

Remark 11.3.1. The Khovanskii homotopy algorithms compute the points of ϕB(X◦)∩L. Given

these points, the solutions to System (11.1) on X◦ are their pull backs along ϕB. Following Amén-

dola and Rodriguez in [73], when the Kodaira map is not injective then the pull backs may be

computed from the linear section and the points in a single general fiber of the Kodaira map.

Consequently, one may assume that the Kodaira map is an injection and replace X by its

birational copy Proj(R(V )), which is the closure of ϕB(X◦) in Pn. In this case, X = X◦, V

generates the function field C(X) of X , and the image of V × under ν generates Zd. Thus the
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assumption that X = Proj(R(V )) implies that the image of V × under ν generates Zd.

The following summarizes the embedding of Anderson’s toric degeneration X into P(V ∗) [10,

Section 2.2]. Let A := ν(B) be the (d+ 1) × (n + 1) matrix whose ith column is ν(bi−1s) for

the Khovanskii basis B = {b0s, . . . , bns} ⊂ V s. Note that the last row of A is 1 := (1, . . . , 1).

Define a partial order >A on Zn+1 where β >A α ifAα � Aβ in Zd+1. The initial form inA(f) of

a polynomial f with respect to >A is the sum of all terms cαxα which minimize Aα.

The ideal IB of X = ϕB(X) is the kernel of the map C[x0, . . . , xn] → R(V ) which takes xi

to bis. Define inA(IB) to be the ideal generated by inA(f) for f ∈ IB. As shown in [74, Lemma

3.2] and [30, Lemma 8], there exists w ∈ Zd+1 such that if ≤−wA is the weighted term order on

C[x0, . . . , xn] induced by −wA, then the leading term ideal lt<−wA(IB) of IB equals inA(IB). Let

w be such a weight vector and G denote a Gröbner basis for IB with respect to a total order induced

from the term order ≤−wA. The leading terms of elements of G with respect to ≤−wA generate

inA(IB).

Let g =
∑

α cαx
α be a polynomial in G, and define w(g) := min{wAα : cα 6= 0}. Using

Formula (7.2) (with wA in place of w), one can construct

gτ =
∑
α

cαx
ατwAα−w(g). (11.3)

Let Gτ := {gτ : g ∈ G}. At τ = 0, G0 generates inA(IB) and at τ = 1, G1 = G generates IB.

Finally, define IA to be the kernel of the map C[x0, . . . , xn]→ grR(V ) which takes xi to bis ∈

R(V )(ν(bi),1)/R(V )+
(ν(bi),1). Note that IA is a toric ideal, and by [10, Theorem 2.17], IA = inA(IB).

Thus the toric weight degeneration can be embedded into Pn ' P(V ∗).

Proposition 11.3.2 ([30, Theorem 1]). Let X be a variety and V ⊂ C(X) a finite-dimensional

space of functions which has a finite Khovanskii basis B ⊂ V s. Then the family X → Cτ defined

by Gτ is flat and embeds into Pn as the weight degeneration of X1 = Proj(R(V )) = ϕB(X)

induced by wA. In particular, X0 ' Proj(C[S(V, ν)]) and X is a toric degeneration.

The following discusses the relationship between IA and IB. For u ∈ Nn+1, write bu for the
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product
∏

(bis)
ui of elements in the Khovanskii basis. Since ν(bu) = Au, when Au = Av for

some u, v ∈ Nn+1, ν(bu) = ν(bv) and there is a unique c ∈ C× such that

Au = Av ≺ ν(bu − cbv) and bu − cbv ∈ R(V )+
Au.

Since the last row of A is (1, . . . , 1), both bu and cbv ∈ V ksk for some k and their difference is

homogeneous.

The subduction algorithm [10, Algorithm 2.11] rewrites this difference as a homogeneous poly-

nomial of degree k in the elements of the Khovanskii basis,

bu − cbv = h(b0s, b1s, . . . , bns).

In particular, g := xu − cxv − h(x0, . . . , xn) ∈ IB with initial form xu − cxv ∈ IA. Applying

Formula (11.3), we have that

gτ = xu − cxv − τ rhτ ,

where r = w(h)− w(g) > 0.

Remark 11.3.3. Recall that the torus T = (C×)n+1/∆C× ' (C×)n is the set of points in Pn with

nonzero coordinates. A Kodaira map for the toric fiber X0 has the form ϕp,A, as in Formula (5.4),

for any p ∈ T ∩ X0. The following discussion provides a construction of such a point.

Let xu − cxv ∈ IA. Then Au = Av, so that u − v ∈ ker(A). Restricting this binomial to

X0 ∩ T results in the equation c = xu−v. The constant c depends upon u − v ∈ ker(A), and one

may write cu−v for c. Thus a point p ∈ X0 ∩ T satisfies equations of the form

cu = pu

for u ∈ ker(A). While every u ∈ ker(A) gives such an equation, an independent set of equations

is given by a basis u1, . . . , un−d for ker(A). The corresponding equations, cui = pui for i =

1, . . . , n−d, define X0 ∩ T as a subvariety of T.
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To obtain a point of X0 ∩ T, one can construct d additional equations to these n−d equations

as follows: Since 1 is a row of A, ker(A) ⊂ ker(1), which is a rank n sublattice of Zn+1. Let

v1, . . . , vd ∈ ker(1) be vectors such that u1, . . . , un−d, v1, . . . , vd are independent. Choose nonzero

constants cv1 , . . . , cvd ∈ C× and consider the system of binomials

cui − pui = 0 = cvj − pvj for i = 1, . . . , n−d and j = 1, . . . , d.

This system defines a finite set of points p in X0 ∩ T. An algorithm for solving such a system of

binomials is given in [14, Lemma 3.2], which involves computing the Smith normal form of the

matrix whose columns are u1, . . . , un−d, v1, . . . , vd. Observe that only one solution is needed to

obtain a Kodaira map.

11.3.3 Khovanskii homotopy

The procedure described in Section 11.3.2, combined with the toric two-step homotopy algo-

rithm, Algorithm 11.2.3, forms the Khovanskii homotopy algorithm for computing the points of a

linear section ϕV (X) ∩ L.

Algorithm 11.3.4 (Khovanskii homotopy algorithm).

Input: A finite-dimensional subspace V ⊂ C(X) for a variety X = Proj(R(V )) of

Input: dimension d, a finite Khovanskii basis B ⊂ V s for V , and a general linear

Input: subspace L ⊂ Pn of codimension d.

Output: All points in the linear section ϕV (X) ∩ L ⊂ P(V ∗).

Do:

1. Compute IB = ker(C[x0, . . . , xn]→ R(V )) where xi 7→ bis.

2. Compute a weight vector w using [30, Lemma 2] so that lt<−wA(IB) = inA(IB), where A is

the matrix of values of B.

3. Compute a Gröbner basis G for IB using the weight −wA.
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4. Construct the homotopy Gτ using Formula (11.3).

5. Construct the Kodaira map ϕp,A for X0 by following Remark 11.3.3.

6. Return the output ϕV (X) ∩ L of Algorithm 11.2.3 with inputs Gτ and L.

Theorem 11.3.5. Algorithm 11.3.4 is an optimal homotopy algorithm for computing all points of

ϕV (X) ∩ L.

The correctness of Algorithm 11.3.4 follows from the discussion in Section 11.3.2.

Remark 11.3.6. In many cases, Algorithm 11.3.4 is applied to systems of functions where a finite

Khovanskii basis is explicitly known from the theory (see Example 11.3.1). In this case, the theory

not only includes the data for the finite Khovanskii basis B, but also some or all of the data for

Steps 1, 2, and 3 of Algorithm 11.3.4.

Example 11.3.1. Algorithm 11.3.4 and Remark 11.3.6 are illustrated here on a continuation of

Example 11.2.1. In [30, Section 6.4], Anderson considers a particular three-dimensional Bott-

Samelson variety X for GL(3,C) In local coordinates (x, y, z) for X , the vector space V of con-

sidered functions on X has basis {1, x, y, z, xz, yz, x(xz + y), y(xz + y)}.

Anderson uses a valuation ν induced by the monomial valuation on C[x, y, z] defined by

ν(f) = (a, b, c), where xaybzc is the monomial of f that is minimal in the degree lexicographic

order with x > y > z. The image B = {1s, xs, ys, zs, xzs, yzs, x(xz + y)s, y(xz + y)s} of this

basis in V s forms a Khovanskii basis for V . The corresponding matrix of valuations is

A = ν(B) =



0 1 0 0 1 0 1 0

0 0 1 0 0 1 1 2

0 0 0 1 1 1 0 0

1 1 1 1 1 1 1 1


,

which is the matrix of Figure 11.1 after appending the row 1 for the exponents of s. The Newton-

Okounkov body of V is also displayed in Figure 11.1.
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Anderson provides the Khovanskii basis B for Algorithm 11.3.4, and Example 11.2.1 gives the

general linear sectionL. For Step 1, generators of IB are the generators of I in Example 11.2.1. The

weight vector w = (1, 1, 1,−2) suffices for Step 2. The vector wA = (−2,−1,−1,−1, 0, 0, 0, 0)

appears as the weight in Example 11.2.1. The computations in Steps 3 and 4 are supplied by the

elements in Gτ in Example 11.2.1. Finally, for Step 5, the toric Kodaira map ϕA is also given in

Example 11.2.1. 4

11.4 Khovanskii homotopy in weighted projective space

When a Khovanskii basis B for V contains elements of degree greater than 1, Anderson’s toric

degeneration naturally embeds into a weighted projective space [30]. This section explains how to

lift the degeneration to a toric degeneration in ordinary projective space and use the toric two-step

homotopy (Algorithm 11.2.3) to compute a linear section ϕV (X) ∩ L of the image of X under

the Kodaira map ϕV : X 99K P(V ∗). Alternatively, one could use a projective embedding of the

weighted projective space. This approach is not explored here, however, since it increases the

ambient dimension and does not preserve the linear section.

11.4.1 Weighted projective spaces

This section first reviews the construction and some basic properties of weighted projective

space, see [75]. Suppose that a = (a0, . . . , an+m) is a vector of mutually relatively prime positive

integers. The weighted projective space Pn+m
a is Proj(C[x0, . . . , xn+m]), where the grading on

C[x0, . . . , xn+m] is induced by setting the degree of xj to aj . Equivalently, Pn+m
a is the quotient of

Cn+m+1 r {0} by the C×-action where t.(x0, . . . , xn+m) = (ta0x0, . . . , t
an+mxn+m), for t ∈ C×.

One may also construct Pn+m
a as a quotient of Pn+m. To see this, let ∆C× ⊂ (C×)n+m+1 be the

diagonal embedding of C× and let Ga be the image of the following product of groups of roots of

unity in the dense torus (C×)n+m+1/∆(C×) of Pn+m:

Hom

(∏
j

Z/ajZ,C×
)

=
∏
j

Hom
(
Z/ajZ,C×

)
⊂ (C×)n+m+1.
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Thus Ga acts faithfully on Pn+m. As the aj are mutually relatively prime, Ga is isomorphic to this

product of groups of roots of unity. Let π : Pn+m → Pn+m
a be the quotient map by this Ga-action,

which is a finite map of degree |Ga| =
∏
aj .

The weighted projective spaces that appear in the Khovanskii homotopy have the following

special form: Let W =
⊕

k≥1Wk be a finite-dimensional positively-graded vector space with

dimW1 = n+1 ≥ 1. Let t ∈ C× act on Wk as multiplication by t−k, which gives a C×-action

on W . Identifying the dual space W ∗ with
⊕

kW
∗
k , in the dual action, t ∈ C× acts on W ∗

k as

multiplication by tk. Then the quotient of W ∗ r {0} by C× is a weighted projective space.

This weighted projective space can be described explicitly. Suppose that dimW = n+m+1,

and let a = (a0, . . . , an+m) be a vector in which each k ∈ N occurs dimWk times. Then (W ∗ r

{0})/C× is isomorphic to Pn+m
a , and Pa(W ∗) is used to denote this quotient. The isomorphism

depends upon the choice of an ordered basis for W ∗ which is a union of bases for each nontrivial

summand W ∗
k such that aj = k when the jth basis element lies in W ∗

k . This choice of basis

identifies W ∗ with Cn+m+1, and allows one to define an action of Ga on the projective space Pn+m

with quotient map π : Pn+m → Pa(W ∗) as in the first paragraph above. Note that there is no

natural identification of P(W ∗) with Pn+m that is compatible with the map π, unless dimWk ≤ 1

for all k > 1.

Let V be written for W1. Under the C×-action given by the weight a, the composition V ↪→

W � V of the inclusion with the projection onto V is the identity and each map is C×-equivariant.

Taking linear duals gives the equivariant composition V ∗ ↪→ W ∗ � V ∗, and this induces the

composition P(V ∗) ↪→ Pa(W ∗) 99K P(V ∗). One obtains ordinary projective space P(V ∗) because

t ∈ C× acts as multiplication by t on V ∗. Write pra for the projection map Pa(W ∗) 99K P(V ∗),

which is undefined on the image of the annihilator of V in Pa(W ∗). In addition, let pr denote the
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composition pra ◦ π. These maps are summarized in the following commutative diagram:

Ga y Pn+m

→

�
�
�
�
�
�↘

yπ
pra

pr

Pn+m
a ' Pa(W ∗) P(V ∗) ' Pn.

Let X ⊂ P(V ∗) and Z ⊂ Pa(W ∗) be varieties such that pra is an isomorphism between Z

and X . In this case, a linear section X ∩ L pulls back along pra to Z ∩ pr−1
a (L). Note that

the subvariety pr−1
a (L), which is given by d forms that are linear in x0, . . . , xn, is not general.

For example, pr−1
a (L) includes V(x0, . . . , xn), which contains the singular locus of Pa(W ∗). Let

U ⊂ Pa(W ∗) be the open subset over which π is a covering space. For u ∈ U , Ga acts freely on

the fiber π−1(z). The following lemma relates Z ∩ pr−1
a (L) to X ∩ L:

Lemma 11.4.1. Let Z ⊂ Pa(W ∗) be a subvariety of dimension d such that Z ∩ U is dense in Z

and pra is an isomorphism between Z and X := pra(Z). Let Y := π−1(Z) ⊂ Pn+m be its inverse

image. Suppose that L ⊂ P(V ∗) is a general linear subspace of codimension d. Then,

1. Z ∩ pr−1
a (L) is transverse and pra : Z ∩ pr−1

a (L)→ X ∩ L is a bijection.

2. Y ∩ pr−1(L) is transverse and π : Y ∩ pr−1(L)→ Z ∩ pr−1
a (L) is a |Ga| to 1 surjection.

3. For any component Y ′ of Y , π : Y ′ ∩ pr−1(L) → Z ∩ pr−1
a (L) is a | StabGa(Y

′)| to 1

surjection.

Note that Y = π−1(Z) may not be irreducible. Each irreducible component, however, maps

surjectively onto Z.

Proof. Transversality is addressed after establishing the set-theoretic assertions. For x ∈ X ∩ L,

let z be the unique point of Z with pra(z) = x. Since z ∈ pr−1
a (L), this completes the proof of the

first statement.
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Let z ∈ Z ∩ pr−1
a (L). By the given assumptions, Z ∩ pr−1

a (L) ⊂ U , so z ∈ U . Then

π−1(z) ⊂ Y ∩ π−1pr−1
a (L) = Y ∩ pr−1(L). The second statement follows as π : Y → Z is |Ga|

to 1 over points of U .

For the third statement, observe that pr−1(L) is invariant under the Ga-action. Therefore, for

all g ∈ Ga, g.(Y ′ ∩ pr−1(L)) = (g.Y ′) ∩ pr−1(L). The claim follows from the second statement

and a counting argument.

For transversality, let x ∈ X ∩ L. As L is general, this intersection is transverse and the

forms defining L generate the maximal ideal in the local ring of X at x. Transversality in the first

statement follows since the map pra is an isomorphism betweenZ andX and pr−1
a (L) is defined by

the same forms as L. Transversality in the second statement also follows, since the maximal ideal

of Y at y is generated by the pull back of the maximal ideal of Z at π(y) and pr−1
a (x) ∈ U .

While pr−1(L) is a linear subspace, it is not general. A result similar to Lemma 11.4.1 is

needed for a general linear subspace Λ ⊂ Pn+m. Note that since Λ is general, π−1(π(Λ)) consists

of a union of |Ga| linear subspaces.

Lemma 11.4.2. Let Z ⊂ Pa(W ∗) be a subvariety of dimension d such that Z ∩ U dense in Z.

Let Y := π−1(Z) ⊂ Pn+m be its inverse image, and suppose that Λ ⊂ Pn+m is a general linear

subspace of codimension d. Then, π : Y ∩ Λ→ Z ∩ π(Λ) is a bijection.

Proof. Since Λ is general, Z ∩ π(Λ) ⊂ U . Suppose that q, q′ ∈ Y ∩ Λ are in the same fiber of π,

and let g ∈ Ga be defined by q′ = g.q. Since Y is Ga-invariant, one can see that q′ ∈ Y ∩ (g.Λ).

Since Λ is general, Y ∩Λ∩ (g.Λ) is empty unless g is the identity. Therefore, q = q′, and one may

conclude that π is injective on Y ∩ Λ.

This map is also surjective. If p ∈ Z ∩ π(Λ), then there is a point q ∈ π−1(p) ∩ Λ. As

Y = π−1(Z), it contains π−1(p) and thus q ∈ Y ∩ Λ and π(q) = p.

11.4.2 Khovanskii bases and the degeneration

LetX be a d-dimensional complex variety and V ⊂ C(X) a finite-dimensional complex vector

subspace. Suppose that the image of V × under ν generates Zd and V has a finite Khovanskii basis
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B such that B 6⊂ V s. For each k ∈ N, let Wks
k := Span(B ∩ V ksk) ⊂ V ksk be the span of the

elements of B of homogeneous degree k. DefineW :=
⊕

k≥1Wk where V = W1 and construct the

corresponding weighted projective space as in Section 11.4.1. Anderson’s toric degeneration [30]

naturally embeds into Pa(W ∗). The weighted projective space Pa(W ∗) is needed (rather than

P(V ∗)) to accommodate the generators of grR(V ) ' C[S(V, ν)] which are not in V , as these are

needed for embedding the toric fiber.

One can introduce coordinates by ordering the elements of B = {b0s
a0 , . . . , bn+ms

an+m} where

a0 = · · · = an = 1, and for n < j ≤ n+m, aj > 1. Necessarily, {b0, . . . , bn} ⊂ V , since

V s generates R(V ). Then, for each n < j ≤ n+m, there is a homogeneous polynomial hj ∈

C[z0, . . . , zn] of degree aj such that bj = hj(b0, . . . , bn).

Using the Khovanskii basis B, the Kodaira map to Pa(W ∗) from X = Proj(R(V )) is ϕB : z 7→

[b0(z), . . . , bn+m(z)]. Since, for n < j ≤ n + m, bj = hj(b0, . . . , bn), the image of ϕB is a graph

over the the image of ϕV in P(V ∗) ⊂ Pa(W ∗).

The constructions of IB, A, w, inA(IB), and Gτ from Section 11.3.2 all carry over to this

general case since all of these ideals are a-homogeneous. Collectively, they embed Anderson’s

toric degeneration into the weighted projective space Pa(W ∗). The special fiberX0 is a toric variety

with ideal G0 and toric Kodaira map ϕp,A, where p ∈ X0 ∩ Ta (as before, the torus Ta ⊂ Pa(W ∗)

consists of those points with nonzero coordinates).

One can pull back the embedded toric degeneration X ⊂ Pa(W ∗)×Ct along π to obtain a flat

family Y ⊂ Pn+m×Cτ that is a toric degeneration in the sense of Remarks 11.2.6 and 7.2.3 as Y or

Y0 may not be irreducible. The following explains how the equations defining the family Y may be

obtained. Let C[y0, . . . , yn+m] be the homogeneous coordinate ring of the projective space Pn+m.

The map π : Pn+m → Pa(W ∗) corresponds to the map π∗ : C[x0, . . . , xn+m] → C[y0, . . . , yn+m]

induced by xi 7→ yaii . Let

Fτ := {π∗(gτ ) : gτ ∈ Gτ} (11.4)

be the pull back of the equations Gτ for the embedded degeneration X → Cτ . Then Y = V(Fτ ) ⊂

Pm × Cτ . This lifted family Y → Cτ is the fiberwise pull back of Anderson’s toric degeneration
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X → Cτ along the finite map π, where Ga acts on Y fiberwise.

11.4.3 Weighted Khovanskii homotopy

This section explains how to use the embedded degeneration X in Pa(W ∗) to compute the

linear section ϕV (X) ∩ L. Since X1 = ϕB(X), it is natural to propose to compute X1 ∩ pr−1
a (L)

using an adaptation of the linear section homotopy to weighted projective space by following points

of X0∩pr−1
a (L) along Anderson’s degeneration. Unfortunately, pr−1

a (L) is not sufficiently general

for the toric special fiber in Anderson’s degeneration.

To avoid this problem, one may pull back the toric degenerationX along π to Y and use a linear

section homotopy to compute the linear section Y1∩pr−1(L). Since pr−1(L) is not a general linear

subspace, one can instead choose a general linear subspace Λ ⊂ Pn+m of codimension d. Next,

one can use Algorithm 11.2.3 to compute Y1 ∩ Λ, which is a witness set for Y1. Then, one can

use the witness set homotopy (Algorithm 11.2.2) to compute Y1 ∩ pr−1(L). Finally, ϕV (X)∩L is

computed as pr(Y1 ∩ pr−1(L)).

Algorithm 11.4.3 (Weighted Khovanskii homotopy algorithm).

Input: A finite-dimensional subspace V ⊂ C(X) for a variety X = Proj(R(V )) of

Input: dimension d, finite Khovanskii basis B 6⊂ V s for V , and a general linear

Input: subspace L ⊂ P(V ∗) of codimension d.

Output: Points in the linear section ϕV (X) ∩ L in the projective space P(V ∗).

Do:

1. Follow Steps 1 through 5 of Algorithm 11.3.4, mutatis mutandis: The ideal IB is the kernel

of the map C[x0, . . . , xn+m]→ R(V ) where xi 7→ bis
ai .

2. Pull back the familyX along π to compute the family Y defined byFτ , see Definition (11.4).

3. Compute Kodaira maps for each irreducible component of Y0.

4. Let Λ ⊂ Pn+m be a general linear subspace of codimension d and use Algorithm 11.2.3 to

compute Y1 ∩ Λ.
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5. Use Algorithm 11.2.2 to compute Y1 ∩ pr−1(L).

6. Return ϕV (X) ∩ L = pr(Y1 ∩ pr−1(L)).

Remark 11.4.4. Consider Step 3 of Algorithm 11.4.3. As Y0 may consist of several components

and Y0 = π−1(X0), the group Ga acts transitively on these components. Moreover, each compo-

nent is a projective toric variety Xq,C for a point q ∈ Y0∩T and all have the same set of exponents,

which are the columns of matrix C. One can compute both q and C in the following manner.

From Step 5 of Algorithm 11.3.4, one obtains a toric Kodaira map ϕp,A : (C×)d → Pn+m
a such

that X0 = Xp,A. The image includes the point p ∈ X0 ∩ Ta. Points q ∈ π−1(p) are obtained by

taking all aj-th roots of the coordinate pj of p, for all j,

π−1(p) = {q ∈ Pn+m : q
aj
j = pj for j = 0, . . . , n+m+1}.

It remains to determine the exponents C for π−1(XA). As in Remark 11.3.3, one has a basis

u1, . . . , un+m−d ∈ Zn+m+1 for ker(A). These vectors give equations xui = 1 for XA ∩ Ta.

Applying π∗ substitutes yajj for xj and gives equations for π−1(XA) ∩ T,

yvi = 1 i = 1, . . . , n+m−d , (11.5)

where vi is obtained from ui by multiplying its jth coordinate by aj .

The System (11.5) for π−1(XA)∩T leads to equations for Y := π−1(XA), which form a lattice

ideal [76, Section 2] for the lattice K spanned by {v1, . . . , vn+m−d}. That is, Y = V〈yα − yβ |

α− β ∈ K〉.

Let (γ1, . . . , γd,1) be a basis for the annihilator of K in Zn+m+1. Suppose that C is the d ×

(n+m+1) matrix whose rows are γ1, . . . , γd. Then XC is the component of Y containing the

identity 1 ∈ T. Note that C may be computed from v1, . . . , vn+m−d using the Hermite normal form.

All Kodaira maps needed in Step 3 of Algorithm 11.4.3 can then be computed by translations.

Remark 11.4.5. The number of components of Y or of Y0 impacts the number of Kodaira maps
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needed in Step 3 of Algorithm 11.4.3. Reductions in the number of Kodaira maps may significantly

improve the efficiency of the algorithm.

When Y is known to be reducible, this structure may be exploited, as Statement 3 of Lemma

11.4.1 implies that it is enough to apply Algorithm 11.4.3 to a single component of Y . In particular,

the map π sends the curves in a linear section of one component onto X ∩ pr−1(L).

When Y0 has fewer than |Ga| components, then there are redundant Kodaira maps constructed

in Remark 11.4.4. More precisely, the number of redundant maps is the number of points of π−1(p)

in a component of Y0. The following provides details on computing non-redundant Kodaira maps,

assuming, as in Remark 11.4.4, that 1 ∈ Y0. The general case is obtained by translation. Let

sat(K) := {w ∈ Zn+m+1 : rw ∈ K for some 0 6= r ∈ Z}

be the saturation of K and M = ker(1) ⊂ Zn+m+1. Note that sat(K) ⊂ M . Identify T with

Hom(M,C×) so that Y0 ∩T = Hom(M/K,C×), as these are the points satisfying System (11.5).

The component of Y0 ∩ T containing the identity 1 ∈ T is Hom(M/ sat(K),C×), and the group

of components of Y0 ∩ T is Hom(sat(K)/K,C×). Hence, the elements of Hom(sat(K)/K,C×)

generate Kodaira maps to distinct components of Y0.

Proof of correctness of Algorithm 11.4.3. It suffices to show that the tracked paths provide enough

points to compute ϕV (X)∩L. By Statement 3 of Lemma 11.4.1, for each τ , the map π : Yτ ∩Λ→

Xτ ∩ π(Λ) is a bijection.

The polyhedral homotopy correctly computes the points of Y0 ∩ Λ. By Theorem 11.2.4, Al-

gorithm 11.2.3 correctly computes the points of Y1 ∩ Λ. Since the solution paths of the homotopy

X ∩ π(Λ) are disjoint, the solution paths of Y ∩ Λ lie above paths of X ∩ π(Λ). In fact, by State-

ment 3 of Lemma 11.4.1, π is a bijection between these sets of paths. Therefore, there is a bijection

between the ends of the homotopy paths of Y ∩Λ and points in X1 ∩ π(Λ). The correctness of the

final computation then follows from the correctness of Algorithm 11.2.2.

Example 11.4.1. Let V be the space of cubic polynomials in C[x, y] which vanish at the points
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(4, 4), (−3,−1), (−1,−1) and (3, 3). (This example is related to the example of [77, Section 5.1],

which considers quartics vanishing at these points.) Then V is six-dimensional with a basis:

{b0, . . . , b5} = {xy − y2 + x− y, x2 − y2 + 4x− 4y, y3 − 6y2 + 5y + 12,

xy2 − 6y2 − x+ 6y + 12, x2y − 6y2 − 4x+ 9y + 12, x3 − 6y2 − 13x+ 18y + 12}.

A general linear section of X = Proj(R(V )) in P(V ∗) = P5 is computed with Algorithm 11.4.3

in the following manner. Let � be the order on Z2 where (a, b) � (c, d) if a + b < c + d or else

a + b = c + d and a < c. Define a valuation ν on C(X) = C(x, y) as follows: for f ∈ C[x, y],

ν(f) = (a, b) where (a, b) is the �-minimal exponent of a term of f . This order and valuation

ν are compatible with the grevlex order ≤ on C[x, y] with x > y in that (a, b) � (c, d) if

and only if xayb ≤ xcyd. Using the subduction algorithm, as implemented in the Macaulay2

package SubalgebraBases [8] applied to {b0s, . . . , b5s}, one obtains a Khovanskii basis B =

{b0s, . . . , b5s, b6s
2, b7s

3} with two additional generators, where

b6 := xy3 − y4 + 10x2y − 26xy2 + 16y3 + 10x2 − 15xy + 5y2 + 12x− 12y, and

b7 := 10x4y − 49x3y2 + 89x2y3 − 71xy4 + 21y5 + 10x4 − 18x3y − 18x2y2

+50xy3 − 24y4 + 31x3 − 83x2y + 73xy2 − 21y3 + 24x2 − 48xy + 24y2.

The corresponding matrix of valuations is

A = ν(B) =


1 2 0 1 2 3 1 4

1 0 3 2 1 0 3 1

1 1 1 1 1 1 2 3

 .

The Newton-Okounkov body, as displayed in Figure 11.2, is obtained by intersecting the cone

generated by the columns of A with the hyperplane where the third coordinate is 1. The vertices

(1/2, 3/2) and (4/3, 1/3) come from the initial (underlined) terms of b6 and b7. While they are not
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integers, the Newton-Okounkov body has normalized volume 5, which is the degree of X . One

may interpret this volume as follows: Two cubics drawn from V meet in 5 = 32− 4 points outside

the base locus V(V ) = {(4, 4), (−3,−1), (−1,−1), (3, 3)}.

(1
2
, 3

2
)

(4
3
, 1

3
)

(3, 0)

(0, 3)

Figure 11.2: Newton Okounkov body for the space of cubic polynomials vanishing at (4, 4),
(−3,−1), (−1,−1) and (3, 3).

The weight w = (−6,−5, 0) is compatible with the grevlex order ≤ on B in that for

b ∈ B, the ≤-leading term has lowest w-weight, so that lt< b = bw. Choosing a term order on

C[x0, . . . , x7] that is compatible with wA, one may use Macaulay2 to compute a Gröbner basis

G for IB. This basis consists of 17 polynomials which are a := (1, 1, 1, 1, 1, 1, 2, 3)-homogeneous.

Let C× act on a-homogeneous polynomials using wA in place of w in Formula (7.1). Then one

may compute Gτ := {gτ : g ∈ G} as in Formula (7.2), which defines a flat family X ⊂ P7
a × Cτ

with toric special fiber X0. This family pulls back along π : P7 → P7
a to a family Y ⊂ P7 × Cτ .

The pull back Y0 of X0 under π is a toric variety as it is irreducible. From Remarks 11.3.3 and

11.4.4, a Kodaira map for Y0 is

ϕp,A : (C∗)2 −→ P7

z 7−→ [z6
1z

3
2 , z

4
1z

3
2 , z

6
1 , z

4
1 , z

2
1 , 1, z7

1z
3
2 ,

3
√

10 z6
1z

4
2 ].
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The polyhedral homotopy finds 30 points in Y0 ∩ Λ. An application of the toric two-step

algorithm (Algorithm 11.2.3) tracks these points to Y1 ∩ Λ with no paths diverging. Then, the

witness set homotopy algorithm (Algorithm 11.2.2) moves Λ to pr−1(L) and finds the points of

Y1 ∩ pr−1(L). These 30 points project under π : P7 → P7
a to five points in X1 ∩ pr−1(L). Finally,

applying the map pr : P7 → P5 = P(V ∗) gives all five points in ϕV (X) ∩ L. 4

11.5 Practical considerations

This section discusses how to compute a finite Khovanskii basis as well as options for tracking

overdetermined homotopy systems.

11.5.1 Computing a Khovanskii basis.

Whether or not a given vector space V of functions has a finite Khovanskii basis is generally

not known and depends on the choice of valuation. Given V and a valuation ν, the subduction

algorithm [10, Algorithm 2.18] terminates and returns a finite Khovanskii basis, when one exists.

When V is a space of polynomials and ν is induced by a term order, one can use the existing

implementation in [5, 8] to compute finite Khovanskii bases. order [5, 8]. This implementation

technically computes a SAGBI basis [9, 7].

11.5.2 Homotopy continuation for overdetermined systems.

Algorithms 11.3.4 and 11.4.3 generate a homotopy (Gτ , L) from a Gröbner basis G defining

X . This is not typically square in that it has more equations than variables. As most implementa-

tions of homotopy continuation, including the user-defined homotopy in Bertini, require square

systems, a method is needed to choose a square subsystem for tracking from τ = 0 to τ = 1.

Typically, a square subsystem is obtained by taking linear combinations of elements in a given

system. There is an alternative for equations Gτ from a toric degeneration. Let A be the matrix of

exponents defining the Kodaira map for the toric special fiber, X0. The intersection X0∩T with the

dense torus of Pn is the complete intersection defined by binomials xui − cixvi for i = 1, . . . , n−d

such that {ui − vi : i = 1, . . . , n−d} form a basis for ker(A). The points of X0 ∩ L are smooth

isolated solutions to the square system given by these binomials and the linear forms defining L.
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If one chooses Fτ ⊂ Gτ to consist of n−d elements whose leading binomials are xui − cixvi , then

(Fτ , L) is a square subsystem of (Gτ , L) which defines curves containing X0 ∩L and, therefore, is

sufficient for homotopy continuation.
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12. SUMMARY

Both the Khovanskii homotopy and the Cox homotopy provide numerical algorithms for es-

timating all solutions to a polynomial system. These homotopy methods have the advantage of

tracking paths in compact spaces while also minimizing the total number of paths tracked. This

advantage can lead to faster algorithms for solving polynomial systems.

The Cox homotopy has a Julia implementation, with examples, available at https://

mathrepo.mis.mpg.de/CoxHomotopies/index.html. This implementation will com-

pute the solutions to a given polynomial system using the algorithms detailed in Chapter 10. The

examples available demonstrate the advantages of the Cox homotopy, as detailed in Section 10.5.

At this time, the Khovanskii homotopy does not have a general implementation, however exam-

ples using the Khovanskii homotopy are available at https://github.com/EliseAWalker/

KhovanskiiHomotopy/. The primary reason that the Khovanskii homotopy does not have a

general implementation is that it relies on the existence of a finite Khovanskii basis. Finite Kho-

vanskii bases may not exist and there is no algorithm for determining whether or not a finite Kho-

vanskii basis exists for a given set of subalgebra generators. As such, any implementation of the

Khovanskii homotopy that includes the computation of a Khovanskii basis would be subject to the

halting problem.

Even if a general implementation of the Khovanskii homotopy were written with a Khovanskii

basis and corresponding valuation as input, then there is a need for the user to compute Khovanskii

bases themselves. Thus providing robust software for these Khovanskii basis computations is a

future direction for this work. With Michael Burr, Oliver Clarke, and Tim Duff, the software

package SubalgebraBases.m2, which computes finite Khovanskii bases (if they exist) with

respect to a chosen monomial term order, is under development. One of the future goals for

expanding SubalgebraBases.m2 includes implementing valuations to allow for more general

computations of Khovanskii bases.
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[28] R. Lazarsfeld and M. Mustaţă, “Convex bodies associated to linear series,” Annales Scien-

tifiques de l’École Normale Supérieure. Quatrième Série, vol. 42, no. 5, pp. 783–835, 2009.

[29] D. Eisenbud and J. Harris, The Geometry of Schemes. Graduate Texts in Mathematics,

Springer, 2000.

[30] D. Anderson, “Okounkov bodies and toric degenerations,” Mathematische Annalen, vol. 356,

no. 3, pp. 1183–1202, 2013.

[31] B. Huber, F. Sottile, and B. Sturmfels, “Numerical Schubert calculus,” Journal of Symbolic

Computation, vol. 26, no. 6, pp. 767–788, 1998.

[32] T. Chen and R. Davis, “A toric deformation method for solving Kuramoto equations.”

arXiV.org/1810.05690, 2018.

[33] M. Kateri, F. Mohammadi, and B. Sturmfels, “A family of quasisymmetry models,” Journal

of Algebraic Statistics, vol. 6, no. 1, pp. 1–16, 2015.

[34] D. Kincaid and W. Cheney, “Numerical analysis: Mathematics of scientific computing,” Pure

and Applied Undergraduate Texts, American Mathematical Society, 2002.

127



[35] A. J. Sommese and C. W. Wampler, II, The numerical solution of systems of polynomials.

World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2005. Arising in engineering and

science.

[36] D. J. Bates, J. D. Hauenstein, A. J. Sommese, and C. W. Wampler, Numerically solving

polynomial systems with Bertini, vol. 25 of Software, Environments, and Tools. Society for

Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2013.

[37] F. Sottile, “Algebraic Geometry for Applications.” ms., 2022.

[38] D. J. Bates, J. D. Hauenstein, A. J. Sommese, and C. W. Wampler, “Bertini: Software for

numerical algebraic geometry.” Available at http://bertini.nd.edu.

[39] A. Leykin, “Numerical Algebraic Geometry,” The Journal of Software for Algebra and Ge-

ometry, vol. 3, pp. 5–10, 2011. Available at https://msp.org/jsag/2011/3-1/.

[40] T. Chen, T.-L. Lee, and T.-Y. Li, “Hom4PS-3: a parallel numerical solver for systems of

polynomial equations based on polyhedral homotopy continuation methods,” in Mathemati-

cal software—ICMS 2014, vol. 8592 of Lecture Notes in Comput. Sci., pp. 183–190, Springer,

Heidelberg, 2014.

[41] J. Verschelde, “Algorithm 795: PHCpack: A general-purpose solver for polynomial systems

by homotopy continuation,” ACM Transactions on Mathematical Software, vol. 25, no. 2,

pp. 251–276, 1999.

[42] P. Breiding and S. Timme, “HomotopyContinuation.jl: A Package for Homotopy Continua-

tion in Julia,” in Mathematical Software – ICMS 2018 (J. Davenport, M. Kauers, G. Labahn,

and J. Urban, eds.), vol. 10931 of Lecture Notes in Computer Science, pp. 458–465, Springer,

Cham., 2018.

[43] J. Verschelde, P. Verlinden, and R. Cools, “Homotopies exploiting Newton polytopes for

solving sparse polynomial systems,” SIAM Journal on Numerical Analysis, vol. 31, no. 3,

pp. 915–930, 1994.

128

http://bertini.nd.edu
https://msp.org/jsag/2011/3-1/


[44] B. Huber and J. Verschelde, “Polyhedral end games for polynomial continuation,” Numerical

Algorithms, vol. 18, no. 1, pp. 91–108, 1998.

[45] J. Verschelde, “Toric newton method for polynomial homotopies,” Journal of Symbolic Com-

putation, vol. 29, no. 4-5, pp. 777–793, 2000.

[46] G. Malajovich, “Complexity of sparse polynomial solving: homotopy on toric varieties and

the condition metric,” Foundations of Computational Mathematics, vol. 19, no. 1, pp. 1–53,

2019.

[47] G. Malajovich, “Complexity of sparse polynomial solving 2: Renormalization,” arXiv

preprint arXiv:2005.01223, 2020.

[48] G. Malajovich and J. M. Rojas, “High probability analysis of the condition number of sparse

polynomial systems,” Theoretical computer science, vol. 315, no. 2-3, pp. 525–555, 2004.

[49] S. Telen, “Solving systems of polynomial equations (doctoral dissertation, KU Leuven, Leu-

ven, Belgium,” retrieved from Lirias, 2020.

[50] S. Telen, “Numerical root finding via Cox rings,” Journal of Pure and Applied Algebra,

vol. 224, no. 9, p. 106367, 2020.

[51] M. R. Bender and S. Telen, “Toric eigenvalue methods for solving sparse polynomial sys-

tems,” arXiv preprint arXiv:2006.10654, 2020.

[52] A. Morgan, Solving polynomial systems using continuation for engineering and scientific

problems. Prentice Hall, Inc., Englewood Cliffs, NJ, 1987.

[53] M. Brion, “Introduction to actions of algebraic groups,” Les cours du CIRM, vol. 1, no. 1,

pp. 1–22, 2010.

[54] D. Mumford, J. Fogarty, and F. Kirwan, Geometric invariant theory, vol. 34. Springer Science

& Business Media, 1994.

[55] A. G. Kouchnirenko, “Polyèdres de Newton et nombres de Milnor,” Inventiones Mathemati-

cae, vol. 32, no. 1, pp. 1–31, 1976.

129



[56] I. R. Shafarevich, Basic algebraic geometry. 1. Springer-Verlag, Berlin, second ed., 1994.

Varieties in projective space, Translated from the 1988 Russian edition and with notes by

Miles Reid.

[57] T. Mizutani, A. Takeda, and M. Kojima, “Dynamic enumeration of all mixed cells,” Discrete

Comput. Geom., vol. 37, no. 3, pp. 351–367, 2007.

[58] T. Duff, C. Hill, A. Jensen, K. Lee, A. Leykin, and J. Sommars, “Solving polynomial systems

via homotopy continuation and monodromy,” IMA Journal of Numerical Analysis, vol. 39,

no. 3, pp. 1421–1446, 2019.

[59] M. Gu and S. C. Eisenstat, “Efficient algorithms for computing a strong rank-revealing QR

factorization,” SIAM Journal on Scientific Computing, vol. 17, no. 4, pp. 848–869, 1996.

[60] J. D. Hauenstein and M. H. Regan, “Adaptive strategies for solving parameterized systems

using homotopy continuation,” Applied Mathematics and Computation, vol. 332, pp. 19–34,

2018.

[61] H. Schwetlick and J. Cleve, “Higher order predictors and adaptive steplength control in path

following algorithms,” SIAM journal on numerical analysis, vol. 24, no. 6, pp. 1382–1393,

1987.

[62] R. B. Kearfott and Z. Xing, “An interval step control for continuation methods,” SIAM Journal

on Numerical Analysis, vol. 31, no. 3, pp. 892–914, 1994.

[63] J.-P. Dedieu, G. Malajovich, and M. Shub, “Adaptive step-size selection for homotopy meth-

ods to solve polynomial equations,” IMA Journal of Numerical Analysis, vol. 33, no. 1, pp. 1–

29, 2013.

[64] S. Timme, “Mixed precision path tracking for polynomial homotopy continuation,” arXiv

preprint arXiv:1902.02968, 2020.

[65] S. Telen, M. V. Barel, and J. Verschelde, “A robust numerical path tracking algorithm for

polynomial homotopy continuation,” SIAM Journal on Scientific Computing, vol. 42, no. 6,

pp. A3610–A3637, 2020.

130



[66] E. Gawrilow and M. Joswig, “polymake: a framework for analyzing convex polytopes,”

in Polytopes—combinatorics and computation (Oberwolfach, 1997), vol. 29 of DMV Sem.,

pp. 43–73, Birkhäuser, Basel, 2000.

[67] M. Kaluba, B. Lorenz, and S. Timme, “Polymake.jl: A new interface to polymake,” in

Mathematical software—ICMS 2020, vol. 12087 of Lecture Notes in Comput. Sci., pp. 377–

385, Springer, Cham, 2020.

[68] Z. Kukelova and T. Pajdla, “A minimal solution to radial distortion autocalibration,” IEEE

Transactions on Pattern Analysis and Machine Intelligence, vol. 33, no. 12, pp. 2410–2422,

2011.

[69] A. W. Fitzgibbon, “Simultaneous linear estimation of multiple view geometry and lens dis-

tortion,” in Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision

and Pattern Recognition. CVPR 2001, vol. 1, pp. I–I, IEEE, 2001.

[70] D. Bates, D. Eklund, J. D. Hauenstein, and C. Peterson, “Excess intersections and numerical

irreducible decompositions,” Preprint available at https://people.kth.se/~daek/

papers/disting.pdf, 2019.

[71] A. Morgan, Solving polynomial systems using continuation for engineering and scientific

problems, vol. 57 of Classics in Applied Mathematics. Society for Industrial and Applied

Mathematics (SIAM), Philadelphia, PA, 2009.

[72] V. Alexeev and M. Brion, “Toric degenerations of spherical varieties,” Selecta Math. (N.S.),

vol. 10, no. 4, pp. 453–478, 2004.

[73] C. Améndola, J. Lindberg, and J. I. Rodriguez, “Solving parameterized polynomial systems

with decomposable projections,” 2016. arXiv:1612.08807.

[74] P. Caldero, “Toric degenerations of Schubert varieties,” Transform. Groups, vol. 7, no. 1,

pp. 51–60, 2002.

[75] I. Dolgachev, “Weighted projective varieties,” in Group actions and vector fields (Vancouver,

B.C., 1981), vol. 956 of Lecture Notes in Math., pp. 34–71, Springer, Berlin, 1982.

131

https://people.kth.se/~daek/papers/disting.pdf 
https://people.kth.se/~daek/papers/disting.pdf 


[76] D. Eisenbud and B. Sturmfels, “Binomial ideals,” Duke Math. J., vol. 84, no. 1, pp. 1–45,

1996.

[77] T. Duff, N. Hein, and F. Sottile, “Certification for polynomial systems via square subsystems,”

Journal of Symbolic Computation, 2020.

132



APPENDIX A

GEOMETRIC QUOTIENTS

Let X and Y be varieties. Suppose a group G acts on X . Given X = Spec(R), the ring of

invariants is denoted RG.

Definition A.0.1 (Categorical quotient, [15]). Given a group G which acts on variety X and a

morphism of varieties π : X → Y which is constant on G-orbits, the morphism π is a categorical

quotient if:

1. If U ⊆ Y is open, then the natural map OY (U)→ OX(π−1(U)) induces an isomorphism

OY (U) ∼= OX(π−1(U))G.

2. If W ⊂ X is closed and G-invariant, then π(W ) ⊂ Y is closed.

3. If W1,W2 are closed, disjoint, and G-invariant in X , then π(W1) and π(W2) are disjoint in

Y .

A categorical quotient π is surjective [15, Theorem 5.0.6] and consequently is often written as

π : X → X � G.

Proposition A.0.2 (Proposition 5.0.8 in [15]). Let π : X → X�G be a categorical quotient. Then

the following are equivalent:

1. All G-orbits are closed in X .

2. Given points x, y ∈ X , we have: π(x) = π(y) ⇐⇒ x and y lie in the same G-orbit.

3. π induces a bijection, {G-orbits in X} ∼= X � G.

4. The image of the morphism G × X → X × X defined by (g, x) 7→ (g · x, x) is the fiber

product X ×X�G X .
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Definition A.0.3 (Geometric quotient). A categorical quotient π : X → X � G is a geometric

quotient if it satisfies the conditions in Proposition A.0.2.

Proposition A.0.4 (Proposition 5.0.11 in [15]). Let π : X → X � G be a categorical quotient.

Then the following are equivalent:

1. X has a G-invariant Zariski dense open subset U0 such that G · x is closed in X for all

x ∈ U0.

2. X � G has a Zariski dense open subset U such that π|π−1(U) : π−1(U) → U is a geometric

quotient.

Definition A.0.5 (Almost geometric quotient). A good categorical quotient π : X → X � G is an

almost geometric quotient if it satisfies the conditions in Proposition A.0.4.
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