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The “N("Be,®B)*°C reaction was studied using an 85 MéBe radioactive beam. The asymptotic normal-
ization coefficients for the virtual transition®e+ p— 8B were determined from the measured cross section.
These coefficients specify the amplitude of the tail of $Beoverlap function in thé Be+ p channel, and were
used to calculate the astrophysi&dhctor for the direct capture reactidBe(p, y)®B at solar energieS;(0).

We find thatS;(0)=16.6+1.9 eV b.
[S0556-281®901111-5

PACS numbgs): 25.60.Je, 26.65:t, 26.20+f, 25.60.Bx

New models of neutrino physics have emerged in light offunction in the two-body channel when tHBe core and the
the consistently lower than expected measured neutrinproton are separated by a distance large compared to the
fluxes from the sun®B neutrinos are central to this question. nuclear radius. At these distances the overlap function is
8B's produced in the’Be(p, y)®B reaction are the source of equal to a normalized Whittaker function, where the normal-
most or, in some cases, all solar neutrinos observed in seyzation factor is the ANC. The ANC can be determined from
eral existing and planned solar neutrino experiméety., measurements of nuclear reactions, such as peripheral
Homestake, Kamiokande, Super-Kamiokande, $NIDus,  nucleon transfer, where cross sections are orders of magni-
the cross section or, equivalently, its astrophysBdactor  tude larger than the direct capture reactions themselves.
S17(0) plays a crucial role in providing better limits within Therefore, it provides a convenient approach to determine
neutrino models. There have been five direct measuremengirect captureS factors at zero energy. In a previous study
of this cross section using radioactiv@e targets with un- [13], we tested this technique by comparing meas S éat-
certainties less than 20%. When the measBéactors are  tors for 1°0(p, y)1’F with calculations based on ANC’s mea-
extrapolated from the observed energy ranges down tgured in the peripheral proton transfer reaction
Ec.m=0, each experiment provides a determination of!%Q(*He,d)’F and found the agreement was better than 9%.
S1/0) to ~10%, but two of these resulfd,2] are near 25 An earlier experiment attempted to measure the ANC's
eV b, while the other threg3—5] are near 18 eVb. All of for "Be+ p— 2B with the reaction’?H(’Be 2B)n [14]; how-
these experiments are consistent with the predicted energyer, interpretation of that experiment was complicated by
dependence d8(E) [6-9], indicating this discrepancy is due uncertainties in the choice of optical model parameters
to unresolved problems in absolute normalizations. Theref15,16. Recently, we reported an indirect determination of
fore, the most recent review of solar fusion rates adopted 8,,(0)=17.8=2.8 eV b from a measurement of the ANC for
value S;/(0)=19"3 eV b [10], makingS,#0) the most un- "Be+ p+®B in the 1%B("Be,®B)°Be reactior{17]. Here, we
certain input for solar model calculations and a high priorityreport a second indirect measurement of this capture rate at
for new measurements. This review also emphasized the insolar energies via a determination of the asymptotic normal-
portance of additional indirect determinations#(0) that ization coefficients for ‘Be+p«®B from the
are sensitive to different systematic effects from those'N(’Be.B)**C reaction. This experiment was motivated by
present in the direct cross section measurements. One indirore than a need to verify the results obtained from the
rect determination, based on Coulomb dissociation®®8f 1°B(’Be,®B)°Be reaction using a different system. Improve-
[11,12, favors the lower values &, (0). But thereliability =~ ments in experimental hardware, beam quality, and target
of Coulomb dissociation to determine astrophysBédctors  uniformity allowed for a measurement with lower experi-
at stellar energies has not yet been verified)]. mental uncertainties.

At solar energies direct capture processes proceed through The ‘Be radioactive beam was produced via the reaction
the tail of the nuclear overlap functigé]. This is especially  *H(’Li, ‘Be)n, using~150 enA of 135 MeV'Li beam from
applicable to the ’Be(p,y)®B reaction, given the very the Texas A&M University K500 superconducting cyclotron
weakly bound proton in®B. At distances larger than the irradiating a 2.8 mg/cfthick LN,-cooled cryogenic Kgas
nuclear radius, the shape of this tail is determined by theell with 42 mg/cnd Havar windows. A 69 mg/cfhalumi-
Coulomb interaction, so the capture rate can be calculatedum degrader reduced théi beam energy before entering
accurately if one knows the amplitude of the tail. Thethe gas cell. 85 MeV’Be recoils entered the Texas A&M
asymptotic normalization coefficient{ANC) for ‘Be  Momentum Achromat Recoil Spectromet®MARS) [18,19
+ p—8B specify the amplitude of the tail of th®B overlap  at 0°, where they were separated from the primary beam and
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other reaction products. Slits distributed throughout MARS 10 | e ]
were employed to optimize théBe beam size and energy [
and angular spread. The detectors shown in Fig. 1 were lo- L2
cated at the MARS focal plane. ST 4 b ]
For beam studies a 5 cn?, 1000um thick, two- L *He
dimensional position-sensitive Si strip detector was mounted o L o Lo Lo .1.;)0
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on the target ladder. This detector consisted of 16 resistive 0 10 20 30 40 50 60 70 8
strips on one side allowing for both vertical and horizontal E (MeV)
position measurements. The back of this detector consisted
of a solid piece which provided the total energy of the par-g,
ticles. Due to the small size of the beam spot, only the eight
central strips were included in the electronics. The beam span the results. This represents a significant improvement in
dimensions were measured to be 2.5 mm horizontal by 3.G@niformity from the previous measurement and is critical in
mm vertical, both full-width at half maximuniFWHM).  obtaining better energy resolution.

This detector was also used to calibrate {Be yield relative Both ’Be elastic scattering an®B produced in the reac-

to the measuredLi beam current at the MARS Faraday cup. tion “N(’Be,®B)*°C were observed simultaneously by the
Momentum slits, positioned near the Faraday cup, were usegaction telescopes shown in Fig. 1. The telescopes consisted
to set the energy spread of the beam at 1.6 MEWHM). A of 5X5 cn?, 105um thick Si AE detectors, backed by
set of horizontal and vertical slits placed 74 cm in front of 1000.um thick Si E detectors. TheAE detectors included
the target were used to determine the angular spread of thead-outs from 16 separate resistive strips to provide two-
beam by closing the slits to>65 mn? and scanning the dimensional position information for each event, together
beam profile in the horizontal and vertical directions. Beamwith an independent read-out of the energy loss. The detector
intensity was found to be uniform across the scanned regiomyeometry was optimized for maximum geometric efficiency
The angular spread was measured to be 1.8° horizontal hyhile minimizing physical damage from thBe beam. Par-
0.6° vertical(full widths). Better than 99.5% purity for the ticle identification was achieved from th&E — E,,, infor-

"Be radioactive beam was obtained at the secondary targehation, as shown in Fig. 2.

with only lower energyr particles as contaminants. THBe "Be elastic scattering data were used to optimize simula-
intensity on target was checked frequently and was typicallftion parameters and to validate both our understanding of the
~80 kHz. This represents an increase of over 30% in bearheam and detector properties and our choice of optical model
intensity, while simultaneously reducing the horizontal emit-parameters. A detailed Monte Carlo simulation of the experi-
tance by 63% and the vertical emittance by 78% from thement included all the measured properties of the beam, en-
previous 1°B(’Be,’B)°Be study[17]. ergy loss and straggling in the target, the reaction kinematics,

The reaction target consisted of 1.50 mgfcmelamine  and the finite resolution of the detectors. Detector solid
(C3NgHe) on 20 wg/en? C and 20 ug/en? collodion back-  angles were simulated as a function of scattering angle, in-
ings. Target properties such as thickness and uniformity wereluding the overall energy and angular resolutions. Elastic
verified directly by the’Be beam. The reaction detector as- scattering yields were obtained from the data usfiRp
semblies described below were used to compare the energywents which were kinematically reconstructed by the analy-
of the beam through a blank target holder and through thsis code based on the assumption that all events resulted
target foil. Thed E/dx measurement was compared to resultsfrom scattering off of**N nuclei. Monte Carlo simulations
from the computer coderIM [20] to confirm the thickness were performed to predict the overall energy resolution of
of the target. A Monte Carlo simulation was used to analyzehe elastic scatterin@-value spectrum integrated over scat-
the target in and target out data. The energy shift, due ttering angle. Realistic angular distributions were used as in-
average target thickness, was reproduced along with thputs to simulate the elastic scattering‘@e on each nuclear
broadening of the Be beam energy spectrum due to nonuni-species in the melamine target. Figure 3 shows a fit of the
formities and straggling. The average thickness was verifie#tinematically reconstructe@-value spectrum of the’Be
to be 1.56:0.05 mg/cm, where the uncertainty is mainly particles, together with individually simulated contributions
due to the calculation of the straggling using the cedes.  from the N, C, and H. The shift in th@ value of H and C to
Also, the uniformity over the area of théBe beam was a lesser degree, from zero stems from using kinematic recon-
found to be better than 7%, which has no significant effecstruction appropriate for N as target nucleus. The sum of

FIG. 2. Particle identification plot of energy loss versus total
ergy.
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curve is the Monte Carlo simulation of tHéN("Be2B)*°C(g.s.)
FIG. 3. Q-value spectrum of outgoingBe nuclei. The solid reaction, normalized to the data over the regie8.5 MeV <Q
curve is a sum of contributions from Monte Carlo simulations of the<—5.5 MeV.
elastic scattering ofBe on'*N, 2C, andH, fitted over the region

—1.0 MeV <Q<1.5 MeV. ure 4 shows this predicted angular distribution with and

without a correction for finite angular resolution.
these contributions shows good agreement with the data, The elastic scattering angular distributions have been pre-
confirming our understanding of experimental resolutionsdicted using optical model parameters obtained from double
The tail extending tdQ<<—2 MeV is due to inelastic scat- folding model calculations convoluting Hartree-Fock density
tering of ‘Be which was not included in the simulations. distributions with the effective interaction of Jeukenne, Le-
Figure 4 shows the resulting elastic scattering angular distrijeune, and MahauxJLM) [21]. The folded potentials have
bution using the solid angle factors obtained from the Monteéoeen renormalized to match the systematics observed in elas-
Carlo simulation. In order to compare the measured anguldic scattering ofp-shell nuclei at 9 to 16 MeV/nucleon—
distribution to optical model predictions, it was necessary tancluding °Li+*°C [22], ‘Li+°Be, ‘Li+C [23], ‘Li
include the elastic scattering due to C and H in the target+ **C, 1%B+°Be [24], *C+°Be, and N+ 3C [25]. In to-
Since finite resolution made it impossible to distinguish scatal, eight angular distributions have been analyzed to obtain
tering from N and C, this was done by adding their contri-the renormalization factors needed to fit elastic scattering in
butions in the laboratory frame and then converting the rethis mass region. Since the JLM effective interactions are
sults into a center-of-mass angular distribution using thedensity and energy dependent, they provide a very good de-
kinematics appropriate fofBe+“N elastic scattering. Fig- scription of the mass dependence of the optical potential.
Thus, the renormalization factors are nearly independent of
the colliding system, minimizing the uncertainties due to the

6
10 choice of optical parameters. Details regarding the optical
potentials will be provided in a separate publicatj@].
105% Figure 4 shows good agreement between the expected and

observed elastic scattering angular distributions, especially
since the calculations do not include contributions from in-
elastic scattering populating tH@e first excited state, which
is not resolved from the elastic scattering. High resolution
elastic scattering studies in this energy region involviihg
[26] projectiles imply that these excited states should con-
tribute less than 15% of the total yield observed near the
elastic scattering minima, and less than 1% at the maxima. It
is important to recognize that Fig. 4 does not represent a fit
to our measured data. Rather, it is a comparison between the
measured absolute cross section for elastic scattering and the
predicted absolute cross section from the folding model, with
— e neither adjusted to match the other. The ratio of predicted
0 5 10 15 20 25 30 ) . .
K (de g ) Cross sectlon. to_ data varies from unity by an average of_ only
em- 3.0%, well within the 5% overall normalization uncertainty

FIG. 4. Observed’Be elastic scattering angular distribution. 1N OUr measured cross section.
Statistical errors are smaller than the plotted data points. The over- Distorted-wave Born approximatiofDWBA) calcula-
all normalization uncertainty is-5.0%. The dashed curve is the tions were used to predict the angular distribution for the
predicted angular distribution, summed ovéK, 12C, and*H tar-  reaction*N(’Be ®B)*C. This cross section was then input
get nuclei, while the solid curve shows the same distribution corto the Monte Carlo simulation using the same experimental
rected for finite angular resolution. parameters verified with the elasti®e’s. Figure 5 shows

Be elastics on “N

o
IS
T

do/dQ (mb/sr)
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calculation, Ci4's are the ANC's for “N—C+p, and
Cog,p,,And Csg . are the ANC's for’Be+p— °B. The val-

ues for the™N ANC’s were previously determined to be
“N(’Be.*B)"*C 2 _ —1 2 _ 1
('Be.’B) Clip,, = 18.6(12) fm* and Cfy, = 0.93(14) fm

from a study of the'3C(**N,*3C)**N reaction[25].

DWBA calculations were carried out with the finite-range
code PTOLEMY [27], using the full transition operator. The
'Be+ 1N distorted waves were calculated with the same
folding model optical potential used in the elastic scattering
calculations above, while th&B+13C optical potential was
derived from a similar folding model calculation. The pe-
ripheral nature of the reaction was verified by comparing the
results of DWBA calculations while varying the parameters
T T 2‘0 B of the single-particle Woods-Saxon potential wells over the
8. (deg) rangesr,=1.0—1.3 fm anda=0.5—-0.7 fm. The predicted

o cross section integrated over €9.,,<25° changed by

FIG. 6. Measured*N("Be B)*°C angular distribution for those 40%, while the inferred ANC’s only changed by 3.2%.
events in Fig. 5 that hav®> —9.5 MeV. The dashed and dotted Figure 6 shows the data for the transfer reaction and the
curves show DWBA calculations of the dominant contributions DWBA prediction. All four contributions to the total cross
from thep,,— pa andpy,— P12 channels, respectively. The solid section in Eq.(1) were included in the solid line, although
curve shows the tot_al p_redicted angular distribu_tign, r_10rma|ized tcbnly the pyj,— Pajp and py,— Pyj» contributions are shown.
the total cross section inferred from tlﬁ_@ayalue fit in Fig. 5._AII The pajy— Pa» and paz— 1/, COMpoNents are not shown in
three curves have been corrected for finite angular resolution. the figure since, together, they contribute about five times
less than they,,— p1», component. As evident in Fig. 6, the
simulation of the transfer reaction. TH8 events around g_ng_ular_resoluﬂon of th_e present experiment is |nsuﬁ|C|e_nt t_o
“11 and —15 MeV are due primarly to the |st_|ngmsh the small dlfferenc_t_a between the angular dls_trl-
UN("Be ®B)3C(3/2", E*=3.68 MeV) an buthns for the different transitions over7 thesan%ular region
12C("Be #|B)!B(g.s.) reactions, respectively. Figure 6 studied. Therefore, we calculated th&N(’Be 2B)**C(g.s.)

shows the measuredN(’Be,®B)'°C angular distribution for ~angular distribution USi”g:gs,pm/ CgB,p3/2: 0.157, as de-
those outgoing®B nuclei with Q>—9.5 MeV which corre-  termined from microscopic calculatiofi28]. Figure 6 shows
spond to ground state transfer events only. that our observed angular distribution is in very good agree-
For a peripheral transfer reaction, ANC’s are extractedment with the predicted shape, normalized to the cross sec-
from the measured cross section by comparison to a DWBAjon that we found from th&-value fit described below.
calculation. In the'N(’Be,’B)*°C(g.s.) proton transfer re-  Tq determine the8 ANC's, we have fit the angle-
action, the last proton in the ground state'®l can be in the integratedQ-value spectrum shown in Fig. 5 to obtain the
P12 OF P32 Orbitals and transfers to they, or ps, orbitals ¢4 1N(7Be,8B)13C(g.s.) cross section. The predicted an-
constituting the ground state 6B. Thus, the experimental gular distribution of Fig. 6 was input to the Monte Carlo
cross section is given by simulation—which calculated the shape, location, and mag-
nitude of the (Be,®B) Q-value peak,? minimization pro-

do/dQ (mb/sr)

the Q-value spectrum for the outgoin§B nuclei with a

2 2

do ) C14N'p1/2 TprPas C14,\H,3/2 TpayPan vided the best fit to the measur€dvalue spectrum over the
d_Q:CSB'p3/2 o2 b2 b2 b2 range—9.5 MeV<Q<—5.5 MeV and determined the ab-
¥Np,  P8Bpg, UN,pgp,  “8B.pgp solute cross section for populating tABe ground state to be
0=1.131+0.066 mb. This gives C§3/2=0.371
Ci‘N o +0.043 fm ! for 8B—'Be+p. A detailed analysis of un-
2. ; P12 p;’ﬁpl’z certainties and their sources was performed. The contribu-
P12 binp, Posp,, tions to the uncertainties are: statisti@s6%), absolute nor-
malization of the measured cross secti@i0%), inputs to
) the Monte Carlo simulatior{1.4%), inputs to the DWBA
Clan,payy Tpaypis (8.1%, and knowledge of thé*N ANC (6.4%). These val-
> > ) 1) ues are consistently lower than those reported for the
blanp,, Dogp,, 108("Be2B)°Be reaction[17], especially the uncertainties

from simulation and the ANC of the second vertex. There-
whereo’s are the calculated DWBA cross sections for pro-fore the total uncertainty in th8B ANC was reduced from
ton transfer from the,,, andpy, orbitals in 1*N to the ps, 16% to 12%. However, the major contribution to the uncer-
andp,, orbitals in 8B, b’s are the asymptotic normalization tainty arising from the DWBA calculations continues to be
constants for the single-particle orbitals used in the DWBAthe limiting parameter in these determinations.
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The relation between thB ANC’s and S;/0), which  chose to disregard the two larger measurements and calculate

was derived in6], is S;7/(0) based on a weighted mean of the three smaller direct
measurements alone.
38.6 eVb , 5 We are currently studying the degree of correlation be-
S140)= ?(CSB’%/Z_’_ Cogp,,)- (2)  tween the uncertainties calculated 8y(0) in the present

work and in Ref[17]. This correlation arises solely from the
Thus, we conclude thatS,(0)=16.6-1.9 eVb for methods used to obtain the optical model potentials. After

7 s A . resolving this issue, the two experimental results can be
Be(p,y)°B. This is in very good agreement with the results ' . : :
: : combined to determine a final value f&;; with smaller

obtained from our previous ANC measuremghi] and the uncertainty using the ANC technique

three smaller direct measurements of tige(p,y)®B cross y 9 que.

section[3-5] and is more than @ below the two larger This work was supported in part by the U.S. Department
direct measurement4,2]. This result provides strong, inde- of Energy under Grant No. DE-FG03-93ER40773 and by the
pendent confirmation of the procedure in RES], which  Robert A. Welch Foundation.
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