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ABSTRACT

Search for Pair Production of Scalar Top Quarks Decaying to

a τ Lepton and a b Quark in 1.96-TeV pp̄ Collisions. (May 2008)

Vadim Khotilovich, B.S., Belarus State University

Co–Chairs of Advisory Committee: Dr. Teruki Kamon
Dr. Alexei Safonov

I present the results of a search for pair production of scalar top quarks (t̃1)

in an R-parity violating supersymmetric scenario using 322 pb−1 of pp collisions at

√
s = 1.96 TeV collected by the upgraded Collider Detector at Fermilab. I assume

each t̃1 decays into a τ lepton and a b quark, with branching ratio β, and search

for final states containing either an electron or a muon from a leptonic τ decay, a

hadronically decaying τ lepton, and two or more jets. Two candidate events pass my

final selection criteria, consistent with the expectation from standard model processes.

I present upper limits on the cross section times branching ratio squared σ(t̃1
¯̃t1)× β2

as a function of the stop mass m(t̃1). Assuming β = 1, I set a 95% confidence level

limit m(t̃1) > 153 GeV/c2. These limits are also fully applicable to the case of a

pair produced third generation scalar leptoquark that decays into a τ lepton and a b

quark.
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taking into account uncertainties on theoretical cross section. . . . . . . 169
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CHAPTER I

INTRODUCTION: THEORETICAL AND OBSERVATIONAL MOTIVATIONS

FOR THE SEARCH

A. Introduction

We, as experimental particle physicists, have the ultimate goal of discovering deeper

and more fundamental laws of nature. One way is to follow up on the multitude of

hypotheses and models proposed by theorists. If we choose this path then our task is

to to pick the ones which are most consistent with reality and to reject those which fail

experimental checks. For this dissertation we choose a particular model and perform

a search for a particular signature. Even though the result of our search might turn

out to be negative, we can expect to set limits on some of model’s parameters, which

are worthy addition to the knowledge bank of science.

In this introduction we begin with an overview of the search and a few notes about

the motivation for it. More details on the standard model (SM) of particle physics

can be found in Section I.B and Section I.C provides more details on supersymmetric

theories.

The SM is well respected theory that describes the vast majority of existing ex-

perimental data [1]. However, there are experimental observations and theoretical

shortcomings (see Section I.B for details) which give us hints that the SM is only an

effective theory, i.e. that it is an approximation of some more general theory. One of

such more general hypotheses that has the potential to solve some of the problems

This dissertation follows the style of Physical Review D.
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associated with SM, is the the hypothesis of supersymmetry [2, 3] (or SUSY, see

Section I.C for details). Theories based on this hypothesis introduce a supersymmet-

ric partner to every SM particle, specifically, a symmetry between the fundamental

fermions and bosons in the nature. For example, spin-1/2 quarks and leptons have

spin-0 quark and lepton superpartners. A multiplicative quantum number called R-

parity (Rp) separates SM and SUSY species [4, 5]. It is equal to 1 for all SM particles

and it is −1 for all supersymmetric particles.

SUSY theories are divided into Rp conserving models and Rp violating (R/p or

RPV) ones. Specifically, to conserve Rp any SUSY particle’s decay can only produce

odd number of SUSY particles. Thus, superparticles always would have at least one

lighter SUSY particle in their decay if Rp is conserved, but if Rp is violated they can

decay into ordinary SM quarks and/or leptons. There is no experimental evidence that

Rp has to be conserved. However, experimental limits have been set on the strength

of R/p couplings [6] (for a detailed discussion of RPV SUSY see Section I.C.1).

Experimental data suggest that the superpartners of the first and second genera-

tion of fermions have masses greater than those of the standard model particles, while

the mass of the lighter stop is weakly constrained and can be below that of the top

quark [7]. This is due to the mixing between the left and right handed interaction

eigenstates which is a function of the large Yukawa coupling of the top quark [3].

Within the framework of R/p SUSY [4, 5], theoretical studies indicate that the decay

mode for the light stop t̃1→τb is dominant for a wide range of SUSY model param-

eters [8, 9, 10], including the region favored by neutrino oscillation data [11, 12]. It

should be noted that lepton number is violated in neutrino oscillations, and RPV

SUSY theories with lepton number violation provide a natural explaination for this

phenomenon as well as for neutrino mass generation, which gives a strong motivation

for RPV searches. More details on motivations for the search from the theoretical
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and experimental points of view are given in Sections I.B and I.C of this chapter.

In this search we look for experimental evidence of supersymmetry by investigat-

ing pp collisions for the presence of pair production of scalar top quarks (stop or t̃1)

that may undergo RPV decays into a tau lepton and a b quark. Our data is collected

using the upgraded Collider Detector at Fermilab (CDF II) between March 2002 and

August 2004 (the CDF II detector is describerd in Section II.B). The specific sig-

nature that we look is pp→t̃1
¯̃t1→τlτhbb̄ with a final state with either an electron or

muon from the decay τl → lνlντ (l = e or µ), a hadronically decaying tau τh, missing

energy from the neutrinos, which are not detected by CDF, and two or more jets. A

similar search was performed at CDF in Run I [13] and set a 95% confidence level

(C.L.) limit on m(t̃1) > 122 GeV/c2. Comparing to Run I, the CDF II detector has

improved muon detection coerage (Section II.B.3) and improved system for preselec-

tion of events with tau leptons (see Section III.A). Also, the center-of-mass energy of

pp collisions at the Fermilab Tevatron was increased from 1.8 TeV to 1.96 TeV, which

is expected to give a substantial increase in the t̃1
¯̃t1 production rate (Section IV.B),

e.g. for m(t̃1) = 155 GeV/c2 the cross section grows by ∼ 35%.

It should also be noted that scalar top decaying into tau and b could be in-

terpreted as a third generation scalar leptoquark (LQ3). Some theories predict the

existence of interactions between quarks and leptons which are mediated by lepto-

quarks [14], a new type of particles that carries both lepton and baryon number, are

color triplet bosons with spin 0 or 1, and have fractional charge. The theoretical

expectation that B(LQ3 → τb) = 1 while m(LQ3) < m(t) is an additional motivation

for the search. Previous LQ3 searches at LEP [15] (model independent) and CDF [16]

resulted in a 95% C.L. limit on m(t̃1) > 99 GeV/c2. More information on LQ theories

and the interpretation of our results in terms of the models is given in Appendix D.

This analys has been approved for submission to Phys. Rev. Lett. by the CDF
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Collaboration. A summary of the analysis can be found in Ref. [17].

B. The Standard Model of Particle Physics and Its Limitations

Now that have quickly given an overview of the search we give a more detailed dis-

cusion of the SM and its limitations with an eye towards potential solutions.

The SM is a gauge theory that combines the strong, weak, and electromagnetic

interactions. In mathematical terms, the fields of these interactions are the repre-

sentations of the SU(3)C × SU(2)L × U(1)Y symmetry groups, where SU(3)C corre-

sponds to the quantum chromodynamics (QCD) theory of the strong interaction, and

the SU(2)L × U(1)Y gauge groups corresponds to the electroweak interaction. This

symmetry is spontaneously broken to SU(3)C ×U(1)EM by the nonvanishing vacuum

expectation value of a fundamental scalar field, the Higgs field doublet [1]. This sym-

metry breaking mechanism transforms the massless gauge particle eigenstates of the

model into mass eigenstates, which have masses that can be experimentally measured.

The SM contains three generations of fermions, that contain the fundamental

constituents of matter. It also contains four kinds of vector gauge bosons which serve

as interaction carriers: gluons for the strong interactions, the W and Z bosons for

the weak interactions, and photon for the electromagnetic. The scalar Higgs boson is

the only SM particle which has been predicted but has not observed as yet. Table I

presents the particle content of the SM. Perturbative expansion of the interaction

lagrangian allows for a set of possible Feynman diagrams and rules, which present, in

a visually clear fashion, the matrix elements for any interaction process to any desired

order of perturbation theory.

Despite all its experimental success, the SM is considered an incomplete de-

scription of the particle world. The following list presents a set of the theoretical
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TABLE I: The fundamentsl particle content of the standard model. The mass values
are taken from the Particle Data Group [18]. We use notations Q and S for charge
and spin of particles respectively. We do not provide uncertainties for the mass values
which have higher know precision than that shown in this table.

Fermion Generation

1 2 3

Q
u
a
rk

s

u c t

1.5 − 3.0 MeV/c2 1.25 ± 0.09 GeV/c2 174.2 ± 3.3 GeV/c2

Q = +2
3

d s b

3 − 7 MeV/c2 95 ± 25 MeV/c2 4.20 ± 0.07 GeV/c2

Q = −1
3

L
ep

to
n
s

e µ τ

0.511 MeV/c2 106 MeV/c2 1.78 GeV/c2

Q = −1

νe νµ ντ

< 3 eV/c2 < 0.19 MeV/c2 < 18.2 MeV/c2

Q = 0

B
os

o
n
s

γ m(γ) < 6 × 10−17 eV Q=0, S=1

W± m(W±) = 80.4 GeV/c2 Q=±1, S=1

Z0 m(Z0) = 91.2 GeV/c2 Q=0, S=1

H0 m(H0) > 114 GeV/c2 Q=0, S=0

shortcomings of the SM and questions which they raise.

• A large number of free parameters: the three gauge couplings, the matrices

of the Yukawa couplings, the Higgs parameters, mixing angles and phases [1].

Essentially, 18 parameters in the core theory, plus the values of G, c and ~. Are

they all really independent and arbitrarily defined in nature?

• Choice and structure of the gauge group: why do we have three independent

symmetry groups?
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• How is the electroweak symmetry broken? Is the Higgs boson, which was put

into the theory as a “convenient remedy”, really a fundamental particle? Does

it exist?

• Number of generations: why do we have three generations?

• Why do electrons and protons have the same but opposite charge?

• Mass spectrum: what is the reason each particle has the mass value it has?

Why is the variation so large?

• The Higgs mass is divergent from radiative corrections in the SM. What is the

proper mechanism for determining its mass while not introducing a cut-off value

at some high high energy scale1 [3]?

• Why do the interaction couplings not converge to the same value at high ener-

gies [3]?

• If neutrinos are not massless [19], how can they be properly incorporated into

the SM?

• How is gravity, the fourth kind of interactions, incorporated into our under-

standing of particle interactions?

The SM provides no answer to these questions.

Even though there is high precision agreement between the SM predictions with

experiment, there are some experimental observations that the SM is not able to

explain. The first one is the evidence of massive neutrinos (see Ref. [19] for a recent

review). Second, current cosmological observations show that the Universe consists

1It is often called as “naturalness” or “hierarchy” problem of the SM.
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of 73% of dark energy, 23% of cold dark matter, and only 4% of visible matter

that is described by the particle content of the SM [20, 21]. Finally, a very precise

measurement of the muon anomalous magnetic moment aµ = (gµ−2)/2 was performed

at Brookhaven National Laboratory [22] and the difference between this measured

value and the SM predictions [23] is 3.3σ.

Unsatisfied with the problems of the SM, theorists have searched for new models.

Some, but not all, of the outlined questions and all the mentioned above experimental

problems can be solved in supersymmetric theories.

C. Supersymmetry

Supersymmetric theories have emerged as the strongest candidates for physics beyond

the SM to explain the above problems. Supersymmetry provides a solution to the

Higgs mass “naturalness” problem of the SM and displays a gauge couplings unifica-

tion at high energy scale [3]. SUSY also provides insights on the origins of radiative

electroweak symmetry breaking2. R-parity violating SUSY models allow interpreta-

tion of the experimental evidence for massive neutrinos, which is a strong motivation

for our analysis (described more in Section I.C.1). Many Rp conserving SUSY models

provide good candidates for cold dark matter [21]. Finally, in SUSY it is possible

to precisely match the observed muon anomalous magnetic moment value [24]. The

following predictions of SUSY turned out to be true: heaviness of the top quark, the

value of sin2θW , requirement of a relatively light Higgs boson (current measurements

suggest that m(H) < 250 GeV/c2). Despite all these successful explanations and

predictions, SUSY has not been directly discovered yet experimentally.

2Note that the explanation is not from a “first principles” understanding of super-
symmetry itself, but would come from a deeper level theory that explains supersym-
metry breaking itself.
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Supersymmetry is based on the introduction of an anticommuting spinor oper-

ator which transforms a bosonic state into a fermionic state, and vice versa. This

symmetry transforms every SM particle into its superpartner. Thus, regular fermions

get superpartners of spin 0 which are conventionally named by adding a prefix “s”

to particles names, and superpartners of regular bosons become carriers of spin 1/2

and are often distinguished by their “ino” suffix. The minimal supersymmetric model

(MSSM) includes the minimal possible number of supersymmetric particles.

The gauge and mass eigenstates of the MSSM are listed in Table II. It shows that

the particle content of the MSSM is more complicated than just a simple mirroring

of the SM particle spectrum. For example, the description of electroweak symmetry

breaking in the MSSM requires two Higgs doublets rather than just one in the SM [3].

The electroweak symmetry breaking mixes the gauge eigenstates and results in the

mass eigenstates. The mixing for the first two generations of squarks is expected to

be negligible [3] due to the small mass of their SM partners. Additional evidence

comes from the experimental data, suggesting that the superpartners of the first and

second generation are massive with masses greater than those of the SM particles [7].

However, the mixing for the third generation squarks and sleptons might be consid-

erable and especially high for top squarks, due to the large mass of the top quark.

This mass splitting allows a relatively light t̃1, which could have mass even less than

the top quark. It provides an important motivation for the t̃1
¯̃t1 production search, as

light particles are more copiously produced in pp collisions at the Tevatron.

Since no SUSY particles have been observed yet, the vacuum states should not

be invariant under supersymmetry and superparticles must have different masses

than their SM partners. This implies that supersymmetry has to be spontaneously

broken. Many possible models of spontaneous supersymmetry breaking have been

proposed [25]. In the MSSM it is assumed that there is so-called soft supersymmetry
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TABLE II: The particle content of the Minimal Supersymmetric Standard Model
(with sfermion mixing for the first two families assumed to be negligible) [3].

Names Spin Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 H0
u H0

d H+
u H−

d h0 H0 A0 H±

ũL ũR d̃L d̃R (same)

squarks 0 s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e (same)

sleptons 0 µ̃L µ̃R ν̃µ (same)

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

neutralinos 1/2 B̃0 W̃ 0 H̃0
u H̃0

d χ̃1 χ̃2 χ̃3 χ̃4

charginos 1/2 W̃± H̃+
u H̃−

d χ̃±
1 χ̃±

2

gluino 1/2 g̃ (same)

goldstino
(gravitino)

1/2
(3/2)

G̃ (same)

breaking which happens in a “hidden sector”, which is some other theory outside of

the MSSM’s “visible sector”. There is some suppressed interaction between the two

sectors which carries the breaking from the hidden to visible sector. This interaction

is carried out by “messenger” fields, which are some third kind of fields (neither

SM particles nor their partners). This particular analysis does not depend explicitly

on the breaking mechanism, however, the mechanism may influence the R-parity

violation parametrization (see Section I.C.1).
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1. Supersymmetric Models and R-Parity Violation (RPV)

An important quantum number which separates SM particles and their superpartners

is R-parity:

Rp = (−1) 2S+3B+L = (−1) 2S+3(B−L) =





+ 1 for ordinary SM particles,

− 1 for their superpartners.

(1.1)

where S, B, and L are correspondingly spin, baryon, and lepton numbers for a par-

ticle. If Rp is conserved (RPC) there are major phenomenological consequences:

• At colliders (or in loops) superpartners are produced in pairs.

• Heavy superpartners decays into one other superpartner (or an odd number of

superpartners) and a SM particle.

• The lightest supersymmetric particle (LSP) is stable. This feature determines

supersymmetry collider signatures and makes the LSP a good candidate for the

cold dark matter of the universe.

There is no strict experimental evidence which would require RPC. From the per-

spective of solving the dark matter problem, the most dramatic implication of broken

Rp is the instability of the LSP, which rules it out as a candidate for non-baryonic

dark matter, unless R/p couplings are small enough to provide a gigayear lifetime of

the LSP. However, the dark matter problem may have other, non-supersymmetric

solutions [21, 26]. Second argument against R/p SUSY is that it might eliminate the

baryon asymmetry of the universe, in case if it was generated before the electroweak

phase transition. However, if it was generated during or after the electroweak phase

transition, RPV can provide a new mechanism for the baryon asymmetry (see re-

view in Ref. [5]). In short, there are no definite model-independent cosmological or
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astrophysics restriction on RPV terms in SUSY.

The general renormalisable superpotential of the MSSM with the extension that

allows RPV term has the only possible parametrization:

W = WRp
+ W 6L

R/p
+ W 6B

R/p
, (1.2)

WRp
= εab

(
hE

ijL
a
i H

b
dĒj + hD

ijQ
a
i H

b
dD̄j + hU

ijQ
a
i H

b
uŪj + µHa

dHb
u

)
, (1.3)

W 6L

R/p
= εab

(
1

2
λijkL

a
i L

b
jĒk + λ′

ijkL
a
i Q

b
jD̄k + µiL

a
i H

b
u

)
, (1.4)

W 6B

R/p
=

1

2
εrstλ

′′
ijkŪ

r
i D̄s

jD̄
t
k , (1.5)

where, i, j, k = 1, 2, 3 are generation indices, a, b = 1, 2 are SU(2) and r, s, t = 1, 2, 3

are the SU(3) indices, and εab and εrst are totally antisymmetric tensors. The L and

Ē notations represent the lepton doublet and singlet left-chiral superfields; Q, Ū , D̄

denote the quark doublet and singlet superfields, respectively, hE, hD, hU , λ, λ′, λ′′

are dimensionless coupling constants, and µ and µi are mass mixing parameters. The

WRp
superpotential is Rp conserving. W 6L

R/p
and W 6B

R/p
violate Rp and cause lepton

or baryon number violation respectively. Gauge invariance enforces antisymmetry of

the λijk couplings with respect to their first two indices and antisymmetry of the λ′′
ijk

couplings with respect to their last two indices. Specifically:

λijk = −λjik, λ′′
ijk = −λ′′

ikj . (1.6)

Thus, the RPV lagrangian contains a total of 48 parameters: 3 mass parameters µi

mixing the charged lepton and down-type Higgs superfields, and 45 dimensionless

Yukawa-like couplings divided into 9 λijk and 27 λ′
ijk couplings which break lepton

number conservation, and 9 λ′′
ijk couplings which break baryon number conservation.

It should be noted that the most general RPV parametrization also involves R/p

terms in the soft supersymmetry breaking Lagrangian density, and the values of the
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couplings depend on the choice of the weak interaction basis [5]. For example, it is

possible to rotate the basis so that µi = 0. However, for most SUSY breaking mech-

anisms this would result in bilinear R/p terms appearing in the soft supersymmetry

breaking Lagrangian density. The maximal possible number of RPV parameters is

rather large3: 48 + 51− 3 = 96. For experimental searches it is useful to assume that

very limited set of couplings dominate. Typically, one assumes that a single coupling

dominates. Orders of magnitude for the trilinear couplings constraints obtained from

non-observation experiments are λ, λ′, λ′′ < (10−2 ∼ 10−1) × m̃/(100 GeV/c2) [5],

involving generically a linear dependence on the superpartner mass m̃.

Other experimental constraints on the W 6L

R/p
and W 6B

R/p
operators (Eqs. (1.3) and

(1.5)) come from non-observation of proton decay. To stabilize the proton it is suffi-

cient to prohibit either the superpotential W 6L

R/p
or W 6B

R/p
. However, conserving L while

allowing B violation is not discrete gauge anomaly-free [27]. Also, the experimen-

tal limits on λ′′
ikj coming from the nucleon decay experiments are rather strong [5].

Because of these limits it is common to disregard the λ′′ terms.

The advantage of having broken Rp with lepton number violation is that it allows

for non-zero neutrino masses. On the other hand, the existing data on neutrino

mass oscillations sets very strict limits on RPV couplings [5, 6, 11, 12, 28, 29], and

constrains them to be in the range λ′
i33 < 10−3 ∼ 10−5. The spread in predictions

come from use of different soft SUSY breaking mechanisms, various approaches in

simplifying the RPV parameters set or using different RPV anzats, or electroweak

basis choice.

3Note: 48 comes from the superpotential parametrization (which introduces ex-
plicit Rp breaking), 51 is from the soft supersymmetry breaking Lagrangian density
(introduces spontaneous Rp breaking), and the total number is reduced by 3 due to
the basis choice freedom.
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In our search we assume that the dominant contributing RPV coupling is λ′
333

because it is responsible for the t̃1 → τb decay mode. The branching ratio of this

decay depends on the relative width of this channel compared to the total width of all

other possible RPV and RPC decays of t̃1 which are disfavored for variety of reasons.

The most natural RPC decay channel t̃1 → tχ̃0
1 would be kinematically available if

m(t̃1) ≥ m(t)+m(χ̃0
1), and the decay mode t̃1 → bχ̃+

1 is open if m(t̃1) ≥ m(b)+m(χ̃+
1 ).

If either of these modes is open they would take almost 100% of branching ratio. Also

the following 3-body RPC decay modes would be dominating if l̃ or ν̃ are lighter than

stop:

t̃1 → blν̃, bνl̃ (3-body modes). (1.7)

The only observable RPV signatures in that case would be decays of LSP.

However, the situation is dramatically different if all of the mentioned above

decay modes are not kinematically allowed and stop is the NLSP, there will be com-

petition between two types of RPC decays [10, 11]:

t̃1 → cχ̃0
1 (loop induced through flavor changing neutral current); (1.8)

t̃1 → bχ̃0
1ff̄ ′ (4-body mode). (1.9)

These decays are naturally suppressed due to their loop or 4-body mechanisms. In

different regions of SUSY parameter space they may compete against each other and

against RPV stop decays, even though R/p couplings could be as low as 10−3 ∼ 10−5.

Theoretical studies indicate that there are regions of SUSY model parameters [8,

9, 10], including the region allowed by neutrino oscillation data [11, 12], where the

decay mode for the light stop t̃1→τb is dominant one. However, there is also part of

the parameters space that favors t̃1 → eb and t̃1 → µb decays over t̃1 → τb [11, 12].
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To provide as wide a search as possible and set limits in the most model-

independent manner possible, we set upper limits on the cross section σ(t̃1
¯̃t1) × β2,

neglecting additional decay modes that may pass selections of this analysis when

β ≡ B(t̃1→τb) < 1. This has the advantage that we are not vulnerable to the par-

ticulars of the RPV coupling details. To set 95% confidence level limits (C.L.) on

the stop mass m(t̃1), we assume that β = 1. Note that our procedure is conservative

even if the contributions from other decay modes are not negligible as it will yield

less stringent limits.

2. Stop Pair Production

Here we present the motivation for our choice of the stop pair production process. At

the Fermilab Tevatron stop quarks and antiquarks can be produced in pairs in strong

interactions (gg/qq̄→t̃1
¯̃t1). A single stop could also be produced at the Tevatron, e.g.,

via bg→t̃1τ [30]; however, unlike pair production, this process requires an RPV vertex.

In regions of parameter space not excluded by data, R/p couplings are small [5, 6],

making single stop production negligible compared to pair production. Figure 1

shows the leading order (LO) Feynman diagrams that contribute to the stop pair

production process. The contribution of the gluon-gluon fusion to the cross section

(see Section IV.B for details) is smaller than that of qq̄ annihilation, and it quickly

decreases with stop mass: from ∼ 48% at m(t̃1) = 100 GeV/c2 to ∼ 25% at m(t̃1) =

150 GeV/c2. It also should be noted that there is one more diagram that contributes

to the LO process: tt̄ → (t-channel gluino exchange) → t̃1
¯̃t1. However, this diagram

is strongly suppressed by the negligibly low contents of sea t-quarks in the PDFs and

the high expected gluino mass.
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FIG. 1: Feynman diagrams for the stop pair production at the Tevatron. We assume
that each of the stop quarks decay via R-parity violating coupling into b-quark and a
τ .

D. Dissertation Outline

We next outline the reminder of the dissertation. Chapter II describes the experi-

mental apparatus used in this study. Short descriptions are given for the Tevatron

accelerator, the detector and data acquisition systems of the CDF II detector, and also

for the infrastructure of the software used for simulation and for reconstruction of the

data. In Chapter III we provide details on all our datasets and samples. Specifically,

we present information about the lepton plus track triggers, which are used to collect

the dataset for this study, and discuss the trigger efficiencies and their measurement.

We also discuss the MC samples used to simulate the signal and background pro-

cesses. Chapter IV describes the analysis methodology, signal event selection, as well

as the background and systematic uncertainties estimation. Chapter V is about the

procedure that we use to set the limits, the limit results themselves, the validation

of the background estimation and the fit procedure, and some prospects and outlines

for the future analysis. We conclude with Chapter VI with our final results. A num-

ber of Appendices are included to provide more technical details on such topics as



16

the tau and π0 identification, measurement of tau ID efficiency, measurement of the

efficiencies for the lepton plus track triggers, calculation of scale factors for Z → ττ

and Z → ll backgrounds, and interpretation of the results for third generation scalar

leptoquarks. These details, while important, are given there so as to not interrupt

the flow of the analysis description.
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CHAPTER II

EXPERIMENTAL TOOLS

This chapter describes the main hardware and software tools that are important

for this analysis: the Tevatron accelerator chain that produces and collides proton

and antiproton beams (Section II.A), the CDF II detector and its subsystems (Sec-

tion II.B), and the detector data acquisition and physics event reconstruction and

simulation tools (Sections II.C and II.D).

A. The Tevatron Accelerator

The Tevatron is a superconducting proton-antiproton (pp̄) accelerator located at the

Fermi National Accelerator Laboratory (FNAL), also known as Fermilab. An aerial

view if the Fermilab site is shown in Fig. 2 [31]. FNAL hosts a complex of accelerators

and storage rings which supply protons and antiprotons to the two Tevatron collider

experiments, CDF and DØ, as well as delivering beams to fixed target experiments.

Figure 3 shows a schematic drawing of Fermilab’s accelerator chain. Hydrogen

gas is used as a source for production of protons and antiprotons [32]. The gas is

negatively ionized by a Haefely Cockcroft-Walton pre-accelerator (labeled PRE-ACC

in Fig. 3), which collects the ions inside of its dome which is charged to a potential of

-750 keV. The ions (H−) are accelerated to energies of 750 keV through the column

from the charged dome to the grounded wall before being injected in 40 µs-long

segments into the Linac, a 150 m long linear accelerator, that raises ions’ energy up

to 400 MeV. Stripped of their electrons from passing a thin carbon film, the protons

and are injected in 20 µs-long segments into the Booster, a circular accelerator or

synchrotron with a radius of 75 m, which accelerates them to 8 GeV and gathers into

bunches. The proton bunches are then transferred into the Main Injector (MI), a
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FIG. 2: An aerial view of Fermilab [31].

bigger synchrotron with a radius of 525 m. To load the protons into the Tevatron,

the MI accelerates 7 proton bunches to 150 GeV and combines them into a single

bunch. For a 36×36 store this process is repeated 36 times.

To produce antiprotons, protons are accelerated by the MI to 120 GeV and

directed to hit a nickel-copper target. Antiprotons produced during this collision are

collected by an axis-symmetric electromagnetic lithium lens into a parallel beam. A

pulsed dipole magnet is used to select 8 GeV antiprotons. Out of 105 proton collisions

only one or two antiprotons are captured, and the rest is crashed into the beam dump.

The momentum spread is diminished inside the Debuncher through the application of

betatron (transverse) cooling and momentum (longitudinal) cooling. After cooling,

antiprotons are temporarily stored in the Accumulator. When enough antiprotons

have been collected, they are injected into the MI in 4 sets of 7 bunches. The MI
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FIG. 3: A schematic drawing of Fermilab’s accelerator chain [32].

accelerates them to 150 GeV and combines them into 4 bunches which are loaded into

the Tevatron. The process is repeated nine times for a 36×36 store. If antiprotons are

not sent to the Tevatron they may be stored in the Recycler, an 8 GeV antiproton

storage ring located along the ceiling of the MI tunnel. When the Accumulator

becomes full the rate of antiproton production decreases, and the Recycler provides

an economical way to store antiprotons and to keep their production rate high. The

Recycler was put into operation in 2003 and allowed a substantial increase in the

Tevatron luminosity.

The final stage of acceleration is done inside the main Tevatron ring, a syn-

chrotron with a radius of 1 km. It raises the energy of the 36 counter-rotating bunches

of protons and antiprotons separated by 396 ns to 980 GeV. To confine beams to the

synchrotron’s path the Tevatron uses superconducting Ni/Ti alloy magnets that are
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kept at 4.9 K and produce magnetic fields up to 4.5 Tesla. The proton and antiproton

bunches counter-rotate without disturbing each other in electrostatically separated

helical orbits. After acceleration the beams are typically kept inside the Tevatron

from 10 to 25 hours. This is known as a “store”. During a store, the beams are

forced to cross at two points on the ring: B0 which is site for the CDF II detector

and D0, the DØ detector site (see Fig. 3). This results in collisions of protons and

antiprotons at a center-of-mass energy of 1.96 TeV.

The intensity of the beams is characterized by their luminosity. The typical initial

luminosity during the time that the data for this analysis was collected was 8 × 1031

cm−2s−1. Luminosity is directly proportional to the product of numbers of protons

and antiprotons per bunch and frequency of collisions, and inversely proportional to

the product of the transverse x and y Gaussian averaged profiles of a bunch. Initially,

there are about 24 × 1010 particles in each proton bunch and about 3 × 1010 in each

antiproton bunch. The bunches lose particles with time due to various reasons, which

results in decreasing luminosity as a function of time. When luminosity becomes too

low, the store is ended. Figure 4 shows the total integrated luminosity delivered by

the Tevatron and acquired by CDF as a function of the day of the year, given per

year of Run II operation, for the time period when data used in this analysis were

taken. One can see a continuous improvement in the performance of the Tevatron

and high efficiency of CDF data taking.

B. The CDF II Detector

CDF II is a multipurpose detector designed for precision measurements of energy,

momentum, and identification of particles produced in proton-antiproton collisions.

The detector is described in Ref. [33] and Fig. 5 presents its isometric and elevation
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FIG. 4: Total integrated luminosity delivered (left) by the Tevatron and acquired
(right) by CDF as a function of the day of the year, given per year of Run II operation.

views. Here we describe the detector elements directly related to this analysis. The

CDF coordinate system is defined with respect to the proton beam direction, which

defines the positive z direction, and the azimuthal angle φ is measured around the

beam axis. The polar angle θ is measured with respect to the positive z direction.

The pseudorapidity η is defined as η = − ln tan θ
2
. The transverse components of

particle energy and momentum are conventionally defined as projections onto the

plane transverse to the beam line, ET ≡ E sin θ and pT ≡ |~p| sin θ.

The subdetectors critical to this analysis are the silicon vertex detector (SVX

II), the central outer tracker (COT), the central parts of the calorimeter system,

namely the central electromagnetic (CEM), with the shower maximum detector (CES)

embedded inside the CEM, the central hadronic (CHA), and wall hadronic (WHA)

calorimeters, and the central muon detection system located outside of the calorimeter

with two subsystems: the central muon (CMUP, |η| < 0.6) and central muon system

extension (CMX, 0.6 < |η| < 1.0). The CMX system is new comparing to Run

I and allows significant increase of muon coverage. Figure 5 depicts the detector

with many of the important systems labeled. The CDF II detector has, except for
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detector.
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minor exceptions, forward-backward symmetry about the nominal interaction point

and azimuthal symmetry about the beam line. The subdetectors are concentric, each

covering as much solid angle as possible around the interaction point, and each with

a roughly cylindrical geometry.

Figure 6 presents a schematic chart of different particles traversing successive

detector components. Different patterns help to distinguish and identify the particles.

The charges and momenta of charged particles can be measured from the curvature

of the tracks as measured in the tracking chamber. Electrons and photons leave

very similar pattern in the calorimeter (except that photons do not have tracks), and

they deposit practically all of their energies in the electromagnetic calorimeter. Most

of energy of hadrons is deposited in the hadronic calorimeter. Muons pass through

and leave only traces of energy in all of the mentioned detectors, but also reach and

deposit energy in the muon drift chambers. The CDF II detector was not designed

for detecting neutrinos, however their presence is characterized by a net imbalance in

the transverse energy deposition. Each detector element is described in detail in the

following subsections.

1. The Tracking System

The innermost portion of the detector is the set of tracking detectors is to measure the

momentum and charge of charged particles using their measured paths and curvatures

in a magnetic field. Also they allow for the reconstruction of both the primary

interaction vertex of an event and any secondary vertices due to decays of long-lived

particles. The tracking system includes two detectors: the SVX II and the COT.

The SVX II is the component of the CDF II detector closest to the beam line.

It provides a precise determination of the vertex position in the transverse plane

via r − φ tracking as well as adding some improvement in resolution of momentum
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FIG. 6: Schematic chart that illustrates the interactions of various particles in the
different detector components.

measured by the COT. There are three separate silicon microstrip subdetectors. At

the smallest radius there is a single-sided silicon strip detector mounted on the beam

pipe and called Layer 00 (L00) [36]. The original Silicon Vertex Detector (SVX) of

Run I was replaced with the new SVX subsystem [37] in SVX II which has five layers

of double-sided silicon arranged in 12 wedges of 15◦ between 2.44 and 10.6 cm radii.

In the z-direction each layer is split into three 29 cm cylindrical “barrels”of 12 wedges

each. The intermediate silicon layer (ISL) detector [38] surrounds the SVX II. It is

175 cm long and extends the tracking coverage to the region of |η| < 1.9. It is also

structured into three barrels of twelve wedges each. The central barrel has one layer

of silicon at a radius of 22 cm, and the outer barrels have two layers at 20 and 28 cm

respectively. There are a total of 722,432 channels in the eight layers of SVX II and

they provide full 3D standalone tracking of charged particles.

Just outside the SVX II is the central outer tracker. The COT is a cylindrical,

310 cm long [39], an open cell drift chamber covering the radii from 43.3 cm to 132.3
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cm. The COT was upgraded in Run II to reconstruct charged particle trajectories

in the region |η| < 1 for higher luminosities than in Run I. The COT is located

inside a B = 1.41 T solenoidal magnetic field. The COT chamber is filled with 50-50

Argone-Ethane gas mixture with a small admixture of isopropyl alcohol and oxygen,

which has maximum drift time of 100 ns (which is small comparing to the 396 ns

bunch spacing). The chamber contains 96 layers of sense wires grouped into eight

“superlayers” (4 axial and 4 stereo) of 12 wires each. In total there are 30,240 wires,

each wire is 40 µm in diameter and made of gold-plated tungsten and run between

two endplates. The superlayers alternate between purely axial wires and stereo wires

tilted by 3◦ with respect to the beam line. The two different kinds of layers allow

particle trajectories to be reconstructed in 3D. Each superlayer is divided in φ into

cells with 12 wires each, and each making 35◦ angle with respect to radial lines from

the z-axis. The number of cells increases from 168 for the first superlayer to 480 at

the eighth one to maintain the same wire density with increasing radius.

2. The Calorimeters

The calorimeters are located outside of the tracking volume and serve to measure

the energies of the particles. Electrons and photons lose energy mainly through the

process of electromagnetic showering that consists of cycles of bremsstrahlung and

pair production, and is characterized by the radiation length, X0 as the average

distance a particle must travel in order for 1/e of its original energy to remain. The

electromagnetic shower reaches its maximal profile at 4-7 of X0. Hadrons lose their

energy through inelastic nuclear interactions, forming hadronic cascades in material.

The nuclear interaction length, λI , is much longer than X0 due to the small interaction

cross section. So hadrons deposit most of their energy in the hadronic caloriometers.

Muons lose only small amount of their energy in either calorimeters mostly due to
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ionization.

The CDF II detector uses scintillator-based sampling calorimeters which measure

energy proportional to the total number of particles created in an electromagnetic

shower or hadronic cascade. The sampling calorimeters have sandwich-like structure

with layers of absorber, lead or iron, and active layers of scintillator. The light

produced by charged particles in the scintillator is collected by photo-multipliers,

with their output being proportional to the total energy.

The CDF calorimeters cover the region |η| < 3.6. It consists of the follow-

ing subsystems: central electromagnetic (CEM), with the shower maximum detector

(CES) embedded inside the CEM, central hadronic (CHA), wall hadronic (WHA),

plug electromagnetic (PEM), and plug hadronic (PHA) calorimeters. Figure 5 illus-

trates the geometric positioning of these detectors. The calorimeters are segmented

into projective geometry1 “towers”.

The CEM [40] is a lead-scintillator calorimeter, while the CHA and WHA [41]

consist of alternating iron and scintillator sheets. The CEM, CHA, and WHA have

complete azimuthal coverage, with pseudorapidity |η| < 1.1 for the CEM and |η| < 1.3

for the CHA+WHA. The segmentation of all three detectors is determined by the size

of the individual towers, each covering 15◦ in φ and ' 0.1 unit in η. The thickness

of CEM is about 18X0 or 1λI , while CHA and WHA are 4.7λI and 4.5λI thick

respectively. The CEM and CHA single particle energy resolutions, δET /ET , are2

0.14/
√

ET ⊕ 0.02 and 0.5/
√

E, respectively, where ET is the transverse energy in

GeV. The WHA energy resolution is 0.75/
√

ET ⊕ 0.04.

The shower maximum subdetector (CES) [40] is a set of strip/wire gas-filled

1The divisions between towers always point at the center of the detector.
2The number after ⊕ is the average uncertainty for individual tower calibrations.
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chambers embedded inside the CEM calorimeter at a depth of 6X0 (at a radius of

184.15 cm), where the longitudinal density of the electromagnetic shower is expected

to be maximal. In each half of the CDF II detector in z, and for each 15◦ section in

φ, the CES is subdivided into two further segments in z. Each half has 128 cathode

strips (69 in the lower z and 59 in the higher z segment) separated by ≈ 2 cm that

measure the shower position along the z direction, with a gap of ±6.2 cm at the

z = 0 plane. In each such segment, 64 anode wires (grouped in pairs) with a 1.45 cm

pitch provide a measurement of φ. EM showers generate signals in several adjacent

strips and wires. The reconstruction algorithms can group adjacent hits and such a

set of strip or wire hits is called a CES cluster. The centroid of the cluster defines

the position of an electromagnetic shower in the plane perpendicular to the radial

direction with a resolution of 2 mm in each direction. The information provided by

the CES detector is used both in electron identification and selection and in identifying

π0→γγ candidates resulting from tau lepton decays.

The calorimetry in the end plugs (1.0 < |η| < 3.6) has a rather complicated tower

geometry, but the 15◦ wedge pattern is maintained. The PEM [42] has lead absorber

and scintillating tile read out with wavelength shifting fibers. The PHA uses iron

absorbers. These systems have replaced the gas plug calorimeters which were used in

Run I. The PEM and PHA are 23.2X0 (1λI) and 6.8λI thick respectively. The energy

resolution for high-energy electrons and photons is 0.144/
√

E ⊕ 0.007 for the PEM

and 0.68/
√

E ⊕ 0.04 for the PHA.

3. The Muon Detectors

Muon identification is performed by 4 layers of single-wire proportional drift chamber.

The chambers are filled with a 50-50 mixture of Argon-Ethane gas at atmospheric

pressure, and have maximal drift times near 1 µs. There are three muon subdetectors
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used in this analysis: the central muon detector (CMU), the central muon upgrade

(CMP), and the central muon extension (CMX). The muons that pass the CMU and

CMP are referred to as CMUP muons. The systems provide a resolution of about

0.2-0.6 mm in r − φ direction and about 10 cm in z-direction with nearly 100% hit

efficiency.

The CMU [43] is located directly behind the hadronic calorimeter at radius 347

cm in a limited portion of the central region (|η| < 0.6). It consists of 144 modules of

16 rectangular drift cells. Each module has four radial layers of four cells running in

the z-direction. The modules are arranged into two cylindrical 226 cm long barrels

centered around the beam axis and connected3 at z = 0.

The CMP adds additional coverage in the central region and reduces background

with an additional 30-70 cm of steel shielding, corresponding to 4 pion interaction

lengths. It is mounted on horizontal/vertical planes that are parallel to the beam

line and are at a distance 5-6 m away from it. The drift chambers are aligned along

the z-axis and are arranged into four layers, with each consecutive layer being offset

by half. Outside of the CMP there are tiles of scintillators (CPS) that are used for

triggering by providing a signal for muon information to be read out into trigger.

This is necessary due to slow drift time of muon chambers.

The CMX covers the region 0.6 < |η| < 1.0, except for a 30◦ gap located at the

top of the detector. It is shaped as two truncated cones around the beam line (see

Fig. 5). The radus of the cones is aproximately between 4 and 6 m and they are

positioned between 3.5 to 5 m in |z|. The cones are made of eight physical layers of

drift tubes, with the average muon passing through six. In order to create a truncated

cones out of rectangular cells, the cells overlap at the narrow end of the cone and have

3There is an 18 cm gap due to the central calorimeter arch support.
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no overlap at the wide end. The inside and the outside of the cones is covered with

tiles of scintillators (CSX) to facilitate triggering.

C. Online Tools: The Trigger and Data Acquisition Systems

Collisions occur at the center of the CDF detector every 396 ns. The challenging task

performed by the trigger and data acquisition (DAQ) system is to select, to monitor

the quality, and to store useful physics events from interactions happening at the

rate of 7.6 MHz. Figure 7 [35] presents the data flow diagram through the CDF II

trigger and DAQ system. The necessary rejection rate is roughly 106:1, as only about

100 events per second can be written to tape with an average logging rate of ∼ 23

MB/s. For this purpose the CDF II has a three-level trigger system, which we will

refer to as L1, L2, and L3. The first two levels consist of special-purpose custom built

hardware, allowing for a gradual reduction of the event rate to < 50 kHz at L1 and

down to 300 Hz at L2. At L1 and L2 the event data is separated into many pieces

corresponding to the different detector subsystems. After L2 accepts an event, the

data from all the detector systems is combined into a single event data record by the

event builder [44]. Level 3 is a farm of “commodity” computers running Linux that

filters the datastream coming from the event builder to about 100 events per second

and sends them for data storage. The system is designed so that the operation results

in a minimal or no loss of important data (no dead time).

At each level there are a number of different trigger paths that correspond to

triggering on different physics signals. The relevant trigger pathes for this analysis are

lepton+track trigger pathes that are designed to select events with a central electron

or muon and an isolated track. We will discuss the lepton+track triggers and physics

behind them in details in Section III.A. Here we will only describe the basic elements
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31

of the trigger system that are important for us.

Level 1 picks up events from the 42-cell pipeline for storing events from every

beam crossing and performs some simple hardware based reconstruction. The time

it takes for L1 to analyze an event is ∼ 4 µs. At L1, the eXtremely Fast Track

(XFT) trigger [45] reconstructs tracks in the COT, based on the hit information from

axial COT superlayers only. There are two stages of the track reconstruction: the

track segments are reconstructed in each superlayer; the segments are linked into a

single track by comparing sets of track segments with predefined patterns. A track is

reported by the XFT if 3 or 4 segments were successfully linked. Depending on the

configuration, the track segment may be reconstructed with 10 to 12 hits. In the first

year of Run II the XFT configuration was set to require 10 out of 12 hits (the “2-miss”

XFT configuration). The increased luminosity and COT hit occupancy resulted in an

increased XFT fake rate, thus the XFT was reconfigured to require 11 out of 12 hits

(the “1-miss” configuration). If there are multiple XFT track candidates within one

φ-slice (∆φ = 1.25o) at superlayer 6, only the track with the highest pT is reported

to L1.

In addition to this simple tracking information, L1 has access to the energy

measurements for the calorimeter “trigger towers”, defined as groups of two physical

towers adjacent in η. This tower segmentation is used only in the trigger at L1 and

L2; in all other parts of the text the term “tower” always refers to a physical tower

unless specified otherwise. The L1 trigger performs spatial matching between an

extrapolation of the track trajectories into the calorimeter in the r−φ plane. The

muon triggering at L1 is based on the muon primitives [35] which are created using

an etrapolation of the track position into the muon chambers. It is then linked to the

muon chamber hits positions with a potential addition of CMP or CSX hits used for

confirmation.
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Both L1 and L2 have access to the measurement of missing transverse energy

E/T defined as E/T = −
∑

i E
i
T~ni, where Ei

T is the magnitude of the transverse energy

contained in trigger tower i, and ~ni is the unit vector from the nominal interaction

point to the tower in the plane transverse to the beam direction. Level 2 performs the

same reconstruction algorithms as L1 but with greater accuracy and a longer decision

time of ∼ 20 µs. It also performs clustering of energy in adjacent trigger towers,

and has a better energy measurement due to increased bit count in the readout.

In addition, the CES detector information is available for two fixed thresholds of

the pulse readings in the CES system. Level 2 also matches the extrapolated track

positions with calorimeter clusters and CES clusters.

Level 3 uses a simplified version of the offline reconstruction code (Section II.D),

allowing further refinement of the selection. There are about 200 separate paths or

combinations of L1&L2&L3 triggers that are implemented at Level 3. About 5%

of the events that pass L3 are selected to monitor the quality of data taking and

functionality of the detector systems in real time at the CDF control room.

D. Offline Software

The software used in high-energy physics serves many special purposes, but the main

goal is to reduce and to interpret the experimental data. In order to do that, the

software must provide a framework in which low level signals coming from various

detectors can be used to reconstruct such high level objects as tracks, vertices, elec-

trons, muons, taus, jets, etc. These high level objects are used to select events that

exhibit patterns that might be due to some physics theory. A special case of data is

Monte Carlo (MC) simulated data, which is used extensively to compare theoretical

expectations and experimental observations. After a physics event is generated and
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the detector response to it is simulated, the framework should be able to handle it al-

most as if it was a real event in detector. The following subsections provide details on

the offline software and some of its algorithms for reconstruction and MC generation

and simulation.

1. Reconstruction Software

The CDF II offline software is a large system designed using the “data flow” con-

cept, when various modules consecutively process a stream of data [46]. It is mainly

written in C++ and its event data format is largely based on input/output frame-

work of ROOT system [47]. To produce most of high level object for analysis, the

standard CDF executable called Production runs a series of modules that apply

various reconstruction algorithms to raw detector data4. Those objects are: tracks,

vertices, electrons, muons, jets and π0’s. However, to reconstruct tau lepton hadronic

decays we used a custom analysis level reconstruction5. Below we shortly describe

the algorithms.

The charged particle tracks are reconstructed using helical pattern recognition

algorithms applied to tracker hits: first, short stubs are formed from hits in the 12

layers in each superlayer, then the stubs are linked together to form tracks. A helix is

defined by its curvature C = q/2R, where R is the radius of the helix x-y projection

and q is the particle charge sign, beamline impact parameter d0, and the following

variables measured at the closest to the beamline point: z-coordinate z0, azimuthal

and polar angles φ0 and λ = cotθ. The pT of a track is determined by the helix

4Raw detector data are usually corrected by applying calibration tables that are
kept in a relational database. Such corrections are necessary due to irregularities of
detector response and due to misalignments. Most of calibrations have some specific
update procedures in order to keep them up-to-date.

5Later our tau identification procedure was implemented as a standard one.



34

curvature as pT = eBc
|2C|

≈ 21 GeV/(c·cm)
|C|

. The COT fully covers the region |η| < 1

providing momentum resolution δpT /p2
T ≈ 0.0015 c/GeV and the efficiency about

99.6% for high-pT electron and muon tracks [48]. Other parameters’ resolutions are

δz0 ≈ 0.3 cm, δd0 ≈ 0.25 mm, δφ0 ≈ 0.6 mrad, and δλ ≈ 3 mrad.

When the SVX II tracking information is available, the standalone silicon track-

ing provides the impact parameter resolution δd0 = 40 µm (including 30 µm contri-

bution from the beamline), z-position resolution δz0 = 70 µm, and φ0 resolution of

0.3 mrad. It is also possible to perform full 3D pattern recognition in COT and SVX

separately, and then link them together in a fit in order to extract the best values of

helix parameters. Such combined recognition improves the momentum resolution to

δpT /p2
T ≈ 0.0007 c/GeV.

The first step in identifying an electron candidate is forming a clusters that

combines up to two CEM towers adjacent in η. This is reasonable because electrons

deposit their energy in a small region. And as they deposit almost all their energy in

EM calorimeter, corresponding CHA towers should carry less then 0.125 of EM towers

energy. The information about electron shower position and profile is determined at

the point of the strongest showering at CES by fitting the shape position of CES

clusters of 9 strips and nine wires. If such a calorimeter cluster could be matched

to a track we get an electron candidate, and if no matching track could be found, a

photon candidate is formed.

Muon candidate reconstruction begins with stub finding, with stubs being straight

line patterns of hits in three or four layers of the muon chambers that are consistent

with particle trajectories. Then stubs are linked together with tracks extrapolated

into muon chambers. This analysis uses muon candidates that have both, CMU and

CMP stubs, or just one CMX stub. Adding the amounts of energy deposited by a

track passing through the calorimeter towers completes the information necessary to
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form a muon candidate.

In this study we use jets reconstructed by the standard jetclu algorithm by

looking for clusters of energy in the calorimeter within a cone of radius ∆R ≡
√

∆η2 + ∆φ2 = 0.4. Towers with ET > 1 GeV are used as a seed for the jet search,

then the nearby towers are added to the clusters until its radius is within ∆R ≤ 0.4.

In order to avoid having towers that belong to more than one cluster, and additional

step of splitting and merging is performed [49]. A series of correction are made to

jet energies in order to best approximate the corresponding quark energies [50]. We

apply so called “Level 5” corrections6 which take into account relative detector re-

sponse, multiple interactions and energy loss in the uninstrumented regions of the

calorimeter.

The net imbalance in the transverse energy deposition defines a quantity called

missing transverse energy (E/T or MET), which is often interpreted as neutrino energy.

The uncorrected MET is the magnitude of ~E/T

raw ≡ −
∑

Ei
T n̂i, where n̂i is the unit

vector in the transverse plane pointing from the interaction point to the energy depo-

sition in calorimeter cell i. E/T is E/T
raw further corrected for the muon pT and for the

effects of non-ideal response of the calorimeter to e, τ , and jets (see Section IV.C.6.d

for details). E/T is typically used as a scalar, in which case it refers to the magnitude

of the vector defined above. Studies in minimum bias events gave an estimate of the

MET resolution at 0.4 ×
√∑

ET , where
∑

ET is the scalar sum of the transverse

energy of towers in the calorimeters.

The detailed description of the τh and π0 identification algorithms and variables

could be found in Appendix A.A and Ref. [51]. Here we will only outline major

definitions that are necessary to describe our analysis. The τh candidate is defined

6We use version jetCorr04b of the JetUser package.
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by a narrow cluster of calorimeter towers associated with one or more tracks and

zero or more π0 candidates. The tracks contributing to a τh candidate must satisfy

the following requirements: the highest pT track (“seed track”) is required to have

pT > 6 GeV/c; the other tracks must have pT > 1 GeV/c and be within a tau track

signal cone with an opening angle

αtrk = min[0.17, max(5 GeV/Eclu, 0.05)] (2.1)

around the seed track. We reconstruct π0 candidates by looking at narrow strip and

wire clusters in the CES [51]. The contributing π0 candidates are required to have

ET > 1 GeV and to be within a π0 signal cone of απ0
= 0.17 rad with respect to

the seed track. The track and π0 isolation regions are defined as annuli between

the respective signal cones and the cone of 0.52 rad around the seed track. We

define the tau tracking isolation as number of tracks with pT > 1 GeV/c in the track

isolation region, and the π0 isolation is defined as sum of the transverse energies of

the π0 candidates in the π0 isolation region. The τh candidate visible 4−momentum

is defined as

pτ ≡
∑

δθ<αtrk

ptrk +
∑

δθ<α
π0

pπ0

, (2.2)

where
∑

ptrk and
∑

pπ0

are the sums of momenta of tracks and π0 candidates in their

respective signal cones.

2. Monte Carlo Event Simulation

This study relies heavily on the use of Monte Carlo event generation which is followed

by full detector simulation and event reconstruction. Due to the complexity of the

detector system, MC methods provide the only possible way to accurately model

the observables for the stop pair production predictions. We are also dependent on
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MC predictions for most of the background processes. A full generation-simulation-

reconstruction chain is fulfilled by the standard at CDF set of executables called MC

Production [52]. We used the official CDF Electroweak group MC Production tarball

made with the offline CDF software version 5.3.3.

The MC Production runs first one of MC event generators which use theoretical

cross section formulae, random number generation, initial and final state radiation

and hadronization mechanisms, and special particle decayer packages to produce pos-

sible outcomes of physics processes. The result for each generated event is a list

of particles that would enter the detector volume including their kinematics and re-

lation to the primary collision particles. We use pythia [53] version 6.216 as a

MC generator, as it reliably describes the pp̄→t̃1t̃1 production, QCD radiation and

hadronization. It is based on leading order matrix elements followed by coherent

parton shower eveluation and hadronization to simulate gluon radiation and frag-

mentation. For proper handling of the τ lepton and b quark decays we use tauola

v2.6 [54] and qq v9.1b [55] correspondingly. We do that because pythia has limited

implementation for decays of these particles. In the generation we use CTEQ5L [56]

for the parton distribution functions (PDFs) and the renormalization scale, Q, is

given by Q =
√

m(t̃1)2 + pT (t̃1)2. For each run a number of events proportional to

the run integrated luminosity was generated. Effects of the instantaneous luminosity

are taken into account by adding extra minimum bias events [52], which are also

generated using pythia.

Further, an event undergoes the geant3-based [57] CDF II full detector simu-

lation. The detector parametrization used for this purpose is measured in real data

corresponding to the data taking period used in this analysis. Before entering the

actual detector simulation simulation, each primary vertex is placed in a particular

space-time point following a (Gaussian) distribution with run-dependent parameters.
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The geant3-based simulation performs the following tasks: step-by-step particle

propagation through the detector medium following a detailed geometrical represen-

tation of CDF II, creation of detector hits (digitization) using particle position and

energy loss in each step, and particle-to-hit association. The results of this procedure

are finally converted into the raw data format that is the same as coming from the

real detectors and data.
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CHAPTER III

DATASETS AND MONTE CARLO SAMPLES

The datasets used in this analysis were collected by the lepton plus track triggers [58].

These triggers select events that contain electron (or muon) and an isolated track,

that requires isolation in its 10◦-30◦annulus. If tau decays hadronically, it would very

likely pass such an isolated track requirement. Thus, the triggers provide data samples

enriched with the electron (muon) plus an hadronically decaying tau signature. The

minimum pT requirements for the “lepton” and the “track” legs are 8 and 5 GeV/c

correspondingly.

The dataset contains 322 ± 19 pb−1 of data taken by CDF between March 2002

and August 2004. The standard of 6% on the integrated luminosity is taken from

Ref. [59]. For this analysis we select physics runs that have fully functioning detector

systems that are relevant to this analysis. For this purpose we use the run list

conventionally named at CDF as “good run list,” and we use its 7th version. As

we do not use b-tagging for this study, we do not require good silicon tracking system

during runs in this list. However, we do require fully functioning electron and muon

detector systems. It should be noted that the CMX system started its operation in

August 2002, so we ignore bad CMX system indication for runs <150145. It makes

the luminosity obtained by the CMX muon plus track trigger path 18 pb−1 less than

for the other triggers.

Signal samples for the study were obtained using pythia [53] with the geant3-

based [57] CDF II detector simulation. Estimation of the backgrounds was performed

using MC simulated samples as well as the same lepton plus track triggers dataset.

Further in this chapter we provide more details on the lepton plus track triggers, their

efficiencies and the samples for the analysis.
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A. Lepton Plus Track Triggers and Datasets

The lepton plus track triggers in the CDF Run II were designed to be sensitive to

events with two medium-pT leptons, including events where one of the leptons is

an hadronically decaying tau (τh). The “lepton” leg of the triggers corresponds to

electron or muon candidate, that might originate from a real electron or muon, or

a leptonically decaying tau (τl). Such triggers allow us to explore a large region of

SUSY parameter space where we may expect taus in the final states. The improved

tracking in CDF Run II that allowed to use tracking information in L1 triggers served

as another motivation (see Section II.C).

The original design and detailed studies for these triggers are presented in Refs. [60]

and [61]. The evolution of the triggers since their implementation as well as possible

physics topics that might benefit from use of the triggers are discussed in Ref. [62].

The lepton plus track triggers include three trigger paths: electron plus track,

CMUP muon plus track, and CMX muon plus track. Each of the three pathes of

lepton plus track triggers has specific requirements at each level which are given

in Tables III, IV, and V for electron plus track, CMUP muon plus track, and CMX

muon plus track correspondingly. Since their installation in January 2002, the triggers

experienced several minor modifications which were necessary in order to adjust better

to the existing running conditions [62]. The requirements presented in here are for

the later runs in the dataset.
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TABLE III: Requirements for the electron plus track
(TAU ELECTRON8 TRACK5 ISO) trigger path.

Trigger Name Requirements

Level 1
L1 CEM8 PT8 • electron side:

seed tower ET ≥ 8 GeV in central;
Ehad/Eem ≤ 0.125 ;
“4 layer” or “3 layer” XFT pT ≥ 8.34 GeV/c;
pointing to the seed tower;

Level 2
L2 CEM8 PT8 CES3 & TRK5 DPHI10 • electron side:

cluster seed ET ≥ 8 GeV in central,
shoulder ET ≥ 5 GeV;
Ehad/Eem ≤ 0.125;
“4 layer” XFT pT ≥ 8.34 GeV/c pointing to
the seed;
CES E ≥ 3 GeV;
• isolated track side:
second “4 layer” XFT pT ≥ 5.18 GeV/c;
• other requirements:
the angle between 1st and 2nd XFT is ≥ 10◦;

Level 3
L3 ELECTRON8 TRACK5 ISO • electron side:

ET ≥ 8 GeV (calculated with track z0);
pT ≥ 8 GeV/c;
χ2

strip ≤ 20;

|∆zCES| ≤ 8 cm;
• isolated track side:
pT ≥ 5 GeV/c;
|η| ≤ 1.5;
no track with pT > 1.5 GeV/c and |∆z0| < 15 cm
in 0.175 ≤ ∆R ≤ 0.524;
• other requirements:
|z0(e) − z0(trk)| ≤ 15 cm;
∆R(e, trk) ≥ 0.175.
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TABLE IV: Requirements for the CMUP muon plus track
(TAU CMUP8 TRACK5 ISO) trigger path.

Trigger Name Requirements

Level 1
L1 CMUP6 PT4 CMU stub pT ≥ 6 GeV/c;

number of CMP hit layers > 2;
“4 layer” associated XFT pT ≥ 4.09 GeV/c;

Level 2
L2 CMUP6 PT8 “4 layer” XFT pT ≥ 8.34 GeV/c;

Level 3
L3 CMUP8 TRACK5 ISO • muon side:

pT ≥ 8 GeV/c;
|∆xCMU| < 15 cm;
|∆xCMP| < 20 cm;
• isolated track side:
pT ≥ 5 GeV/c;
|η| ≤ 1.5;
no track with pT > 1.5 GeV/c and |∆z0| < 15 cm
in 0.175 ≤ ∆Θ ≤ 0.524;
• other requirements:
|z0(µ) − z0(trk)| ≤ 15 cm;
∆R(µ, trk) ≥ 0.175.

Figure 8 illustrates the reduction of the cross section for each trigger path at each

trigger level, comparing to the cross section values for inelastic scattering, Z → ``

(where ` is e, µ or τ), and stop pair production with m(t̃1) = 100 GeV/c2. It shows

the effectiveness of the triggers in reducing the amount of data necessary for a relevant

physics analysis.

B. Lepton Plus Track Trigger Efficiencies

The lepton plus track triggers are very efficient in selecting events with an elec-

tron/muon candidate and an isolated track in the final state. The trigger algorithms

are simpler and are optimized not only for efficiency but also for speed, datastream
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TABLE V: Requirements for the CMX muon plus track
(TAU CMUP8 TRACK5 ISO) trigger path.

Trigger Name Requirements

Level 1
L1 CMX6 PT8 CSX CMX stub pT ≥ 6 GeV/c;

“4 layer” associated XFT pT ≥ 8.34 GeV/c;
require CSX;

Level 2
L2 AUTO L1 CMX6 PT8 CSX auto accept;

Level 3
L3 CMX8 TRACK5 ISO • muon side:

pT ≥ 8 GeV/c;
|∆xCMX| < 30 cm;
• isolated track side:
pT ≥ 5 GeV/c;
|η| ≤ 1.5;
no track with pT > 1.5 GeV/c and |∆z0| < 15 cm
in 0.175 ≤ ∆Θ ≤ 0.524;
• other requirements:
|z0(µ) − z0(trk)| ≤ 15 cm;
∆R(µ, trk) ≥ 0.175.

capacity, and degree of data reduction. Thus, the main sources of inefficiency are

L1 and L2 triggers, which utilize low level detector data to perform simple but fast

reconstruction.

We parametrize the trigger efficiencies as functions of pT and other trigger pa-

rameters. We use the parametrized trigger efficiencies for MC samples for signal and

backgrounds. Then we convolute them with MC in order to calculate average trigger

efficiency. Trigger efficiencies for the lepton+track triggers were measured for each of

the two legs separately using data taken over the same running period as the one used

in this measurement. The details of the measurements are presented in Appendix B.

Here we give a brief summary.

Efficiency for the electron leg is calculated using a sample of conversion electrons
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reconstructed in jet and muon data and is described in detail in Appendix B.B and

Refs. [63, 64]. Efficiency of the muon leg in the muon+track trigger was measured

using Z → µµ and Υ events as a function of muon track pT and associated track

pT , see Appendix B.C and Refs. [65, 66]. Average plateau efficiency for the muon

leg is found to be approximately 95%. For the “track” leg, the measurement of the

trigger efficiency (see Appendices B.A and Refs. [67, 68]) is made in assumption that

this leg is a hadronic tau and the efficiency is parametrized as a function of several

tau variables. In the course of measuring efficiencies, we verified that the trigger

efficiencies for the two legs are independent, e.g., we compared efficiency for events
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with a single tau candidate and for events with tau candidate and an additional loose

lepton. Average efficiency for the track leg above 10 GeV/c is approximately 96%,

and it shows slow continuous growth towards higher pT . We attribute this tendency

to special features in the XFT track finding algorithm as discussed in Ref. [67].

C. Monte Carlo Signal Samples

In order to simulate and reconstruct signal events pp̄→t̃1t̃1 we use run dependent MC

production [52]. The details of generation and simulation were described earlier in Sec-

tion II.D.2. The full event reconstruction procedure was explained in Section II.D.1.

Here we just mention that pythia [53] version 6.216 is a MC generator of choice, and

it uses CTEQ5L [56] for PDFs and Q =
√

m(t̃1)2 + pT (t̃1)2 for the renormalization

scale. The full CDF II detector simulation is based on geant3 package [57].

For each of the t̃1 mass point (100, 110, ... 170 GeV/c2) we generate a sample of

1 event per nb−1 (about 70k events per sample).

D. Data and MC Samples for Background Estimations

Here we only list the samples that we use for the background studies. For general

discussion of the backgrounds see Section IV.E.

To estimate the contribution of Drell-Yan backgrounds, Z/γ∗ → τlτh and Z/γ∗ →

ll we use the official MC samples, which were produced with the same MC production

tarball as our signal samples. However, it should be noted that we use data to correct

Drell-Yan backgrounds for deficiencies in kinematics of Z boson production simulation

in MC. In Appendix C we present detailed discussion about it. For the tt̄ and diboson

productions we use the official samples provided by the CDF Top group. All the

samples we produced using pythia as MC generator. For the reference purpose, the
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following list shows the CDF MC dataset names for the mentioned samples:

• Z/γ∗ → τlτh: zewk8t;

• Z/γ∗ → ee: zewkae;

• Z/γ∗ → µµ: zewk6m;

• inclusive tt̄: ttop0z;

• WW : wtop1w.

Our estimate of the QCD background contribution is data based, using the lepton

plus track dataset with non-isolated lepton, as it is described in Section IV.E.4.
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CHAPTER IV

EVENT ANALYSIS

A. Overview and Analysis Methodology

To every data sample we apply a set of selection criteria that are optimized to enhance

the separation of signal events from events that belong to background process. If

after such a selection we would see in the end a significant excess of number of

events observed in data over our background expectations, that would be a sign of

stop discovery. However, if no significant excess would be observed, we may set an

upper 95% C.L. on stop pair production cross section times β2, which we define as

β ≡ B(t̃1→τb).

Our analysis technique is similar to a ‘blind’ analysis technique and avoids any

bias in the results. After selecting a quality lepton (electron or muon), a hadronic tau

candidates and applying additional cuts to suppress backgrounds, we divide events

into several regions (see Section IV.A.3 for details) using number of jets separated

from lepton and tau and transverse mass of lepton and transverse missing energy.

The region with two or more jets and low transverse mass contains most of the signal

and relatively low fraction of the background. We do not look at the data in this

region until all the selection criteria for signal events and estimation of the signal

event acceptance and the backgrounds were finalized in each region.

It should be noted that during the limit calculation we use signal events not only

from the signal region. That allows us to obtain a better limit.

1. Analysis Procedure

The event selection has the following steps:
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1) preselection1: applying filers for “good run list”(see Chapter III), possible spe-

cial HEPG event selection, and filter for removing possible duplicate events;

2) selection of a reconstructed electron or muon and a hadronic tau candidates

that have specific kinematic requirements and are within fiducial volume of the

detector (Section IV.C.1);

3) improving quality of the lepton and hadronic tau candidates by applying stan-

dard sets of identification cuts (Sections IV.C.2 and IV.C.3);

4) further improving the selection quality by requiring leptons to be isolated from

tracks and jets (Section IV.C.4);

5) applying parametrized trigger efficiencies to Monte Carlo events (Section IV.C.5);

6) additional event level requirements in order to suppress and separate back-

grounds (Section IV.C.6) and to sort events out into different side-band and

control regions (Section IV.A.3).

This procedure was implemented using the Stntuple package from CDFSOFT2. Stntu-

ple provides an extended ROOT ntuple format with a corresponding infrastructure

that provides tools for developing an analysis code.

The event selection procedure is performed for all our datasets and samples. As

it was mentioned in previous Section, in order to avoid biasing our results we do not

look at data in the signal region until our selection is optimized and validated. After

the selection and estimation of backgrounds is finalized, we open the signal region for

data events.

1Note that for MC samples the number of events that are left after the preselection
is considered as a baseline number to calculate the acceptances.
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For statistical interpretation of the data, we developed a likelihood method that,

in addition to our primary signal region, utilizes side-band regions (Section IV.A.3),

which are used to perform data-driven background estimations and to improve the

sensitivity of the analysis. The result of such statistical interpretation is the likelihood

which might be used either to set upper 95% C.L. limits on σ(t̃1
¯̃t1)×β2. or to measure

the value of σ(t̃1
¯̃t1) × β2 in case of an observed data excess in the signal region.

2. Signal and Background Properties Overview

In this Section we mention the properties of signal events that distinguish them from

background events and give a short overview of SM processes that are important

backgrounds for this study. The detailed description of the background estimation

procedures is given in Section IV.E.

Most of signal events are expected to have two or more energetic jets that origi-

nate from decays of b quarks. Also signal events tend to have low transverse mass of

lepton and E/T , which is defined as

mT (l, E/T ) =
√

2 × pT
lE/T × (1 − cos ∆Θ). (4.1)

It should be noted that for electron one should use its measured ET instead of the

track pT , as it provides more accurate number for a true electron energy. Another

variable that helps in separation of sinal events from background is the scalar sum of

lepton, tau and missing energy

YT (l, τh, E/T ) ≡ pT (l) + pT (τh) + E/T . (4.2)

Note again that we use ET instead of pT for electron.

Major backgrounds for this search are Drell-Yan Z → ττ and Z → ll events. The

Z → τlτh+ ≥ 2 jets process has similar signature as our RPV stop pair production.
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As for the Z → ll+ ≥ 2 jets processes, one of the leptons might be misidentified

as tau candidate. The fraction of events with two or more extra jets is small for

Drell-Yan processes, so the requirement of Njet ≥ 2 with ET
cor > 20 GeV effectively

separates signal from Drell-Yan backgrounds. The value of jet energy threshold was

optimized for better limit setting (see Section IV.C.6.e). Also typical values of YT in

Drell-Yan events are usually smaller than those in signal events.

The minor backgrounds include tt̄, W + jets, QCD multijet, and diboson pro-

duction events. The tt̄ pair production also provides a similar signature as our signal,

however it has smaller than Drell-Yan with two or more jets cross section. The tt̄

events also tend to have high mT values. Diboson production include WW , WZ,

and ZZ pair production. They have very small cross section, and they contribute

very little to our analysis. In QCD multijet events, e.g., semileptonic b quark decays

or γ conversions can be misidentified as lepton signal candidates, and narrow jets

can be misidentified as tau candidates. We use isolation requirements applied to the

lepton and tau candidates and minimal YT cut to discriminate this background. The

W + jets events find their way into our sample via their jet being misidentified as a

tau candidate. These events typically have large mT which helps to separate them

from signal.

3. Signal, Side-Band and Control Region Definitions

As it was discussed in Section IV.A.2, signal events tend to have small mT and two or

more extra jets. We define signal region as mT < 35 GeV/c2 and Njet≥ 2. The value

of mT < 35 GeV/c2 was not specifically optimized, but it separates the W + jets

background very effectively. We use mT and Njet to define side-band and control

regions. Table VI illustrates the definition of six regions in the mT versus Njet plane

with the dominant contribution indicated for each region. Regions A, B, C and D are
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used in setting final limit, regions A′ and B′ are used as control regions. We also use

lower than default 110 GeV value of YT cut, YT ≥ 80 GeV, to consider all the regions

except A for control and validation purposes.

TABLE VI: Definition of six regions in the mT versus Njet plane with the dominant
contribution indicated for each region. Regions A, B, C and D are used in setting final
limit, regions A′ and B′ are used as control regions.

mT < 35 mT > 35

Njet ≥ 2 A ('60% of signal, Drell-Yan) B ('40% of signal, W+jets, tt̄)

Njet = 1 A′(Drell-Yan) B′ (W+jets)

Njet = 0 C (Drell-Yan) D (W+jets)

B. Stop Pair Production Cross Section and Its Uncertainty

As it was mentioned in Section I.C.2, at the Fermilab Tevatron stop quarks and

antiquarks can be produced in pairs and Figure 1 shows the LO Feynman dia-

grams that contribute to the stop pair production process. To estimate the next-

to-leading (NLO) cross section of stop pair production we use prospino version

2 [69], our nominal choice of CTEQ6.1M PDFs [70], and a renormalization scale of

Q =
√

m(t̃1)2 + pT (t̃1)2. The expected cross section dependence on m(t̃1) is shown

in Fig. 9, which presents the numerical values from Table VII.

There are two major sources for the systematic uncertainty on the theoretical

prediction for the cross section. They are coming from the uncertainties on the choice

of PDF and the choice of the renormalization and factorization scales. We analyzed

the dependence of the theoretical cross section on choice of the PDF set by using
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FIG. 9: The NLO cross section for the pp̄ → t̃1
¯̃t1 process using CTEQ6M PDF set

and with renormalization and factorization scales set to
√

m(t̃1)2 + pT (t̃1)2.

the CTEQ6.1 infrastructure for the uncertainty estimation [70]. CTEQ6.1 provides

a special “error” set of 20 uncertainty pairs. The set is based on ±1σ deviations

of a diagonalized set of 20 parameters which have their most likely values tuned

using a global fit to experimental data. We calculate the cross section deviations

from its most likely value obtained with the best-fit PDF for all 40 “error” PDFs.

Following the special summation procedure described in details in [71], we combine

these numbers in order to find the “+” and “−” uncertainties on the cross section

due to the choice of PDF. We also studied the cross section dependence on a choice

of the renormalization and factorization scales, by using a half and a double of the

default values.
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TABLE VII: Predictions for the stop pair production cross section (in pb) as a function
of stop mass at NLO as calculated by the prospino program [69]. Calculation is
using CTEQ6M PDF set and renormalization and factorization scales are both set to√

m(t̃1)2 + pT (t̃1)2.

m(t̃1)[GeV/c2]

100 110 120 130 140 150 160 170

σ(pp̄→t̃1
¯̃t1) [pb] 15.1 8.89 5.44 3.45 2.25 1.50 1.023 0.708

We find that PDF uncertainties are surprisingly large2 and are comparable to the

effect due to variations in the scale. Table VIII provides details on the the uncertainty

values for each case and stop mass. We combine both uncertainties into a single

number by summing them in quadratures to obtain an ∼18% systematic uncertainty

on the theoretical cross section. The details on how we use this uncertainty while

calculating the stop cross section and mass limits could be found in Section V.C.

C. Signal Event Selection and the Acceptance

1. Geometric and Kinematic Acceptance for Leptons

a. Definitions

The geometrical and kinematical event acceptance is defined as a fraction of stop

events satisfying the following requirements: an event has at least one reconstructed

pair of lepton (l = e or µ) and τh candidates that satisfy kinematical and fidu-

cial requirements as specified in Table IX and are separated by the requirement

2PDF uncertainty is an order of 10% mainly due to the “error” PDFs sets number
5 and number 15, which are related to the high x gluon fraction, which is rather
poorly constrained.
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TABLE VIII: Estimated theoretical uncertainties on the stop pair production cross
section due to variations in the PDF and the choice of the renormalization and factor-
ization scales.

Uncertainty m(t̃1)[GeV/c2]

source: 100 110 120 130 140 150 160 170

Uncertainty [%]

PDF“+” 13.3 14.1 14.9 15.5 16.0 16.2 16.5 16.7

PDF“−” −9.13 −9.8 −10.0 −10.3 −10.3 −10.4 −10.5 −10.2

0.25Q2 13.1 12.1 11.3 10.6 10.0 9.5 9.1 9.0

2Q2 −15.1 −14.7 −14.3 −14.1 −13.9 −13.8 −13.7 −13.5

Combined“+” 18.7 18.6 18.8 18.8 18.9 18.8 18.8 19.0

Combined“−” −17.6 −17.7 −17.5 −17.5 −17.3 −17.2 −17.2 −17.0

∆R(l, τh) > 0.7. Note that these fiducial requirements ensure not only robust event

reconstruction, but also high and well understood efficiency of triggering.

For the signal acceptance calculation we require that selected lepton and tau

candidates are matched to generator level (HEPG) leptons in order to exclude mistags,

e.g. when one of the jets is identified as a tau candidate. While after applying all

the identification and selection cuts, these mistags are seen extremely rarely, at this

stage mistagging happens rather often and therefore meaningful acceptance number

requires matching of reconstructed objects to the generator level information.

b. Corrections and Systematic Uncertainties

The dominant sources for the corrections and systematic uncertainties in measure-

ment of the geometrical and kinematical event acceptance are following: the track
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TABLE IX: Geometrical and kinematical requirements for electron, muon, and tau.

Electron: Muon: Tau

CdfEmObject CdfMuon CdfTau

CEM CMUP or CMX

ET > 10 GeV pT > 10 GeV/c pT
seed−trk > 6 GeV/c

pT > 8 GeV/c pT
vis > 15 GeV/c

|η| < 1.0 |ητ
det| < 1.0

|ze−trk
0 | < 60 cm |zµ−trk

0 | < 60 cm

|zCOT| < 150 cm |zµ−trk
R=137| < 150 cm |zτ−trk

R=137| < 150 cm

Ele SMX Fiducial = 1 Fiducial in CMUP or CMX 9 < |zτ−trk
RCES

| < 230 cm

reconstruction efficiency, the muon stub-finding efficiencies the and material uncer-

tainty. The detailed discussion of most of them is presented in Ref. [51].

The track reconstruction efficiency was studied in W → eν events and it revealed

no difference between data and MC, with an uncertainty of 0.4% per track. We as-

sign this as a systematic uncertainty due to knowledge of the tracking reconstruction

efficiency for the electron track and for the seed track in one-prong taus. The case of

three-prong taus is somewhat different, because the additional tracks create higher

occupancies that may have a larger effect on pattern recognition. We assign a sys-

tematic uncertainty in the knowledge of track reconstruction efficiency of 3% for the

three-prong taus, making use of the results obtained in the CDF measurement of D±

meson production [72]. The D± mesons have multiplicity and momentum distribu-

tions similar to those of the three-prong taus, making such comparisons valid. Note

that the three-prong taus constitute about a third of the total used in the study, and
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thus the average systematic uncertainty due to the track reconstruction efficiency in

eτh events must be weighted accordingly:

εtrk
eτh

' 2/3 × (εe + ε1−pr) + 1/3 ×
√

(ε2
e + ε2

3−pr) ' 1.4% , (4.3)

where ε1−pr and ε3−pr are track reconstruction efficiency uncertainties for one and

three-prong taus, and εe is electron track reconstruction efficiency uncertainty. Note

that this uncertainty is “per event” and not “per track.”

For muon channels we do not consider the track reconstruction efficiency for

muon leg separately, instead we use the results of Ref. [73] which are the scale factors

to compensate for the difference in stub-finding efficiencies between data and MC:

fCMUP = 0.941 ± 0.008 and fCMX = 0.987 ± 0.003, for the CMUP and CMX respec-

tively. So, to find the average systematic uncertainty due to the track reconstruction

efficiency in µτh events we make use of Eq. (4.3) setting εe = 0, which results in

εtrk
µτh

' 1.2%.

The MC prediction for the efficiency of the |ze−trk
0 | < 60 cm cut is checked by

comparing its efficiency in minimum bias pp̄ collision data to the MC prediction. No

deviation is found and the statistical accuracy of this comparison, 0.3%, is assigned

as a systematic uncertainty.

The uncertainty due to the imprecise knowledge of the amount of material in

the detector is estimated by comparing the default acceptance to that measured with

the case where the amount of material in the detector simulation is shifted. The

comparison leads to about a 0.4% effect. For the µτ channel, without the impact of

bremsstrahlung that exists for the electron channel, the effect of material uncertainty

can be neglected. The effects of difference due to calorimeter scale calibration in data

and MC turned out to be negligible compared to the leading effects.

We also performed a study [74] of the effect of a cut on the maximum number of
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TABLE X: The scale factors and systematic uncertainties in measurement of the
geometrical and kinematical event acceptance.

Channel CEM CMUP CMX

Effect Multiplicative Correction

Track Reconstruction 1.000 ± 0.014 1.000 ± 0.012 1.000 ± 0.012
Stub Reconstruction 1.0 0.941 ± 0.008 0.987 ± 0.003
|z0| < 60 cm 1.000 ± 0.003 1.000 ± 0.003 1.000 ± 0.003
Material Uncertainty 1.000 ± 0.004 1.0 1.0

Scale factor 1.000 ± 0.015 0.941 ± 0.015 1.000 ± 0.013

towers Ntow in a tau cluster, which is set to six. A significant difference between data

and MC due to this effect might be expected due to the deficiencies in the simulation

of the lateral profile of a hadronic shower in the calorimeter. However, our study have

shown that the corresponding systematic uncertainty due to this effect is negligible.

Table X shows the combination of correction factors and associated uncertainties.

c. Results

The geometrical and kinematical event acceptance depends on the mass of the stop.

Table XI shows the break down of efficiencies of the requirements for signal events

with m(t̃1) = 150 GeV/c2. In Table XII we present the summary of acceptance

calculations for each of the generated stop mass points.

2. Electron and Muon Identification and Efficiency

Table XIII shows the efficiency for electron at each stage of the identification cuts.

We assign a scale factor of 1.00 with a systematic uncertainty of 0.5%, as suggested by

recent data and MC comparisons [75]. Note that this scale factor is fully applicable for

events with electron ET > 20 GeV, while about 25% of stop events have electrons with

lower ET . To correct for this, we use results of Ref. [76], where the low ET electron
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TABLE XI: Kinematical and geometrical acceptance for the case of m(t̃1) = 150
GeV/c2. Note that reconstructed objects (CdfElectron, CdfMuon or CdfTau for e,
µ or τh candidates correspondingly) are required to match to a corresponding HEPG
particle. Fiduciality requirement includes XFT fiduciality and CES or CMUP/CMX
fiduciality.

e + τ µCMUP + τ µCMX + τ

Electron: Efficiency (%) Muon: Efficiency (%) Muon: Efficiency (%)

CdfElectron 73.9 ± 0.2 CdfMuon: 68.8 ± 0.2 68.8 ± 0.2
η 84.5 ± 0.2 CMUP 38.2 ± 0.2 CMX 18.7 ± 0.2
ET 77.7 ± 0.2
pT 94.1 ± 0.1 pT 83.0 ± 0.3 pT 78.3 ± 0.4
z0 97.0 ± 0.1 z0 96.7 ± 0.1 z0 97.3 ± 0.2
Fiducial 84.2 ± 0.2 Fiducial 97.8 ± 0.1 Fiducial 67.7 ± 0.5

Total 37.3 ± 0.2 23.8 ± 0.2 7.67 ± 0.10

Tau:

CdfTau(*) 66.3 ± 0.3 66.3 ± 0.4 65.3 ± 0.7
η 87.5 ± 0.3 87.8 ± 0.3 87.5 ± 0.6
ET 95.2 ± 0.2 95.2 ± 0.2 95.2 ± 0.4
Seed pT 97.5 ± 0.1 97.6 ± 0.2 98.2 ± 0.3
Fiducial 90.6 ± 0.2 89.6 ± 0.3 90.5 ± 0.6

Total 48.8 ± 0.3 48.5 ± 0.4 48.3 ± 0.7

∆R(e, τ) 96.7 ± 0.2 96.1 ± 0.2 97.3 ± 0.3

α 17.6 ± 0.1 11.06 ± 0.12 3.61 ± 0.07

Scale Factor 1.000 ± 0.015 0.941 ± 0.015 0.987 ± 0.013

Final α 17.6 ± 0.1 ± 0.3 10.41 ± 0.11 ± 0.17 3.56 ± 0.07 ± 0.05

ID scale factor was determined to be 1.000 ± 0.025. Weighting the two numbers, we

obtain an average systematic uncertainty of approximately 1%. Note that isolations

are not included in the lepton ID and are considered separately (see Section IV.C.4).

To improve purity of the signal, a set of muon identification cuts is applied. We

use nearly standard cuts (e.g. see Ref. [73]), as nearly 75% of our signal muons have

pT >20 GeV/c. The full list of cuts and corresponding MC efficiency can be found in

Table XIV.

We estimate the efficiency of the muon identification cuts using MC for events
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TABLE XII: Acceptance for t̃1
¯̃t1 → bb̄τlτh as a function of stop quark mass. Accep-

tance values quoted at this point are not corrected for the known differences in stub
finding efficiency between data and MC.

m(t̃1) [GeV/c2]

100 110 120 130 140

αCEM 11.15 ± 0.12 12.61 ± 0.12 14.12 ± 0.13 15.36 ± 0.14 16.60 ± 0.14

αCMUP 7.28 ± 0.10 7.96 ± 0.10 8.97 ± 0.11 9.71 ± 0.11 10.06 ± 0.12

αCMX 2.58 ± 0.06 2.84 ± 0.06 3.16 ± 0.06 3.28 ± 0.07 3.60 ± 0.07

150 160 170

αCEM 17.59 ± 0.14 18.59 ± 0.15 19.45 ± 0.15

αCMUP 11.07 ± 0.12 11.89 ± 0.12 12.10 ± 0.13

αCMX 3.61 ± 0.07 3.77 ± 0.07 4.18 ± 0.08

passing the acceptance cuts and scale the efficiency using scale factors from [73].

Note that we total additional systematics of 3% for CMUP, as our ∆xCMU < 4 cm is

different to the standard one (∆xCMU < 3 cm), and this cut is mainly responsible for

the differences between data and MC. We used Fig. 14 of Ref. [77] to estimate the

difference in the scale factor due to difference in cuts and find that it to be at the

level of 1%. Combining with a scale factor uncertainty from Ref. [73] and re-weighting

the uncertainty to account for about 25% of events in the lower pT region (below 20

GeV/c), we conclude that the 3% uncertainty that we use is very conservative. We

do not require presence of the primary vertex, so the beam (x, y) position is used to

correct the measured track impact parameter.
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TABLE XIII: Efficiency of electron identification cuts using stop MC sample with
m(t̃1) = 150 GeV/c2. We apply a scale factor from Ref. [75].

Efficiency [%]

Track Quality 99.8 ± 0.1

Ehad/Eem < 0.055 + 0.00045 × E 97.9 ± 0.1

E/p < 2.0 (for pT < 50 GeV) 92.1 ± 0.2

−3.0 < Qtrk · ∆x < 1.5 cm 98.9 ± 0.1

|∆z| < 3 cm 99.6 ± 0.1

χ2
strip < 10 96.8 ± 0.2

Lshr < 0.2 97.9 ± 0.1

|d0| < 0.2 cm 99.6 ± 0.1

Cumulative 83.8 ± 0.3

Scale Factor 1.00 ± 0.01

Final Efficiency(*) 83.8 ± 0.4 ± 0.9

3. Tau Identification and Efficiency

We apply the same hadronic tau ID cuts as in the Z→ττ cross section measurement,

except for the different tau tracking isolation. This modification is necessary because

stop events have significantly more activity due to hard jets in the event, which

becomes a dominant issue in the efficiency of the isolation cut. In this measurement

we estimate the efficiency using MC and correct it using the same scale factors except

for the isolation cut. The dominant background in this analysis is Z→ττ and not

QCD. This motivates us to loosen the isolation requirement: instead of using the

pT sum of tracks in the isolation cone, we fall back to original requirement of no
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TABLE XIV: Efficiency of muon ID cuts for CMUP and CMX muons for t̃1
¯̃t1 → bb̄τµτh

for the case m(t̃1) = 150 GeV/c2. We use MC efficiency as a default. We quote al-
ternative efficiencies obtained either directly from data or via MC-to-data comparisons
as explained in the text. For all other cuts we use MC and apply scale factors from
Ref. [73], and assign additional systematics of 3% for CMUP taking into account dif-
ferences between our cuts and the cuts used in Ref. [73].

CMUP CMX

Track Quality 99.9 ± 0.1 99.9 ± 0.1

Eem < 2, Ehad < 6 GeV 93.5 ± 0.3 93.8 ± 0.5

|d0| < 0.2 cm 99.9 ± 0.1 99.9 ± 0.1

∆xCMU < 4 and ∆xCMP < 7

or ∆xCMX < 6 cm 97.8 ± 0.2 98.0 ± 0.3

Cumulative 91.3 ± 0.3 91.9 ± 0.6

Scale Factor 0.939 ± 0.030 0.990 ± 0.003

Final Efficiency(*) 84.9 ± 0.3 ± 3.7 91.0 ± 0.6 ± 0.3

tracks with pT > 1 GeV/c in the isolation cone. However, in this analysis procedure

we chose to separate the isolation cuts from identification, and the issues related to

isolation are discussed later in Section IV.C.4. Full list of cuts and their efficiencies

can be found in Table XV. The scale factor of 1.00±0.03 resulted from our study [74]

and we provide some details on how it was obtained in Appendix A.B.

4. Lepton Isolation Requirements and Efficiencies

We require that both lepton (e, µ) and tau candidates are isolated. The isolation

requirement that we use contains two parts: jet isolation and tracking isolation. For

the jet isolation part we require no jets in an annulus of 0.3 < ∆R < 0.8 around the
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TABLE XV: Efficiency of tau ID cuts for t̃1
¯̃t1 → bb̄τlτh for the case m(t̃1) =

150 GeV/c2. We assign a systematic uncertainty of 3% [74].

Requirement Electron Channel Muon Channel

CMUP CMX

Seed Track Quality 99.4 ± 0.1 99.4 ± 0.1 99.2 ± 0.2

|zτ−seed
0 − z

e/µ−trk
0 | ≤ 5 cm 98.9 ± 0.1 98.8 ± 0.2 99.1 ± 0.2

dτ−seed
0 < 0.2 cm 98.0 ± 0.2 97.6 ± 0.2 96.7 ± 0.4

ξ > 0.1 94.5 ± 0.3 94.4 ± 0.3 94.1 ± 0.6

mtrk ≤ 1.8 GeV/c2 &

mtrk+π0 ≤ 2.5 GeV/c2 95.3 ± 0.1 95.6 ± 0.3 94.5 ± 0.6

N τ cone
trk = 1 or 3 86.7 ± 0.4 85.7 ± 0.5 85.0 ± 0.9

Cumulative 75.2 ± 0.5 74.0 ± 0.6 71.8 ± 1.1

Scale Factor 1.00 ± 0.03 1.00 ± 0.03 1.00 ± 0.03

Final Efficiency(*) 75.2 ± 0.5 ± 2.2 74.0 ± 0.6 ± 2.2 71.8 ± 1.1 ± 2.2

lepton or tau, and we use jets as defined in Table XVI.

The tracking isolation for an electron or muon candidate, which we denote as

I∆R<0.4
trk , is defined as the sum of pT of all tracks around the lepton within ∆R < 0.4,

and we require I∆R<0.4
trk < 2 GeV/c. Motivation for using the lepton-jet isolation is

that the tracking isolation strongly depends on a presence of jets nearby: efficiency

becomes very low if a jet happens to be near lepton. Figure 10 shows how average

track isolation efficiency depends on ∆R to the closest jet compared to the efficiency

for Z→ττ events, in which jets are rarely present. Note that with a moderate cut of

∆R > 0.8 efficiency in stop events becomes quite similar to the one in Z→ττ events.
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TABLE XVI: Jet definition used in this analysis. Jet ET
cor threshold of 15 GeV is

used for E/T corrections and for lepton and tau jet isolation; the threshold of 20 GeV is
optimized value used for extra jet counting.

|ηdet| < 2.4

ET
raw > 10 GeV

ET
cor > 20 GeV (15 GeV)

∆R(e/µ/τh, jet) > 0.8

Remaining residual difference is small and is partially due to the jet thresholds (a jet

with ET
cor < 15 GeV can happen to be near the lepton, but will not be considered as

a “jet”). The lower bound in lepton-jet isolation is dictated by the fact that electron

or tau will always be identified as a jet and therefore we always expect a jet somewhere

within ∆R < 0.3 around electron or tau. We keep the same definition for muons for

consistency.

As a side note, we found that isajet MC predicts a noticeably different track

isolation efficiency, which we attribute to deficiencies in the underlying event simula-

tion. This problem is not new and was discussed in the Rick Field’s underlying events

studies [78].

With lepton-jet isolation applied, we estimate the track isolation efficiency using

pythia MC. We do not apply any scale factors as our previous studies in Z → ττ

have indicated a good agreement between data and MC.

Tor tau’s tracking isolation we loosen the default isolation requirement: instead

of using the pT sum of tracks in the isolation cone, we fall back to original requirement

of no tracks with pT > 1 GeV/c in the isolation cone.

We separately studied the luminosity dependence and found it to be weak. Note
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FIG. 10: a) Cumulative efficiency of the lepton track isolation as a function of ∆R,
where ∆R is the cut value of minimal separation between jet and a lepton. We compare
Z → µµ and stop events after all other ID cuts applied. This plot shows that track
isolation strongly depends on jet closeness; b) To amplify this effect, we plot the same
distribution, but with a softer jet definition threshold (ET

raw > 6, ET
cor > 10 GeV).

This plot shows even better agreement between track isolation efficiencies in Z and stop
samples for events with applied jet isolation ∆R > 0.8.

that lepton-jet isolation is much less dependent on the instantaneous luminosity due

to a relatively stiff requirement that the jet has to have energy above 15 GeV.

Table XVII shows the efficiency of isolation cuts for m(t̃1) = 150 GeV/c2. We

assign a 3% overall systematic uncertainty that well covers difference between isolation

in Z→ll and stop events and also small differences between Z→ll data and MC.

5. Trigger Efficiencies

For the detailed discussions of the efficiencies for the lepton plus track triggers, please

see Section III.B and Appendix B. Here we only present the results for average

trigger efficiencies in Table XVIII. These numbers were obtained by convoluting the

parametrized trigger efficiencies with our MC samples of Z → ττ and signal events.
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TABLE XVII: Efficiency of isolation requirements for t̃1
¯̃t1 → bb̄τlτh for the case

m(t̃1) = 150 GeV/c2. We assign the systematic uncertainty of 3% for these cuts.

Requirement Electron Channel Muon Channel

CMUP CMX

Lepton:

Jet Separation 89.4 ± 0.3 87.9 ± 0.4 88.9 ± 0.7

I∆R<0.4
trk < 2.0 GeV/c 87.7 ± 0.3 92.6 ± 0.3 93.6 ± 0.6

Tau:

Jet Separation 93.4 ± 0.3 94.0 ± 0.4 94.2 ± 0.7

N τ, ∆Θ
trk = 0 & N τ, ∆R

trk = 0 78.6 ± 0.5 78.9 ± 0.7 78.4 ± 1.2

Iτ, ∆Θ
π0 ≤ 0.6 GeV/c 95.5 ± 0.3 95.7 ± 0.4 95.7 ± 0.7

Scale Factor 1.00 ± 0.03 1.00 ± 0.03 1.00 ± 0.03

6. Additional Requirements and Their Efficiencies

We then apply several additional event level requirements to reduce remaining back-

grounds.

a. Conversion Electron Removal

This is applicable to the electron channel only. We remove events, in which pri-

mary electron candidate is likely produced by a photon conversion. Definition of a

conversion candidate is given in Table XIX.
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TABLE XVIII: Average trigger efficiency for Z → τlτh and t̃1
¯̃t1 → bb̄τlτh for the case

m(t̃1) = 150 GeV/c2.

Trigger Z→ττ t̃1
¯̃t1→bb̄ττ

CEM εe
L1 × εe

L2 × εe
L3 96.0 ± 0.1 ± 1.0 97.6 ± 0.2 ± 1.0

CMUPεµ
L1 × εµ

L2 × εµ
L3 95.8 ± 0.1 ± 1.0 95.8 ± 0.3 ± 1.0

CMX εµ
L1 × εµ

L2 × εµ
L3 94.7 ± 0.3 ± 1.0 94.6 ± 0.5 ± 1.0

TAU ετ
L1 × ετ

L2 × ετ
L3 95.3 ± 0.2 ± 1.0 96.4 ± 0.3 ± 1.0

TABLE XIX: Requirements for a pair of tracks to be tagged as a conversion. Sxy is
defined as the distance between the two track trajectory helices at the point of their
closest approach to each other.

|∆(cot θ)| ≤ 0.04

∆Sxy ≤ 0.2

b. Cosmic Ray Removal

Cosmic removal is applicable to the muon channel. Sometimes, cosmic ray will pass

through the detector and shower in the calorimeter producing an event topology

similar to a single muon and a one prong tau candidate. It may even overlap with some

activity in the calorimeter, e.g. a jet event. However, we find that such occurrences

happen at a completely negligible rate due to the tight selection criteria, e.g. ∆z

matching, YT cut, jet thresholds incompatible with a soft minimum bias event etc.

We use results of the standard Cosmic Ray Tagger [79] to reject such events. The

only sizable presence of this background is expected in the Njet = 0 bin.
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c. Drell-Yan Removal

We remove events with likely Z → µµ or Z → ee candidates defined as shown in

Table XX. Note that in the electron channels we use both calorimeter- and tau-based

veto. In the tau-based veto case, to minimize effect on the signal, we additionally

require that ∆φ(e, τ) > 2.9.

TABLE XX: Z → µµ and Z → ee veto definition.

Z→µµ Z→ee

Calorimeter-Based Tau-Based

Second Track: Second CdfEmObject: Tau:
Match to any stub ET > 8 GeV passes ID cuts
pT ≥10 GeV/c Ehad/Eem < 0.12 ∆φ(e, τ) > 2.9 rad
|ztrk

0 − zµ
0 | < 5 cm

Opposite charge
76 ≤ m(µ, trk) ≤ 106 GeV/c2 76 < m(e,EmObj) < 106 GeV/c2 76 < m(e, τ) < 106 GeV/c2

d. Missing Energy Corrections

After we have selected quality lepton and tau we perform corrections of missing energy

which are done in three stages:

• corrections for the lepton (especially in muon case);

• adjusting E/T due to jet energy corrections;

• tau related corrections.

To correct the components of E/T vector due to energy lost with the muon we do

the following:

(E/T
cor)x = (E/T )x − (pT (µ) − ET

em+had(µ)) cos φ(µ), (4.4)
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(E/T
cor)y = (E/T )y − (pT (µ) − ET

em+had(µ)) sin φ(µ). (4.5)

The similar correction for the electron is as follows:

(E/T
cor)x = (E/T )x − (ET (e))x(f

cor
ET

(e) − 1), (4.6)

(E/T
cor)y = (E/T )y − (ET (e))y(f

cor
ET

(e) − 1), (4.7)

where f cor
ET

(e) is a correction factor for electron transverse energy.

For the purpose of E/T correction we use jets which are defined as in Table XVI

with the only difference being lower jet energy threshold, ET
cor > 15 GeV. For such

jets we perform the following transformation:

(E/T
cor)x = (E/T )x −

∑

jets

(pT (jet))x(f
cor(jet) − 1), (4.8)

(E/T
cor)y = (E/T )y −

∑

jets

(pT (jet))y(f
cor(jet) − 1), (4.9)

where pT (jet) is uncorrected jet transverse momentum and f cor(jet) is “Level 5” cor-

rection factor for a jet.

Tau related correction is a bit more involved. The main part of it comes from

the difference between tau cluster transverse momentum and tau transverse visible

momentum pT
vis(τ), which was corrected in a way similar to Ref. [80]. Tau cluster

towers which contribute to the default cluster momentum have threshold of ET >1

GeV. However in data we can see noticeable leakage in the neighboring low ET towers,

which we found is not properly simulated in MC. To account for that, we calculate

expanded tau cluster momentum pT
exp. cluster(τ), which additionally includes those

adjacent low ET towers, and use it in E/T correction:

(E/T
cor)x = (E/T )x − (pT

vis(τ) − pT
exp. cluster(τ))x, (4.10)

(E/T
cor)y = (E/T )y − (pT

vis(τ) − pT
exp. cluster(τ))y. (4.11)
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Note, that we correct E/T only for the lepton or tau from the lepton-tau pair which

we are considering.

The performance of the E/T corrections on the example of stop events in µτh

channel with m(t̃1) = 150 GeV/c2 is illustrated in Fig. 11. Looking at the changes in

“mean” and “sigma” of the fit we clearly see the improvement in E/T resolution.
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FIG. 11: Difference between HEPG calculated and reconstructed E/T for different
stages of E/T correction (from left to right, from top to bottom): no correction; correction
for muon was applied; corrections for muon and extra jets were applied; and corrections
for muon, extra jets and tau were applied. For this example we used the µτh sample of
stop events with m(t̃1) = 150 GeV/c2.
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e. YT Cut and Jet Energy Threshold Optimization

To suppress Z+jets and QCD backgrounds, we set a minimum on the scalar sum of

lepton, tau and missing energy, denoted as YT (Eq.( 4.2)). We optimize cut value for

the YT variable for the best limit. In addition we optimize value of jet energy threshold

for counting extra jets (see Table XVI and the next subsection). We checked that

using simple S/
√

(S + B) ratio gives similar result to more involved calculations using

the bayes.f routine [81]. The resulting 2D plots of S/
√

(S + B) ratio for different

values of YT and jet energy cuts for the samples of 130 and 160 GeV/c2 stop are

shown in Fig. 12. Simpler plots depicting 1D slices of the previous 160 GeV/c2 stop

plot for a few values of YT and jet energy are presented in Fig. 13.

We chose optimized value of the cuts to be YT ≥ 110 GeV and ET
cor > 20 GeV.
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FIG. 12: S/
√

(S + B) for different values of YT and jet energy cuts for the stop mass
130 (left) and 160 GeV/c2 (right) samples. Electron and muon channels are combined
together. Backgrounds include contributions of Z → ττ , Z → ll and tt̄.
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FIG. 13: S/
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f. Summary of Additional Requirements Efficiencies

Events that satisfy the requirement on YT are sorted into six regions, according to

the values of mT and Njet(see Section IV.A.3). This concludes the additional event

level requirements selection. Results for m(t̃1)=150 GeV/c2 stop events in region A

are shown in Table XXI.

g. Total Signal Event Acceptance in the Signal and Control Regions

Table XXII gives total selection efficiencies for region A as well as scale factors required

to obtain efficiency for all the complementary regions for a range of stop masses. Total

selection efficiency for regions C and D is always less than 0.01% and can be safely

ignored compared to expected background contribution in these regions. Figure 14

on page 74 shows total selection efficiency for region A versus stop mass for CEM

electron, CMUP muon, CMX muon and combined CMUP+CMX muon channels.

The efficiency exhibits almost linear growth when m(t̃1) is increasing.
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TABLE XXI: Efficiency of event level cuts for 150 GeV/c2 stop. The last two cuts
are applicable for region A only.

Requirement e + τh CMUP µ + τh CMX µ + τh

Ql × Qτ = −1 99.2 ± 0.1 99.2 ± 0.2 99.4 ± 0.3

Conversion Removal 97.9 ± 0.2 – –

Cosmic Removal – 100.0 100.0

Z→ll Removal 90.9 ± 0.5 99.4 ± 0.2 99.5 ± 0.2

YT (l, τ, E/T ) > 110 GeV 79.8 ± 0.7 83.4 ± 0.7 77.9 ± 1.5

Njet ≥ 2 83.3 ± 0.7 84.0 ± 0.8 83.8 ± 1.5

mT (l, E/T ) < 35 GeV/c2 69.3 ± 1.0 69.0 ± 1.1 72.9 ± 1.9

Cumulative 40.7 ± 0.8 47.7 ± 1.0 47.1 ± 1.7
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TABLE XXII: Total selection efficiency for region A as well as scale factors required to
obtain efficiency for the complementary regions B, A′ and B′. Total selection efficiency
for regions C and D is always less than 0.01% and can be safely ignored compared to
expected background contribution in these regions. Scale factors are included (including
corrections for the stub finding efficiency).

m(t̃1) [GeV/c2]
100 110 120 130

εCEM
A [%] 0.60 ± 0.03 0.93 ± 0.02 1.31 ± 0.04 1.65 ± 0.05

fB/fA 43.9 ± 3.3 39.5 ± 2.4 42.0 ± 2.1 41.3 ± 1.8
fA′/fA 54.2 ± 3.7 39.5 ± 2.4 29.6 ± 1.8 26.8 ± 1.5
fB′/fA 18.4 ± 2.1 14.0 ± 1.5 10.4 ± 1.1 11.3 ± 1.0
fC/fA 7.1 ± 1.3 3.0 ± 0.7 2.8 ± 0.6 1.7 ± 0.4
fD/fA 2.6 ± 0.8 0.5 ± 0.3 0.1 ± 0.1 0.5 ± 0.2

εCMUP
A [%] 0.46 ± 0.02 0.69 ± 0.03 0.94 ± 0.03 1.17 ± 0.04

fB/fA 36.6 ± 3.2 37.8 ± 2.6 40.3 ± 2.3 38.5 ± 2.0
fA′/fA 44.0 ± 3.5 36.4 ± 2.6 32.5 ± 2.1 25.4 ± 1.6
fB′/fA 14.7 ± 2.0 13.5 ± 1.6 13.2 ± 1.3 8.8 ± 1.0
fC/fA 7.8 ± 1.5 3.3 ± 0.8 3.5 ± 0.7 1.2 ± 0.4
fD/fA 2.5 ± 0.8 1.5 ± 0.5 0.4 ± 0.2 0.3 ± 0.2

εCMX
A [%] 0.17 ± 0.02 0.26 ± 0.02 0.36 ± 0.02 0.44 ± 0.03

fB/fA 34.5 ± 5.6 40.1 ± 4.7 30.0 ± 3.5 39.6 ± 3.6
fA′/fA 53.1 ± 7.0 22.7 ± 3.6 35.0 ± 3.7 25.3 ± 2.9
fB′/fA 19.5 ± 4.2 15.1 ± 2.9 13.2 ± 2.3 8.9 ± 1.7
fC/fA 11.5 ± 3.2 2.9 ± 1.3 0.8 ± 0.6 1.4 ± 0.7
fD/fA 2.7 ± 1.5 1.2 ± 0.8 0.4 ± 0.4 0.7 ± 0.5

140 150 160 170

εCEM
A [%] 2.08 ± 0.05 2.33 ± 0.06 2.49 ± 0.06 2.73 ± 0.06

fB/fA 39.6 ± 1.6 44.3 ± 1.6 49.8 ± 1.6 48.8 ± 1.5
fA′/fA 23.0 ± 1.2 18.6 ± 1.0 16.4 ± 1.0 14.4 ± 0.9
fB′/fA 9.4 ± 0.8 9.2 ± 0.7 8.4 ± 0.7 7.0 ± 0.6
fC/fA 1.2 ± 0.3 0.8 ± 0.2 0.7 ± 0.2 0.6 ± 0.2
fD/fA 0.5 ± 0.2 0.4 ± 0.1 0.2 ± 0.1 0.3 ± 0.1

εCMUP
A [%] 1.38 ± 0.04 1.65 ± 0.05 1.79 ± 0.05 2.04 ± 0.05

fB/fA 41.1 ± 1.9 44.9 ± 1.8 47.9 ± 1.8 43.0 ± 1.6
fA′/fA 19.7 ± 1.3 17.0 ± 1.1 17.0 ± 1.1 15.3 ± 1.0
fB′/fA 7.9 ± 0.8 9.5 ± 0.8 8.2 ± 0.8 6.7 ± 0.6
fC/fA 1.1 ± 0.3 0.7 ± 0.2 0.8 ± 0.2 0.7 ± 0.2
fD/fA 0.4 ± 0.2 0.5 ± 0.2 0.6 ± 0.2 0.2 ± 0.1

εCMX
A [%] 0.51 ± 0.03 0.59 ± 0.03 0.67 ± 0.03 0.72 ± 0.03

fB/fA 42.9 ± 3.4 37.2 ± 3.0 45.0 ± 3.0 50.9 ± 3.1
fA′/fA 18.5 ± 2.3 16.4 ± 2.0 12.7 ± 1.7 14.5 ± 1.7
fB′/fA 6.5 ± 1.4 9.5 ± 1.5 7.1 ± 1.3 8.2 ± 1.3
fC/fA 2.1 ± 0.8 0.3 ± 0.3 0.7 ± 0.4 0.4 ± 0.3
fD/fA 0.9 ± 0.5 0.3 ± 0.3 0.2 ± 0.2 0.0 ± 0.0
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D. Systematic Uncertainties for the Acceptance

In this section we discuss the remaining systematic uncertainties due to parton distri-

bution functions, initial and final state radiation, jet energy scale, and E/T resolution.

1. Parton Distribution Functions

To estimate the systematic uncertainty on the total event acceptance due to PDFs we

employed the re-weighting method described in Refs. [71, 82, 83]. Instead of simulat-

ing many samples, this method allows to use a single sample to calculate acceptances

for different PDF sets by weighting events according to the probability of observing

their incoming partons3 using each PDF set. For this task use a special “error” set

of 20 uncertainty pairs of CTEQ6M [70]. This set is based on ±1σ deviations of a

diagonalized set of 20 parameters which have their most likely values tuned using

a global fit to experimental data. We calculate the full event selection acceptance

variations for all 40 “error” PDFs. The variations are taken with respect to the cen-

tral best-fit PDF. All the variations are summed up in quadratures according to a

special prescription [71] to obtain the positive and negative uncertainties on the ac-

ceptance. The results of these study are shown in Table XXIII. We take the average

of “positive” and “negative” uncertainties as the symmetrized uncertainties.

Note that the CTEQ6M set does not include PDF variation due to the un-

certainty on ΛQCD. We use the MRST group’s sets of PDFs to estimate this uncer-

tainty, which is taken as a difference between the acceptances obtained with MRST72

(ΛQCD = 228 MeV) and MRST75 (ΛQCD = 300 MeV). We find that its contribution

is negligible.

3The information about partons is extracted from the HEPG bank.
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TABLE XXIII: Uncertainties in the total selection efficiency (εA) for t̃1
¯̃t1 → bb̄τlτh

due to variations in PDFs.

m(t̃1) [GeV/c2]
100 110 120 130 140 150 160 170

e + τ channel

Negative [%] 5.2 5.2 4.8 5.1 5.5 4.6 5.2 5.2
Positive [%] 3.7 3.7 3.4 3.3 3.4 2.9 3.1 3.2
e + τ average [%] 4.5 4.5 4.1 4.2 4.5 3.8 4.2 4.2

µ + τ channel

Negative [%] 5.9 5.5 5.2 5.3 5.0 5.0 4.6 5.0
Positive [%] 4.1 3.7 3.4 3.6 3.3 3.1 3.1 3.2
Average [%] 5.0 4.6 4.3 4.5 4.2 4.1 3.9 4.1

ΛQCD variation [%] 0.13 0.18 0.15 0.18 0.15 0.17 0.15 0.10

µ + τ average [%] 5.0 4.6 4.3 4.5 4.2 4.1 3.9 4.1

2. Initial and Final State Radiation

The uncertainty due to the initial and final state radiation is estimated by separately

turning the ISR and FSR switches in pythia off. For that we used samples and

methodology from our previous analysis iteration [84]. We assign systematic uncer-

tainty of 1.5% for ISR and 2.0% for FSR. The results are in agreement with the results

from Ref. [84] and the previous Run I studies indicate as well that these uncertainties

are small.

This technique is known to overestimate the effect. However we decided to

continue employing it because the contribution of the effect is small and it has no

effect on the result. Also the resulting uncertainty numbers are easily influenced by

statistical fluctuations which will cover any unaccounted effects of ISR/FSR.
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3. Jet Energy Scale

To estimate the effect of imprecise knowledge of the jet energy scale, we used the

standard CDF method described in Ref. [50] and provided in the JetUser package.

This method allows shifting the jet scale up or down by 1σ. The sensitivity in the

total event selection depends on how often signal events have jets that are around the

energy threshold. By increasing the stop mass, one expects jets to be more energetic,

which should decrease the importance of this uncertainty. Results of our estimations

in Table XXIV agree with this expectation. We take an average of the up and down

shifts as uncertainty. We verified that the results of the analysis are not sensitive to

using the average value instead of the ±σ parts.

TABLE XXIV: Uncertainties in the total selection efficiency for t̃1
¯̃t1 → bb̄τlτh due to

variations in jet energy scale (absolute and relative combined) using a standard method
provided in the JetUser package.

m(t̃1) [GeV/c2]
100 110 120 130 140 150 160 170

e + τ channel
+1σ [%] 9.2 7.4 8.6 4.6 3.9 2.7 2.0 1.3
−1σ [%] −7.5 −10.0 −7.1 −5.8 −3.3 −4.3 −3.4 −1.8

Average [%] 8.4 8.7 7.8 5.2 3.6 3.5 2.7 1.6

µ + τ channel

+1σ [%] 6.7 8.8 7.1 5.2 3.8 2.3 2.0 1.3
−1σ [%] −8.4 −6.4 −6.5 −5.5 −4.1 −2.3 −2.8 −1.0

Average [%] 7.6 7.6 6.8 5.4 3.9 2.3 2.4 1.2

4. Missing ET Resolution

Another possible systematic effect that has to be considered is the accuracy in simu-

lating the E/T in MC, because our YT and mT requirements are correlated with E/T .
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As we are using jets for E/T correction (see Section IV.C.6.d), a large part of

that systematic effect is correlated with uncertainty of the jet energy scale, which

was discussed in the previous section. Another part comes from the missing ET for

the tau decay. To account for the effect, we turn off calculation of the expanded tau

cluster momentum (see Section IV.C.6.d) and use default tau cluster momentum for

the correction of E/T . We take the resulting difference of the acceptances as a value

of the systematic uncertainty, which turns out to be rather small. The values for

different samples are presented in Table XXV.

TABLE XXV: Estimated uncertainties in the total selection efficiency for t̃1
¯̃t1 →

bb̄τlτh obtained by turning off calculation of expanded tau cluster momentum used in
correction of E/T .

m(t̃1) [GeV/c2]

100 110 120 130 140 150 160 170

e + τ 0.9 0.3 0.5 0.1 0.8 0.4 1.0 1.2

µ + τ 0.8 2.1 0.9 0.9 0.8 0.8 0.6 1.4

5. Summary of the Systematic Uncertainties

A full list of all systematic uncertainties considered in this analysis is shown in Ta-

ble XXVI. The list includes uncertainties discussed in this section as well as those

considered earlier to provide a complete reference of all uncertainties affecting this

study.
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TABLE XXVI: Summary of systematic uncertainties in the t̃1
¯̃t1 → bb̄τlτh study. The

first number in each column corresponds to the e + τh channel and second one to the
µ + τh channel.

m(t̃1) [GeV/c2]
Systematics Type 100 110 120 130 140 150 160 170

PDF e(µ) 4.5(5.0) 4.5(4.6) 4.1(4.3) 4.2(4.5) 4.5(4.2) 3.8(4.1) 4.2(3.9) 4.2(4.1)
ISR 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
FSR 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
Jet Scale e(µ) 8.4(7.6) 8.7(7.6) 7.8(6.8) 5.2(5.4) 3.6(3.9) 3.5(2.3) 2.7(2.4) 1.6(1.2)
E/T e(µ) 0.9(0.8) 0.3(2.1) 0.5(0.9) 0.1(0.9) 0.8(0.8) 0.4(0.8) 1.0(0.6) 1.2(1.4)
α e(µ) 1.5(1.4) 1.5(1.4) 1.5(1.4) 1.5(1.4) 1.5(1.4) 1.5(1.4) 1.5(1.4) 1.5(1.4)
ID e(µ) 1.0(3.0) 1.0(3.0) 1.0(3.0) 1.0(3.0) 1.0(3.0) 1.0(3.0) 1.0(3.0) 1.0(3.0)
ID τ 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
ISO 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0

Total e + τ 10.8 11.1 10.3 8.5 7.8 7.3 7.2 6.9
Total µ + τ 10.9 10.7 10.0 9.2 8.3 7.5 7.5 7.3
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E. Background Estimation in the Control Regions

We estimate the number of SM events in control regions by using the method similar

to one in the Z → ττ cross section measurement [51].

1. Z/γ∗(→ ττ)+jets

The Z → ττ contribution is eveluated by using pythia MC sample and applying the

same cuts as in the data analysis.

The estimated Z → ττ rate is corrected for scale factors (ID and reconstruction

efficiencies) and trigger efficiency. Corresponding uncertainties are propagated into

the final estimation of the Z → ττ yield.

A special set of scale factors is necessary to correct kinematics of Z boson pro-

duction in MC. Table XXVII presents the results for such scale factors in different

regions for the case of YT ≥ 110 GeV. The details on how these scale factors were

estimated are given in Appendix C.

TABLE XXVII: Scale factors for Z → ττ for YT ≥ 110 GeV.

Njet

0 1 ≥ 2

mT < 35 1.00 ± 0.10(st) ± 0.02(sys) 0.90 ± 0.09(st) ± 0.14(sys) 1.02 ± 0.19(st) ± 0.18(sys)
mT > 35 0.99 ± 0.18(st) ± 0.02(sys) 0.94 ± 0.23(st) ± 0.11(sys) 1.03 ± 0.23(st) ± 0.19(sys)

2. Z/γ∗(→ ll)+jets

Z/γ∗ → µµ can be backgrounds in two ways: (i) one of the muons passes hadronic

tau requirements by leaving substantial deposition in the calorimeter, or (ii) the recoil

jet in the Z/γ∗ → µµ event is misidentified for a hadronic tau while the event pass
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Z → µµ candidate removal either because one of the muons is not reconstructed (e.g.,

fall outside the detector coverage) or if the invariant mass of the two muon candidates

falls outside the Z window mass cut. We use pythia MC to estimate the size of these

backgrounds and find it negligible in signal region A.

The contribution from the Z → ee events is larger because of a larger rate of

electron to be misidentified as tau and due to larger bremsstrahlung effect.

We also need to use a special set of scale factors to correct kinematics of Z boson

production in MC. As the phase space of Z boson is different between Z → ττ and

Z → ll after all the cuts were applied, the resulting scale factors that we present in

Table XXVIII are also different than in the case of Z → ττ . The way they were

estimated was different as well. Details of the study can be found in Appendix C.

TABLE XXVIII: Scale factors for Z → ee for YT ≥ 110 GeV.

Njet

0 1 ≥ 2

mT < 35 1.07 ± 0.13 0.99 ± 0.12 1.28 ± 0.27

mT > 35 0.87 ± 0.13 0.91 ± 0.12 1.19 ± 0.28

3. tt and Diboson Production

The tt and diboson production can naturally be backgrounds as they can have a real

electron or muon and a hadronic tau in the final state. These backgrounds can be

reliably estimated using corresponding MC and known NLO cross sections. The tt

production gives considerable contribution to the region B. The cross sections that we

use for tt̄ and WW processes are 6.7± 0.7 pb [85] and 13.5± 0.5 pb [86] respectively.
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In our previous study [84] we found that contributions from WZ and ZZ processes

were negligibly small, so we don’t consider them here.

4. QCD

Light-quark QCD production could mimic our signal when one jet is misidentified as

an electron (e.g. conversions), while the other jet passes as a τ candidate. Typically,

the track multiplicity of jets misidentified as τh candidates peaks in the two-prong bin

for the range of jet ET and pT
τ in this analysis [87]. On the other hand, heavy flavor

QCD production has two important distinct features. First, it has “real” electrons

from its semileptonic decays. Second, misidentified τh candidates from heavy flavor

jets have different track multiplicity distribution than real τh. This difference is likely

due to the decay modes of B mesons4.

Jet and tracking isolations (Section IV.C.4) which we apply to the lepton and

tau candidates are very effective in suppressing this background. The QCD multijet

contribution is estimated by extrapolating the number of observed events in data for

events with non-isolated leptons, defined by 2 GeV/c < I∆R<0.4
trk < 10 GeV/c, into

the class of events with an isolated lepton, defined by I∆R<0.4
trk < 2 GeV/c [51]. For

example, we find no events in region A in the eτh channel, and estimate a rate of

0.00+0.23
−0.00 QCD events in signal region.

5. W + jets

Each W + jets event can become a background event when a jet is misidentified as

a tau candidate. However, this background can be strongly suppressed by the event

4 E.g. some of the “heavy” mesons are good candidates for being misidentified as
τh (the D± meson has mass of 1.9 GeV/c2 compared to mτ = 1.8 GeV/c2 and decays
into three pions)
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topology cuts that force remaining W + jets events to have low transverse mass,

mT , which is equivalent to require a heavy boost of the W , thus diminishing its

contribution. The W + jets events that pass our selection criteria may originate from

the W (→ l)+jets or W (→ τ→l)+jets processes. The W (→ τ→l)+jets events are

suppressed by the branching ratio of the τ→l decay. However, they have relatively low

E/T and mT values because the neutrinos from W and τ decays partially compensate

each other.

We use regions A, B, C, and D (see in Table VI) to perform statistical estima-

tion of the W + jets rate. The details of the likelihood procedure are described in

Section V.A. Here we note an important assumption on the procedure. The rate of

W events scales so that

R ≡
[
NW+j(B)/NW+j(D)

]
/
[
NW+j(A)/NW+j(C)

]
= fW

BD/fW
AC ∼ 1 ± 0.5. (4.12)

This assumption is based on the expectation that mT distribution in W+jets events

is primarily defined by decay of W boson, and should not be affected much by extra

jets. Also, while the absolute W + jets rates from pythia MC are unreliable, the

ratios in R should be reasonably well modeled. We studied this assumption in details

in the previous iteration of the analysis [84]. We checked with pythia MC that it

is true within the uncertainty of ±0.5 margin (we had rather limited statistics of W

plus more than one jet samples). We take R as a nuisance in our likelihood procedure

(Section V.A) and use the ±0.5 range for integration, assuming that its distribution

is flat. The choice of the margin or of the distribution has little influence on the final

results.

We carry out the estimate of the W + jets contribution using the technique de-

scribed in Section V.A.4. We use a statistical procedure that builds two-dimensional

likelihood dependent on σ(t̃1
¯̃t1)×β2 and NW

i for some chosen region i. Note, that the
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results for NW
i estimates that are obtained there are presented only for the illustra-

tion purpose and are not independent from number of data events and contribution

of other backgrounds.

6. Backgrounds Summary

Table XXIX presents a summary of the expected number of background events for

each of the six regions from all sources except W + jets events (it is considered sepa-

rately in Section V.A.4). The calculation assumes that the integrated luminosity for

the CMUP and CEM data is 322 pb−1 and 304 pb−1 for the CMX data. These num-

bers include corresponding reconstruction and ID scale factors as well as the trigger

simulation, uncertainty on the luminosity is not included.



85

TABLE XXIX: Summary of the SM backgrounds excluding the W+jet events.

Process Expected Rate for L = 322 pb−1 (303.7 pb−1 for CMX)

A B A′ B′ C D

e + τ Channel

Z→ττ 0.73 ± 0.12 0.38 ± 0.09 1.84 ± 0.19 0.42 ± 0.09 1.84 ± 0.19 0.56 ± 0.10
Z→ee 0.76 ± 0.21 0.29 ± 0.13 1.59 ± 0.31 0.94 ± 0.24 6.45 ± 0.62 2.47 ± 0.38

QCD 0.00+0.23
−0.00 0.25+0.37

−0.18 0.00+0.23
−0.00 0.0+0.23

−0.00 0.25+0.37
−0.18 0.50+0.46

−0.28

tt̄ 0.26 ± 0.05 1.64 ± 0.13 0.03 ± 0.02 0.36 ± 0.06 0.00 ± 0.00 0.01 ± 0.01
WW 0.01 ± 0.01 0.14 ± 0.04 0.06 ± 0.03 0.64 ± 0.08 0.11 ± 0.03 1.30 ± 0.12
W+jet To be determined in the fit

Total eτ : 1.99+0.45
−0.39 2.77+0.45

−0.31 3.32+0.53
−0.47 2.25+0.36

−0.28 9.11+1.15
−1.10 4.51+0.67

−0.56

µ + τ CMUP Channel

Z→ττ 0.50 ± 0.09 0.13 ± 0.05 1.19 ± 0.14 0.33 ± 0.07 2.02 ± 0.18 0.45 ± 0.09
Z→µµ 0.00 ± 0.47 0.39 ± 0.14 0.39 ± 0.14 0.59 ± 0.17 1.51 ± 0.27 2.25 ± 0.33

QCD 0.00+0.23
−0.00 0.00+0.23

−0.00 0.50+0.46
−0.28 0.25+0.37

−0.18 0.25+0.37
−0.18 0.50+0.46

−0.28

tt̄ 0.12 ± 0.03 0.96 ± 0.09 0.05 ± 0.02 0.24 ± 0.05 0.00 ± 0.00 0.05 ± 0.02
WW 0.02 ± 0.01 0.08 ± 0.03 0.04 ± 0.02 0.35 ± 0.06 0.09 ± 0.03 0.69 ± 0.08
W+jet To be determined in the fit

Total(*): 0.65+0.27
−0.15 1.65+0.32

−0.23 2.04+0.53
−0.38 1.69+0.42

−0.27 3.99+0.54
−0.44 3.65+0.63

−0.51

µ + τ CMX Channel

Z→ττ 0.19 ± 0.06 0.04 ± 0.03 0.40 ± 0.09 0.09 ± 0.04 0.51 ± 0.10 0.21 ± 0.06
Z→µµ 0.06 ± 0.06 0.11 ± 0.08 0.16 ± 0.10 0.33 ± 0.14 0.38 ± 0.15 1.10 ± 0.25

QCD 0.00+0.23
−0.00 0.00+0.23

−0.00 0.00+0.23
−0.00 0.00+0.23

−0.00 0.25+0.37
−0.18 0.25+0.37

−0.18

tt̄ 0.09 ± 0.03 0.38 ± 0.06 0.01 ± 0.01 0.07 ± 0.03 0.00 ± 0.00 0.01 ± 0.01
WW 0.01 ± 0.01 0.10 ± 0.03 0.01 ± 0.01 0.11 ± 0.03 0.02 ± 0.01 0.29 ± 0.05
W+jet To be determined in the fit

Total(*): 0.37+0.25
−0.11 0.65+0.26

−0.12 0.54+0.27
−0.14 0.57+0.27

−0.14 1.20+0.42
−0.26 1.71+0.46

−0.33

Total µτ : 1.02+0.37
−0.18 2.29+0.42

−0.26 2.58+0.59
−0.40 2.25+0.50

−0.30 5.18+0.69
−0.51 5.36+0.78

−0.61



86

CHAPTER V

SETTING LIMITS

A. The Fit Procedure and Limit Setting Methods

For statistical interpretation of the data, we developed a likelihood method that uti-

lizes our primary signal region A and side-band regions B, C, and D (Section IV.A.3)

simultaneously. It improves the sensitivity of the analysis and allows to perform a

data-driven W + jets background estimation. We fit the number of events in regions

A, B, C, and D to estimate overall normalizations of signal and W + jets backgrounds

with the assumption of R ∼ 1. During the fitting we take into account all signal ac-

ceptances, non-W background predictions and observations in data for all the four

regions.

The result of such statistical interpretation is either to set upper 95% C.L. limits

on σ(t̃1
¯̃t1) × β2 or to measure the value of σ(t̃1

¯̃t1) × β2 in case of an observed data

excess in the signal region.

1. Building the Likelihood

As discussed earlier, out of the four regions, signal is expected to dominate in region

A as well as in region B.1 The W + jets events are primarily in region D as well as in

regions C and B. All four regions have contributions from other previously discussed

backgrounds, which are summarized in Table XXIX.

We build a likelihood function as follows: we start with combined rates of signal

and background processes, νi, in each of the four regions i =A, B, C, D and calculate

1Region B has ∼ 40% of number of signal events in region A for m(t̃1) = 150
GeV/c2
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probability of the true rates being within dνi of νi given the number of observed events

Ni:

dP =
∏

i=A,B,C,D

P (νi, Ni)dνi, (5.1)

where P (νi, Ni) is simple Poisson distribution for expected rate νi and the number of

observed events Ni.

We then define εi = νs
i /ν

s
A for the signal events (i =B, C, D) and express each

rate as a sum of rates of W , signal and “other” background events (superscripts w, s

and b, respectively):

νA = νb
A + νw

A + νs
A

νB = νb
B + νw

A/νw
C × νw

D × r + εBνs
A

νC = νb
C + νw

C + εCνs
A

νD = νb
D + νw

D + εDνs
A. (5.2)

Here r = (νw
B/νw

D)/(νw
A/νw

C ), which would be 1 if the scaling for the number of

W + jets events was exact. It is introduced as a nuisance parameter with flat distri-

bution in the 0.5 to 1.5 region to account for possible deviations from exact equality

(see Section IV.E.5 for more discussion). We perform a transformation of variables

(νA, νB, νC, νD) → (νw
A , νw

C , νw
D , νs

A). The Jacobian of this transformation is

J = εCr
νw

Aνw
D

(νw
C )2

− εDr
νw

A

νw
C

+ εB − r
νw

D

νw
C

= r
νw

A

νw
C

(εC
νw

D

νw
C

− εD) + (εB − r
νw

D

νw
C

) . (5.3)

After that we include existing prior knowledge about other than W + jets back-

grounds and r assuming that those are nuisance parameters and will be integrated



88

out later:

dP
dνs

A

=
1

V w

∫ ∫ ∫
dνw

Adνw
Cdνw

D ×
∫ 1.5

0.5

dr ×

∏

i=A,B,C,D

∫ ∞

νb

i
=0

dνb
i exp

[
−(νb

i − νb
i0)

2

2σb
i
2

]
∏

i=A,B,C,D

P (νi, Ni) × J(r)dr ,(5.4)

where V w is a phase volume of the integral over νw
A , νw

C , and νw
D , which we calculate

with a flat prior distribution. The choice of V w is fairly arbitrary as long as it is

reasonable in a sense that the results have very little dependence on it if it covers

well the region of possible expected values of νw
A , νw

C , and νw
D .

Finally, we replace the signal rate in region A with a physically meaningful cross

section using νs
A = σ(t̃1

¯̃t1) × β2 × L ×B(ττ → τlτh) × α, where α is the full selection

efficiency of signal events for region A and L is the integrated luminosity. We include

prior knowledge about the acceptance and its uncertainty and define likelihood as:

L(σ) =
dP
dσ

=

∫
dα × exp

[
−α − α0

2σ2
α

]
× L × B × α × dP

dνs
A

, (5.5)

where we denoted σ ≡ σ(t̃1
¯̃t1) × β2 for simplicity.

We perform numerical MC integration over all integration variables in physical

region (all processes must have non-negative rates) to obtain the one-dimensional

likelihood function as a function of the cross section. We use 95% C.L. highest

posterior density intervals to determine the maximum allowed cross section value

that we report as the final limit. Combined limit is obtained by using the product of

two likelihood functions:

L(σ) = Le+τ (σ) × Lµ+τ (σ) . (5.6)
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2. Incorporating Systematic Errors into the Fit

Systematic effects may affect not only the overall rate of events passing our selections,

but also how the events are distributed among the four regions and that some of the

effects are correlated between electron and muon channels.

One example is the jet scale uncertainty: when the scale is moved up from its

central value, passing events will on average have more jets and therefore one can

expect a migration of the events from the bins with lower number of jets to bins with

higher number of jets. To handle these effects, we first define a 3 × 2 matrix Aij,

where i runs over three Njet bins and j runs over two bins in mT , and each value is the

expected acceptances in a corresponding bin. For deviated cases, we re-calculate this

matrix and call it A′. We then introduce a parameter ω associated with a particular

kind of uncertainty and use linearized approximation for A(α) as:

Aij(α) = Aij + ω × (A′
ij −Aij), (5.7)

where α is the full selection efficiency of signal events for region A.

We then choose an appropriate prior p.d.f. for each case, treat corresponding

ω’s as nuisance parameters and integrate them out. We call this a matrix method,

as opposed to number method, when we assume that the systematics does not cause

noticeable migration between bins.

Some of the uncertainties, e.g., luminosity or tau ID, are correlated between elec-

tron and muon channels. Each of these is uncertainties is treated separately assuming

100% correlation between the electron and muon channels. In Table XXX, we give a

short summary of the assumptions used in fitting. To simplify calculations, we sep-

arately combine all fully uncorrelated number-type uncertainties into one including

the uncertainty due to limited MC statistics.
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TABLE XXX: Handling of systematic uncertainties in the fit.

Type Method Prior p.d.f.(ω) Degree of Correlation

Jet Energy Scale matrix gauss 100%
E/T matrix 1 if 0 < ω < 1, else 0 100%

PDF number gauss 100%
τ ID number gauss 100%
ISR number gauss 100%
FSR number gauss 100%
Luminosity number gauss 100%

Acceptance number gauss 0%
e(µ) ID number gauss 0%
Statistical uncertainty number gauss 0%

3. Likelihood for the Combined Channels

We finally use the likelihood as in Eqs. (5.5) and (5.6) with σα defined as a sum in

quadratures of uncorrelated systematic uncertainties (last group in Table XXX) and

statistical uncertainty due to limited MC statistics.

To account for systematic effects correlated between channels, we adjust α0 in

the likelihood to account for possible systematic shifts:

αe
0 = αe

0 × (1 +
∑

xi × σe
i )

αµ
0 = αµ

0 × (1 +
∑

xi × σµ
i ) , (5.8)

where i runs over all systematics types, σi is the size of the systematic uncertainty of

type i, and xi are corresponding random shifts. We accordingly correct fractions εB,

εC and εD. We then re-write Eq. (5.6) as

L(σ) =

∫
f(~x)d~xLe+τ (σ, ~x) × Lµ+τ (σ, ~x) , (5.9)

where f(~x) is assumed the probability density function for ~x and is a product of
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individual PDFs (most of which are simple gauss functions, except for the E/T case,

when it is a θ-function). This simple procedure provides desired values of correlations

between the two channels.

4. Estimation of W + jets Background from Likelihood

In order to check if our fitting procedure estimates W + jets background properly, we

transform the likelihood function in Eq. (5.5) into two dimensional likelihood:

L(σ, νw) =
dL(σ)

dνw
, (5.10)

where νw = νw
i is rate of W + jets events is some region of interest i, which means

we just drop the integral over νw
i in Eq. (5.4). We can do this for any of the six

regions, while appropriately changing definition of r and, if necessary, the Jacobian

(see Eq. (5.3)). To obtain one-dimensional L(νw) distributions we may integrate out

the σ dependence. However, our studies show that the two-dimensional likelihood

L(σ, νw) always has maximum when σ = 02. It allows us to use L(νw) = L(σ = 0, νw)

to estimate the highest posterior probability intervals for νw.

The results of this estimation are presented later in Table XXXI. They show that

we have a reasonable tool for data-driven W + jets background estimation. However,

it is not useful to compare sums of number of events for W + jets and other back-

grounds to data, as they are not independent on each other.

2We did this study after opening the signal region for data events.
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B. Data Results and the Validation of the Background Estimation and

Fit Procedure

1. Observed Number of Events in the Signal and Control Regions

In Table XXXI we show the number of events observed in data in each of the six

primary (isolated) region as well as in each of the six complementary (non-isolated,

used for QCD background estimation) regions. The data in region A is shown in bold

font to indicate that the box (region A) was not opened until all cuts were finalized

and backgrounds were estimated.

TABLE XXXI: Number of events observed in data in each of the six isolated (Nobs)
and nonisolated (used for QCD background estimation) regions (NQCD), along with the
expected number of SM background events. Note that the W + jets contributions are
obtained from the maxima of likelihoods that depend on the observed number of events
in the data, the number of SM events excluding the W + jets contribution and on the
t̃1

¯̃t1 production cross section (see Section V.A.4).

e + τh Channel µ + τh Channel
Reg Nobs NQCD SM Backgrounds Nobs NQCD SM Backgrounds

Other W + jets Other W + jets

A2 1 0 2.0+0.5
−0.4 0+0.4

−0 1 0 1.0+0.4
−0.2 0+0.5

−0

B2 4 1 2.8+0.5
−0.3 1.0+2.0

−1.0 4 0 2.3+0.4
−0.3 1.7+2.0

−1.5

A1 4 0 3.3+0.5
−0.5 0.2+1.2

−0.2 3 2 2.6+0.6
−0.4 0.1+0.8

−0.1

B1 9 0 2.3+0.4
−0.3 6.7+3.2

−2.7 6 1 2.3+0.5
−0.3 3.8+2.7

−2.1

A0 11 1 9.1+1.2
−1.1 1.6+2.7

−1.6 8 2 5.2+0.7
−0.5 2.5+2.4

−2.1

B0 25 2 4.5+0.7
−0.6 21.1+5.6

−4.3 28 3 5.4+0.8
−0.6 23.6+4.9

−5.7

In addition we quote the numbers for SM background contributions, separately

for W + jets and other than W + jets backgrounds. We do not combine them into

a total SM background, as the W + jets estimates depend on the numbers of events

observed in data and the estimates for other backgrounds.

In Table XXXII we list some of the characteristic variables for the two events
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which passed all the selection requirements for region A in data. Figures 15 and 16

present the event display pictures for these two events.

TABLE XXXII: List of kinematical values for two events which pass all the selection
requirements in region A in data.

e channel mu channel

run: 185594 186145
event: 295912 3165242

ET (e) or pT (µ) 75.8 13.6
lepton η/φ 0.63/6.11 −0.12/5.20
tau pT

vis 41.5 26.8
tau η/φ −0.52/3.36 −0.48/3.59
# extra jets 2 3
jet1 η/φ −1.04/1.78 −0.55/2.14
jet2 η/φ 0.54/3.47 −1.14/1.84
jet3 η/φ −1.16/1.07
Ecor

T (jet1) 60.6 60.4
Ecor

T (jet2) 59.7 29.3
Ecor

T (jet3) 25.4
E/T

raw 9.02 70.6
E/T 29.8 81.9
φ(E/T

raw) 6.12 5.40
φ(E/T ) 5.90 5.24
mT (l, E/T ) 10.2 1.23
YT 146.8 122.3
m(l, τ) 128.8 28.5
m(l, jet1) 179.7 59.0
m(l, jet2) 130.6 44.9
m(τ, jet1) 77.8 54.7
m(τ, jet2) 57.8 47.3
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FIG. 15: Tracking and calorimeter displays for an eτ +2 jets event (run 185594, event
295912) which passed all the selection requirements in region A..
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FIG. 16: Tracking and calorimeter displays for a eτ + 3 jets event (run 186145, event
3165242) which passed all the selection requirements in region A.
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2. The YT >80 GeV Control Region

Distributions of mT for the regions B, A′+B′ and C+D for the case of looser cut

on YT >80 GeV (to have higher statistics) are shown in Fig. 17. Note that we use

MC W + jets samples for the plots but we choose scale factor for them to get better

agreement with data. Also for the muon channel we borrow the W + jets shapes from

the electron channel, as there’s no big enough samples of W (→ µν)+jets.

In Fig. 18 we present YT distributions for regions C and A′. Figure 19 shows

MET distributions for events with YT >80 GeV and passed all other cuts in region C.

Figure 20 displays distributions of the number of prongs in final tau candidates for

the region C. Figure 21 is illustrating lepton pT (ET for electron) and tau visible pT

in region C. In Fig. 22 the ET
cor for the leading (has the biggest ET

corr) and second

jets in region A, and the only jet’s ET
corr in region A′ are shown. Figure 23 presents

distributions of the number of jets in final candidate events with mT < 35 GeV/c2

and YT <80 GeV.

Data and background predictions agree reasonably well in all the plots. Espe-

cially illustrative plots are shown in Figs. 17, 20, and 23. This validates our procedure

in the YT >80 GeV control region.
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FIG. 17: Distributions of mT (l, E/T ) in the control regions B (top), A′+B′ (middle)
and C+D (bottom) (note, that we do not plot anything in region A) for events with
YT >80 GeV in electron (left) and muon (right) channels.
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FIG. 18: Distributions of YT in regions A′ (top) and C (bottom) for events with
YT >80 GeV in electron (left) and muon (right) channels.
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FIG. 19: Distributions of E/T in region C for events with YT >80 GeV in electron (left)
and muon (right) channels.
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FIG. 22: Jet Ecor
T distributions for events with YT >80 GeV in electron (left) and

muon (right) channels. From top to bottom they are for leading jet in region A, second
leading jet in region A, and the jet in region A′.
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FIG. 23: Distributions of the number of jets in final candidate events for events with
mT < 35 GeV/c2 and YT >80 GeV in electron (left) and muon (right) channels.

3. The Njet = 0 and Njet = 1 Control Regions

If one takes into account the current limit on the stop mass (122 GeV/c2), the expec-

tation for the stop events in the region of Njet = 1 is absolutely negligible and therefore

it can also serve as a control region. It is obvious that the W+jets background is

negligible in regions A′ and C, and the agreement between data and expected back-

grounds is good. E.g., see Fig. 24 for electron and muon channels separately, and

Fig. 25 for the combined plot. Note that we looked at the data in the Njet ≥ 2 bins

only after the procedure was verified and finalized. However, we still can use our

standard fitting procedure to estimate “signal” rate (in events, not in pb) in region

A′ using as input the number of events in B′ and in the Njet = 0 bins. We expect no

signal events and the fit returns a P.D.F. in agreement with expectation of no signal

events in that region3.

3As expected in this case, due to a relatively large expected number of background
events in “signal” region A′, the P.D.F. is quite wide and only provides a very impre-
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FIG. 24: Distributions of the number of jets in final candidate events for mT < 35
GeV/c2 region for electron (left) and muon (right) channel.
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FIG. 25: Event distribution as a function of the number of jets with ET > 20 GeV sep-
arated from the lepton and tau candidates for data events with mT (l, E/T ) ≤ 35 GeV/c2

(regions A, A′, and C) compared to the expectations from SM background processes
and prediction for t̃1

¯̃t1 (m(t̃1) = 150 GeV/c2) signal. The SM background processes
shown do not include the W + jets contribution.

cise confirmation that no large fluctuations happened in the region in question.
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4. The Fit Procedure Performance Test

To show that the fitting routine produces expected results, we perform the following

check: for each of the four regions, we sum up the rates for “known” backgrounds

with the expected number of W events in each region as predicted by MC. We then

calculate the expected number of stop events in each of the regions assuming that

stop production exists with some cross section and add it to the sum. We round

up the expected rate to represent the observed number of data events and apply our

standard fit procedure. The result of this pseudo-experiment for the case of a 130

GeV stop with a cross section of 10 pb with the fit applied to the muon channel only

is illustrated in Fig. 26. It shows the output PDF as a function of the stop cross

section and it is clearly in good agreement with the 10 pb expectation.

0 2 4 6 8 10 12 14 16 18 200

0.001

0.002

0.003

0.004

0.005

 

Stop Cross-Section    pb

Stop Mass=130 GeV

Muon Channel

Stop � =10 pb

Result of a pseudo-experiment

"Data" = Stop  

+ "Other" Backgrounds

+ Wjets (MC)

FIG. 26: PDF for the stop cross section obtained using the standard fit method for
data obtained in a pseudo-experiment, in which the stop has a mass of 130 GeV/c2 with
a production cross section of 10 pb, rate of the W + jets background events is obtained
using MC and other backgrounds are the same as in the real analysis. Fit is applied to
muon data only. PDF obtained is consistent with the reference cross section.



105

C. Limits with 322 pb−1 Data

A total of two events are found in signal region A, which can be compared to the

prediction from SM processes of roughly 3 events (see Table XXXI). With no excess

in this region, we calculate a 95% C.L. upper limit on the t̃1
¯̃t1 production cross section

times the square of branching ratio of stop RPV decay into τb pair. By comparing

this limit curve to the stop pair production curve we set a 95% confidence level limit

on stop quark mass.

1. Stop Pair Production Cross Section Limits

We calculate 95% C.L. upper limits on σ(t̃1
¯̃t1)× β2 as a function of stop mass, Table

XXXIII, with or without convoluting uncertainties on theoretical prediction for the

cross section (see Section IV.B) into our limit calculation. This is due to the fact

that our fitting procedure relies on possible signal event contribution in every of the

four regions. The limit without theoretical uncertainty on the cross section are our

primary results on σ(t̃1
¯̃t1) × β2 limits. The limits with theoretical uncertainty are

used for setting a conservative limit on stop mass.

TABLE XXXIII: 95% C.L. upper limit on σ(t̃1
¯̃t1) × β2 (in pb) as a function of

m(t̃1) for the cases when theoretical uncertainty on the cross section is considered
(σ95%

with uncert × β2) and is not considered (σ95%
no uncert × β2). Here β ≡ B(t̃1 → τb). Note

that the limit result were the theoretical uncertainty on the cross section was considered
should not be interpreted as the upper limit on the cross section and is only intended
for setting a conservative limit on stop mass.

m(t̃1) [GeV/c2] 100 110 120 130 140 150 160 170

σ95%
no uncert × β2 [pb] 4.48 3.11 2.27 1.81 1.47 1.26 1.16 1.04

σ95%
with uncert × β2 [pb] 4.73 3.37 2.50 1.99 1.61 1.38 1.26 1.14



106

The band in Fig. 27 shows the expected limit in case of no discovery for com-

bined analysis of electron and muon channels and corresponds to the 68% probability

range of possible limits obtained by assuming that the observed number of events fol-

lows the background expectation. The computation was performed while not taking

theoretical uncertainty on the cross section into account. Actual limit on the cross

section was set based on two observed events (one event in the muon channel and one

event in the electron channel) overlaid with the theoretical stop cross section using

CTEQ6M PDF set shown as a solid line, while dashed lines indicate the theoretical

uncertainty in the cross section calculation due to renormalization and factorization

scales and PDF. Also shown are previously existing limits on stop mass (or, which is

equivalent, on the third generation scalar leptoquark, S̃0 or S1, mass). Appendix D

provides additional discussion on interpretation of the results for third generation

scalar leptoquarks.

2. Stop Mass and B(t̃1 → τb) Limits

Without theoretical uncertainties on σ(t̃1
¯̃t1), the 95% C.L. upper limit on stop mass is

set at the intersection of the 95% C.L. upper limit on σ×β2 curve and the theoretical

prediction for σ(t̃1
¯̃t1) This results in the limit of m(t̃1) >156 GeV/c2 (see Fig. 27).

Setting a conservative mass limit requires accounting for theoretical uncertainties

in the calculation of the stop production cross section, which are approximately 18%

of the cross section value (see Section IV.B). This error is convoluted into the fitting

procedure and results of calculation of the upper limit are also shown in Table XXXIII.

These are used to set the mass limit by finding an intersection of the limit curve with

the default cross section line (see the bottom plot in Fig. 28). We arrived to a mass

limit of m(t̃1) >153 GeV/c2. First two plots in Fig. 28 show how this limit compares

to the ones which were obtained in Run I analysis [13] and our previous iteration of
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FIG. 27: Theoretical prediction for the t̃1
¯̃t1 production cross section (solid blue line)

and its uncertainty due to factorization and normalization scales combined with the
PDF uncertainty (dashed blue lines). Expected 95% C.L. upper limits for the t̃1

¯̃t1
production cross section (electron and muon channels are combined) are shown in red
solid curve with a grey band (corresponds to a 68% probability range of possible limit
if data were to follow SM background expectation). Earlier constraint obtained from
CDF and LEP leptoquark searches (m(LQ3) > 99 GeV/c2) is shown. In all cases we
assume the branching ratio LQ3 → τb = 100%. The 95% C.L. limit on stop mass at
m(t̃1) >156 GeV/c2 was set without taking into account uncertainties on theoretical
cross section.

the analysis with 200 pb−1 of data [84].

Also it should be noted that if one wants to be very conservative, the mass limit

might be set at the intersection of the 95% C.L. upper limit curve which does not have

the theoretical uncertainties convoluted in with the lower cross section uncertainty

curve. This gives the most conservative mass limit of m(t̃1) >150 GeV/c2.

Using the information from Fig. 29 we find 95% C.L. lower limit on branching

ratio of stop decaying into a tau and a b quark as a function of m(t̃1) limit. The

region above the solid line is excluded at 95% C.L.
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FIG. 28: Theoretical prediction for the t̃1
¯̃t1 production cross section (solid blue line)

and its uncertainty due to factorization and normalization scales combined with the
PDF error (dashed blue lines). Expected 95% C.L. upper limits on the t̃1

¯̃t1 production
cross section are shown with red curve by combining resilts in electron and muon chan-
nels. For comparison, similar limit curve from our 200 pb−1 analysis (dash-dotted green
line) and from Run I analysis [13] (green line) is shown. Dotted red curve represents
95% C.L. upper limit with 18% uncertainties on theoretical cross section taken into
account in the fit. This curve is used to set 95% C.L. limit on stop mass which includes
uncertainties on theoretical cross section at m(t̃1) >153 GeV/c2.
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FIG. 29: 95% C.L. lower limit on branching ratio of stop decaying into a tau leptone
and a b quark as a function of m(t̃1) limit. The region above the solid curve is excluded.

D. Prospects for Future Analyses

There are good prospects for RPV stop searches in a bigger dataset with luminosity

of 2 fb−1 or more. A simple projection to 2 fb−1 is made by scaling the number of

signal and background events together with the luminosity and choosing the expected

number of events observed in data to be the same as the expected scaled SM back-

ground prediction. Such an estimate gives the expected value of stop mass limit at

around 180 GeV/c2. But this is also a minimal limit that we may expect at this lumi-

nosity, as the analysis procedure should be reoptimized for such an increased amount

of data. While the current study would not benefit from employing the b tagging

capapilities of CDF II detector4, b tagging would be a major source of improvement

for a big dataset, as it would greatly reduce contribution of all backgrounds except

4Due to relatively low efficiency of b tagging (∼ 50%) and low statistics of the
dataset the limit would not be improved if we would require at least one jet to be
consistent with originating from the hadronization of a b quark.
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top pair production, which has jets coming from real b quarks. The whole analysis

methodology, regions, and limit calculation methods need to be rethought in this

case.

Another possible extension for this analysis is to increase its physics scope by

incorporating other possible RPV stop decays, namely considering also t̃1 → eb and

t̃1 → µb together with t̃1 → τb. Such study is motivated by findings based on neutrino

oscillation data [12], which show that the branching ratios of stop decaying into eb or

µb could be as sizable as one of the t̃1 → τb decay. The analysis complexity would be

much higher, but the sensitivity and the physics value would be higher as well.
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CHAPTER VI

CONCLUSION

We performed a search for stop quark pair production in a framework of R-parity

violating SUSY where stop may decay into τb. The final state signature includes one

lepton (e or µ), an hadronically decaying τ lepton, plus at least two jets. We did not

require each jet to be consistent with originating from the hadronization of a b quark.

We observed two events which are consistent with the SM precesses expecta-

tion. Therefore, we set upper limits on the stop pair production cross section times

B(t̃1→τb)2 as a function of the stop mass. By taking into account the theoreti-

cal uncertainties on the NLO cross section and assuming B(t̃1→τb) = 1, we set

a 95% C.L. lower limit on the t̃1 mass of 153 GeV/c2. Our results also exclude

B(t̃1→τb) > 0.56 (0.74) if m(t̃1) = 100 (130) GeV/c2. These results are also applica-

ble to LQ3 pair production.
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APPENDIX A

TAU IDENTIFICATION AND ITS EFFICIENCY

The t̃1
¯̃t1→τlτhbb search relies heavily on our ability to effectively reconstruct

hadronically-decaying tau candidates. In order to do it we also need to reconstruct

neutral pion candidates. In this Appendix we provide a detailed description of the

reconstruction procedure and of the measurement of identification efficiency.

A. Tau and π
0 Identification

1. Hadronically-Decaying Tau Candidate Reconstruction

Hadronically-decaying tau candidates are reconstructed by matching calorimeter clus-

ters with tracks and neutral pion candidates. The calorimeter cluster is required to

have at least one tower with total energy ET > 5 GeV, and the highest ET tower in the

cluster is called a seed tower. All adjacent towers with transverse energy deposition

in excess of 1 GeV are added to the cluster. Only clusters consisting of six or fewer

towers are retained for further reconstruction. This is because hadronically-decaying

taus are expected to produce narrow jets. We allow tracks having reconstructed

segments in at least two axial and two stereo COT segments that point to the tau

calorimeter cluster to be associated with the hadronic tau candidate. The one with

the highest pT is selected as the seed track, which we require to have pT > 6 GeV/c.

If these requirements are satisfied, the cluster-track match becomes a hadronic tau

candidate. Figure 30 [51] shows the efficiency of the hadronic tau reconstruction al-

gorithm described above as a function of the true visible transverse momentum of a

hadronic tau for Z/γ∗→ττ events as obtained using pythia MC.
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FIG. 30: Efficiency of the hadronic tau (τh) reconstruction as a function of the true
visible (neutrino contribution excluded) transverse momentum of τh for Z/γ∗ → ττ
events as obtained using the pythia MC and CDF II detector simulation. The efficiency
is calculated for generated hadronic tau decays with |η| < 0.9.

With the initial tau candidate reconstructed, the algorithm associates additional

tracks and reconstructed neutral pions (if found) with the tau candidate. The seed

track is used to define signal and isolation cones. The track signal cone is defined as

a cone with an opening angle αtrk around the seed track:

αtrk = min[0.17, max(5 GeV/Ecalo, 0.05)] , (A.1)

where Ecalo is the energy (in GeV) of the calorimeter cluster associated with the tau

candidate, and the other parameters are in radians. The energy dependence in the

cone definition accounts for collimation of the decay products of highly boosted tau

leptons; the lower bound on the cone size is driven by resolution effects. COT tracks

in the signal cone that have (i) at least two axial and two stereo COT segments with

at least 6 hits in each segment and (ii) z0 compatible with that of the seed track

(|ztrk
0 − zseed

0 | < 5 cm) are assigned to the hadronic tau candidate. Tau decay modes
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are classified by the number of “prongs,” defined as the number of tracks with pT > 1

GeV/c inside the track signal cone of a hadronic tau candidate.

Selected hadronic tau candidates are required to satisfy fiduciality requirements

to ensure efficient reconstruction and triggering (Table IX). The tau seed track is

required to be fully contained in the fiducial volume of the COT, and its trajectory

extrapolation must point to a fully instrumented region of the CES detector in the

z-direction, 9 < |ze−trk
RCES

| < 230 cm, to ensure efficient π0 reconstruction.

2. Neutral Pion Candidate Reconstruction

Neutral pion candidates are reconstructed using clusters in the CES detector. Wire

and strip CES energy depositions are clustered by starting with a seed wire or strip

and combining up to five wires or strips into a cluster. Strip and wire clusters are

matched to form 2D CES clusters. In cases where there are multiple reconstructed

strip or wire clusters in a given CES segment, the matching is not unique, and the

measured CES energy of the 1D clusters is used to identify which wire and strip

clusters likely come from the same 2D cluster. A matched 2D cluster becomes a π0

candidate if no COT track with pT > 1 GeV/c is found nearby. If only one π0 is

found in a particular calorimeter tower, the π0 is assigned the full EM calorimeter

energy of this tower minus the expected deposited energy from all tracks traversing

this tower:

Eπ0

= Eem −
∑

trk

(0.3 GeV + 0.21 × ptrk), (A.2)

where ptrk is the magnitude of the momentum of the track. All energies are in GeV

and momenta in GeV/c. The parametrization used in Eq. (A.2) is obtained from data

by studying the calorimeter response to isolated charged pions. The constant term

roughly corresponds to the energy deposition by a minimum ionizing particle, and
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the slope accounts for the average energy deposition increase with the momentum

of a particle. If there is more than one π0 candidate in the same calorimeter tower,

the EM calorimeter energy, after correction for energy deposited by charged tracks,

is divided between them in proportion to their respective CES cluster energies.

Note that this algorithm makes no distinction between true π0 mesons and pho-

tons, e.g. two photons from a sufficiently energetic π0 meson (ET ≥ 10 GeV) are

reconstructed as a single cluster, while for a lower momentum π0 meson the algo-

rithm typically finds two clusters, i.e. “resolved photons.” Distinguishing between

these two cases is not necessary for hadronic tau reconstruction since it has little

effect on the measured parameters of a reconstructed tau candidate. Therefore, we

take a “reconstructed π0” to be either a true π0 candidate or a single photon coming

from either a π0→γγ decay or from any other source.

3. Tau Candidate Identification Variables

For π0’s we define a π0 signal cone around the seed track as

απ0 = 0.17 rad . (A.3)

All π0 candidates with ET > 1 GeV inside the π0 signal cone that have matches in

both the x- and z-views of CES are associated with the tau candidate.

The track and π0 isolation regions are defined as annuli between the respective

signal cones (Eqs. (A.1) and (A.3)) and the cone of

αISO = 0.52 rad (A.4)

around the seed track. Figure 31 provides A schematic drawing of the τ → 3πγ decay

is shown in Fig. 31 as an example to illustrate signal and isolation cones.

Isolation plays an important role in tau identification as it is the most powerful
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tool in rejecting QCD background. There are various ways to calculate tracking

isolation. The first one is to define is as a sum of track momenta in isolation annulus

as

Iτ∆θ
trk =

∑

αtrk<∆θ<αISO

ptrk
T . (A.5)

And the second method is just to count the number of tracks with pT > 1 GeV/c in

isolation annulus, N τ ISO
trk . We use the second method because our signal events have

rather strong jet activity and isolation requirement based on use of Iτ∆θ
trk would lead

to lower signal acceptance. Note that only tracks with z0 close to that of the seed

track (|ztrk
0 − zseed

0 | < 5 cm) are accounted in the isolation. In order to remove trigger

bias we also use tracking isolation in annulus 0.17 < ∆R < 0.52, in which case we

use a superscript ∆R in the corresponding isolation variable notations. In a similar

way we define π0 isolation:

Iτ∆θ
π0 =

∑

α
π0<∆θ<αISO

pπ0

T . (A.6)

For discriminating τh candidates from electrons, a variable ξ is defined as

ξ = Ehad
T /

∑

τ tracks

ptrk
T , (A.7)

where Ehad
T is the transverse energy of the tau candidate calculated using only hadronic

deposition in the calorimeter. Electrons typically have small ξ, which allows substan-

tial suppression of backgrounds with an electron faking a tau.

The visible mass of a tau candidate, mtrk+π0

, is defined as the invariant mass of

the tau momentum four-vector obtained in Eq. (A.9), before applying the correction

for missed π0’s. The track mass of a tau candidate, mtrk, is defined as the invariant

mass of the track-only part of the tau momentum four-vector, Eq. (A.9). The charge
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FIG. 31: Schematic representation of an example of τ 3-prong τ → 3πγ decay and
two cones used for τ identification: signal αtrk cone and isolation αISO cone.

of a tau candidate is defined as a sum of charges of the prongs associated with it:

Qτ =
∑

τ tracks

Qtrk . (A.8)

4. Tau Candidate Momentum

The energy of the tau candidate can be measured by using either the calorimeter

information or the reconstructed tracks and π0’s. Due to the relatively poor en-

ergy resolution of the hadronic calorimeter, the latter is preferred. The four-vector

momentum of a tau, pτ , is defined as the sum of four-vectors of tau tracks with

pT > 1 GeV/c and π0’s with ET > 1 GeV (both are assumed massless) associated

with the tau candidate:

pτ ≡
∑

∆Θ<αtrk

ptrk +
∑

∆Θ<α
π0

pπ0

, (A.9)
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where ptrk and pπ0

denote four-vector momenta of contributing tracks and π0 can-

didates, and ∆Θ is the angle between the seed track and a particular track or π0

candidate. Such momentum is often called as visible momentum of tau candidate as

it does not include neutrino contribution.

Finally, a correction is applied to the hadronic tau energy, calculated above, that

compensates for two effects: (i) inefficiency of π0 reconstruction; and (ii) false π0

reconstruction. While both of these effects are not predominant – in this analysis,

the correction is invoked in approximately 10% of cases – they can result in substan-

tial mismeasurement of a hadronic tau candidate energy. Such mismeasurement is

undesirable not only for true hadronically-decaying taus, but also for the background

jets or electrons misidentified as taus. In particular, false π0 reconstruction can lead

to promoting low energy hadronic jets or electrons misidentified as hadronic taus into

the signal region.

The π0 reconstruction inefficiency results in an underestimate of the tau candi-

date energy and is caused by either dead wires in the CES or the overlap of a π0 meson

with a track. When additional EM energy, not assigned to any of the π0 candidates,

is detected, the tau candidate energy is corrected by assuming the presence of an

additional π0 with an energy equal to the excess calorimeter energy, and a direction

coinciding with the hadronic tau candidate.

For true hadronic taus, false π0 reconstruction occurs when a charged hadron

or an electron (from a photon conversion in τ→π0 + X→γγ + X) deposits a large

fraction of its energy in the EM calorimeter. If particle generates a wide shower in

the CES, the shower size may exceed the five-strip/wire limit for 1D CES clusters

and thus be split into two clusters. In this case, the cluster closer to the charged

particle is not considered a π0 candidate, since it is close to a track. The other CES

cluster is reconstructed as a π0 candidate with an energy nearly equal to the full EM
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energy deposit in this tower leading to an overestimate of the hadronic tau energy.

The same effect occurs when a hadronic jet or an electron from electroweak boson

decay is misidentified as a hadronic tau promoting backgrounds to higher energies.

In the case of electrons misidentified as taus, false π0 reconstruction can lead to an

overestimate of the hadronic tau candidate energy by up to a factor of two, since the

same energy is counted both from the track and from the CES cluster. In cases where

most of the tau energy is deposited in the EM calorimeter and there is significant

disagreement between the calorimeter measurement and the calculation based on

tracks and neutral pions, neutral pions (indicating double-counting of the EM energy

in the pτ
T calculation), pτ

T is given by the calorimeter only.

B. Measurement of the Efficiency of Tau Identification Criteria

When we apply tau identifications requirements from Table XV to our signal MC

sample we need to know how good is the correspondence between the efficiencies in

data and the efficiencies in MC. The scale factor of 1.00 ± 0.03 used in Table XV is

the result of such study, and below we discuss the details of that measurement.

1. Samples and Event Selection

For the measurement we used the following data and MC samples:

• Z-like set:

– Lepton+Track dataset of 72 pb−1 (etau08 and etlp08);

– pythia MC Z/γ∗→τeτh Pythia (zewk2t);

– pythia MC Z/γ∗→ee (ztop0e);

• W -like set:
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– 72 pb−1dataset collected by TAU MET trigger;

– pythia MC inclusive W→τν (wewk4t);

– pythia MC W→eν (wewk0e).

Event selection for Z-like samples consisted in applying the geometrical and kine-

matical requirements for electron and tau (Table IX), electron candidate selection

(Table XIII), and applying tau identification requirements as listed in Table XXXIV.

We suppress conversions in the same way as it was discussed in Section IV.C.6.a.

After that in order to suppress W + jets and QCD backgrounds, we have two addi-

tional requirements. The first one is on the transverse mass of electron and missing

transverse energy, mT (e, E/T ), to be mT (e, E/T ) < 25 GeV/c2, and the second one is on

the transverse momentum of electron and missing energy:

pT (e, E/T ) ≡ |~p e
T + ~E/T | > 25 GeV/c. (A.10)

TAU MET trigger already requires E/T > 25 GeV and a tau candidate with

pT > 25 GeV/c. To improve selection of W→τν events by raising E/T requirement

to E/T > 30 GeV and requiring no other jets reconstructed with cone ∆R = 0.7.

(Table XXXV). It considerably suppresses QCD background. We use tighter electron

rejection cut: ξτ = Ehad
T /ΣpT

trk ≥ 0.2, as W→τν sample is strongly contaminated

with W→eν background, and require pτ
T > 25 GeV/c. In Figure 32 we show the

distribution for number of tracks in a tau candidate. Such selection provides us with

a “clean” sample of energetic taus.

2. Tracking and π0 Isolation

We found that certain tau cuts are not well described by MC with the discrepancy

especially pronounced for lower pT taus. The cuts in question are related to the mod-
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TABLE XXXIV: τh identification cuts.

Seed Track: 3 × 3 ax/st SL’s of 6 hits/SL

dτ−trk
0 < 0.2 cm

ξτ = Ehad
T /ΣpT

trk ≥ 0.10

mtrk+π0 ≤2.5 GeV

mtrk ≤1.8 GeV

Iτ, ∆Θ
trk ≤ 1GeV/c

Iτ, ∆R
trk ≤ 1GeV/c

Iτ, ∆Θ
π0 ≤ 0.6GeV/c

N τ cone
trk =1 or 3

eling of the (hadronic) showering in the calorimeter and special features of calorimeter

clustering used in tau reconstruction. Examples of such cuts are calorimeter isolation

and the lateral profile of tau showers. Data suggests that showers are on average

wider than predicted by MC. For this reason, we do not use cuts on tau calorimeter

isolation Iτ
calo < 6 GeV, instead using track and π0 isolations that we believe are more

reliable.

We measure track and π0 isolation efficiencies directly from the Z→ee data and

MC samples and correct for small differences due to tau track and π0 contamination

of the isolation cone. To obtain a Z→ee sample we perform selection in the same way

at for Z→ττ , but we reverse the anti-electron requirement for tau. We apply all the

requirements except isolation and then measure the ratio of the “N−1” efficiencies

of the isolation cuts in data to MC. The efficiency of the isolation cuts primarily

depends on how well MC simulates the underlying event (UE). Another effect is that
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TABLE XXXV: Event topology cuts for selection of “clean” W → τν events. The
number 0.7 refers to jets reconstructed with cone ∆R = 0.7.

E/T : E/T > 30 GeV

0.7-Monojet: ET > 25 GeV

|ηdet| < 1.2

Veto other 0.7 jets: ET > 5 GeV

|ηdet| < 10

additional min-bias interactions are not simulated at all, and it can give a contribution

not predicted by MC. Therefore, we choose to assign any observed difference between

data and MC to this effect and apply a scale factor. Regarding π0 isolation, we do

expect differences due to inaccurate simulation of CES in MC. The π0 reconstruction

efficiency in data is lower than in MC, therefore we treat any difference that we observe

as a correction. We also did check that isolation efficiencies measured in Z→ee events

are similar to those in Z→ττ events. Overall, the agreement between data and MC

is quite good, and the correction factors are 0.995± 0.017 and 1.003± 0.005 for track

and π0 isolation efficiencies respectively, and one can conservatively use the difference

as a systematic uncertainty.

3. Number of Charged Tracks

We then obtain a correction to the efficiency of the requirement of only 1 or 3 tracks

for τh, N τ
trk = 1, 3. The physics part of this inefficiency is due to one of the tau tracks

happenning to have pT < 1 GeV/c, and not being counted. This effect should be

well simulated in MC. However, remaining “instrumental” inefficiency can exist due

to tracks from UE and extra minbias interactions accidentally falling into the signal
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FIG. 32: Distribution for the number of prongs in a tau candidate in the “clean”
W → τν sample. The only considered background is W → eν. The W → τν MC is
normalized to data minus W → eν MC.

cone. We estimate this effect by comparing the fraction of 2-prong tau candidates

(electrons passing as taus) between Z→ee data and MC samples. If we assume that

the difference is due to tracks from UE and secondary min-bias interactions, we can

estimate the additional fraction of events that will migrate from 1 and 3 prong bins

into even prong bins and compensate for this unaccounted by MC loss by applying

the following scale factor to the efficiency of this cut:

fmin−bias =
1

(1 + NZ→ee Data
n=2 /NZ→ee, Data

n=1 − NZ→ee MC
n=2 /NZ→ee, MC

n=1 )
, (A.11)

where n stands for the number of tracks in the signal cone of a tau candidate. How-

ever, this is likely an overestimation as the Z→ee data can have backgrounds that

are partially responsible for this increase (e.g. bremstrahlung followed by a conver-

sion escaping conversion filter). Also, description of the track isolation efficiencies

suggests that this could be an upper bound on the deviation of data from MC. Thus,
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we conservatively use a scale factor of 1.0 and assign a (very) conservative systematic

uncertainty to be equal to the correction itself, fmin−bias = 1.00 ± 0.02. The inter-

midiate numbers are: fraction of events with an electron passing as a 2-prong tau

candidate in data is 4.7% while MC predicts 2.7%.

Another possible effect that is important for the N τ
trk = 1, 3 requirement is mi-

gration of events from 3-prong bin into the excluded 2-prong bin due to effects of

track reconstruction efficiency. Estimation of this effect can probably be best made

by embedding tau tracks into real events. At this time we do not have such estimation

available, and we use default MC prediction for such migration and assign an uncer-

tainty of 0.5% per track based on several available studies of tracking performance

[48, 88, 89]. With two tracks that can be independently lost or misreconstructed

(reconstruction efficiency for the seed track is accounted earlier), we arrive to a 1%

uncertainty.

We use a total uncertainty of 2.9% that we assign to the effects associated with

the number of tracks requirement.

4. Track Quality and Impact Parameter

For the tau seed track quality requirement and the impact parameter dτ−trk
0 require-

ment we found using Z→ee events that the corerction factor is consistent with one.

5. Anti-Electron ξ Requirement

To estimate the systematic uncertainty associated with the anti-electron ξ require-

ment, we consider two possible sources for uncertainty: imprecise knowledge of the

hadronic calorimeter energy scale and imperfect MC predictions of the fraction of

charged hadrons showering early (in the EM calorimeter). For the first cause, we

simply vary the value of this cut from ξmin = 0.094 to ξmax = 0.106, which corre-
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sponds to a change in the hadronic scale in MC by 6%. We find the largest deviation to

be around 0.4%, which we assign as a part the systematic uncertainty associated with

this cut. This second issue is more complicated and required a more detailed study.

Starting with electron+track and muon+track data, we obtain a sample of relatively

pure 1-prong taus, and compare the ξ-cut efficiency to MC taus with an identical pT

distribution. The details of such selection are available in Ref. [74]. The resulting

scale factor for the ξ > 0.1 requirement is found to be 0.995±0.013(stat)±0.018(syst).

6. Tau Mass

To measure the efficiency of the tau candidate mass requirement we use our “clean”

W→τν sample. We apply all the selection criteria to the data and MC samples except

the cuts on mtrk and mtrk+π0

, and then study the efficiency for various cut values.

The mtrk+π0

shows disagreement of data and MC for low and mid-values of the mass.

There are two effects contributing to it: the first is that usually we get more π0s

reconstructed in MC; and the second is that when we apply tau energy correction to

compensate for the lost π0s we don’t use it in calculation of tau visible mass. The mass

requirements were set intentionally loose and approaching full efficiency. The result

for the mtrk+π0 ≤2.5 GeV/c2 and mtrk ≤1.8 GeV/c2 requirement is 0.996 ± 0.004.

7. Ntow ≤ 6 Requirement for Tau Cluster

We also studied the effect of the requirement that tau candidate’s calorimeter cluster

should have six or less towers with tower energy of ET > 1 GeV. In data lateral

profiles of hadronic showers are wider, and therefore one should expect a larger average

number of towers in tau candidates than in MC. To model wider showers in MC we

build a model that simulates on average the actual process: we use MC Z→ττ events

and for each tower in tau candidate cluster we assign a fraction fE of the tower energy
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to one of the four surroudning towers (no matter if it is a part of the tower or not) with

a probability pE. We perform this for all towers in the cluster only once and we do

not re-assign the once assigned additional energy again. Then we count the number

of towers in tau clusters and fit it to the distribution observed in data for different

values of fE and pE. The result is χ2 as a function of fE and pE. We find that the

minimum of χ2 occurs when fE = 0.37 and pE = 0.23. To estimate the systematic

uncertainty we estimate the fraction of the number of events failing Ntow ≤ 6 cut.

Thus, the scale factor for this additional loss of events due to imperfectness of MC is

found to be about 1.005 ± 0.005(syst).

8. Tau Identification Efficiency Summary

The summary of this study is presented in Table XXXVI.
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TABLE XXXVI: Efficiency of tau ID cuts. We quote MC predictions based on
Z → ττ analysis and quote corresponding scale factors.

Cut MC Efficiency [%] Scale Factor

Seed Track Quality 97.9 ± 0.3 1.0

dτ−seed
0 < 0.2 cm 97.6 ± 0.4 1.0

ξ > 0.1 91.3 ± 0.7 0.995 ± 0.022

mtrk ≤ 1.8 GeV/c2 & mtrk+π0 ≤ 2.5 GeV/c2 99.3 ± 0.2 0.996 ± 0.004

Iτ, ∆Θ
trk ≤ 1 GeV/c& Iτ, ∆R

trk ≤ 1 GeV/c 75.0 ± 1.1 0.995 ± 0.017

Iτ, ∆Θ
π0 ≤ 0.6 GeV/c 96.1 ± 0.6 1.003 ± 0.005

N τ cone
trk =1 or 3 89.5 ± 1.0 1.000 ± 0.026

Ntow Correction 1.005 ± 0.005

Cumulative 55.9 ± 1.6 0.994 ± 0.039

Final Efficiency 55.6 ± 1.6(stat) ± 2.2(syst)
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APPENDIX B

MEASUREMENT OF THE EFFICIENCIES FOR THE LEPTON-PLUS-TRACK

TRIGGERS

Triggering algorithms are simpler and faster than those used in offline recon-

struction software. It makes the efficiency of event selection by trigger system with

relation to event selection made with the offline reconstruction software (or simply

trigger efficiency) less than 100%. Lepton plus track (LT) triggers are described in

details in Section III.A and Section III.B has short discussion of their efficiencies. In

this appendix we present more details on the trigger efficiencies.

LT triggers are constructed of two parts: lepton (electron or muon) leg and

isolated track leg. The total efficiency is a product of the efficiencies for each part:

ε = εl × εtrk . (B.1)

Here we neglect any possible correlation effects due to existence of the requirements

on |z0(l) − z0(trk)| and ∆R(l, trk) (see Tables III, IV, and V) that involve both,

lepton and track legs. The efficiency for each leg is a product of the efficiencies for

each level:

εl = εl
L1 × εl

L2 × εl
L3 , (B.2)

εtrk = εtrk
L1 × εtrk

L2 × εtrk
L3 . (B.3)

Note that the efficiency for some specific level (except L1) should be measured with

respect to events that passed all preceding levels, as various trigger levels cut on

essentially the same values, and therefore are highly correlated.
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Section B.A presents details of the trigger efficiency measurement for the iso-

lated track trigger leg. Sections B.B and B.C give the essential results of the trigger

efficiency measurement for the electron and muon trigger legs respectively.

A. Efficiency for the Isolated Track Trigger Leg

From Tables III, IV, and V which summarize the requirements for LT triggers we see

that the isolated track side is only used at L2 (for electron plus track trigger only)

and L3 (for both, electron and muon plus track triggers). It means that we set the

multipliers for unused levels in Eq. (B.3) equal to one.

The measurement of the L2 XFT trigger efficiency is presented in Section B.A.1,

and Section B.A.2 describes an efficiency study for the isolated track trigger leg at

L3.

1. Level 2 XFT Trigger Efficiency

The material of this section is based on the study documented in Ref. [67].

The isolated track side of the electron plus track trigger at level 2 is required to

have a 4-layer XFT track with pT ≥ 5.18 GeV/c (Table III).

a. XFT and COT Features Affecting Trigger Efficiency

The description of XFT features is given in Section II.C. These special features

of the XFT can greatly affect the trigger efficiency. For example, an XFT track

can erroneously combine hits or segments from different tracks and (especially when

several tracks are clustered together) can “create” and report a higher pT track than

actually exists. Also, since the ability of the XFT to build a track depends on the

COT occupancy, the more active the COT is in some φ-slice, the more likely XFT is
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to find a track at all. Thus, when there are lots of tracks, not only is the XFT more

likely to reconstruct tracks, but it is more likely to have its reported tracks be high

pT , which makes it more likely to pass the trigger threshold.

There are also several effects on the efficiency associated with the mechanical

design of the COT chamber. One geometry related effect is that the XFT performs

worse for the low η tracks as the shorter path length inside of COT gives a smaller

charge collected by wires and thus a lower probability to produce a hit. Also, at

z = 0 (right in the middle of the detector), a special structure called “the spacer”

supports the COT wires. When a track passes through the spacer, it is less likely to

produce hits in the region of small z. In both cases since two lost hits can result in the

segment not being reconstructed the whole XFT track will not be found, causing an η-

dependent XFT efficiency. This becomes especially pronounced for low pT tracks since

low pT particles produce weaker ionization, decreasing the probability of generating

a COT hit, further decreasing the efficiency. We also note that the L2 trigger (see

Table III) requires each XFT track to have four segments1. This also reduces the

trigger efficiency, as well as defines the fiducial volume of the XFT/COT.

There are three time periods of XFT operation that are relevant for the data

used in this analysis:

A) March 2002 – September 2002: “2-miss” configuration;

B) October 2002 – January 2003: “1-miss” configuration;

C) January 2003 – August 2004: “1-miss” configuration and lowered COT voltage.

Lower COT voltage causes smaller showers and smaller gains on the wires, leading to

smaller signals and smaller probability of COT hit detection. Again, if two hits are

1Four is a maximal possible number, as there are four axial superlayers (numbered
as SL2, SL4, SL6, and SL8).
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lost at the same superlayer, the whole XFT track will not be reconstructed, resulting

in a loss of efficiency.

b. Efficiency and Track Matching Definition

The main purpose of the track leg of the lepton+track trigger is that it can result in a

reconstructed tau candidate, and we should take this into account when defining how

we calculate the efficiency. The tracks from hadronically decaying taus are typically

tightly clustered together. So, when doing tau identification, we require these sets of

tracks to be isolated from other tracks in the event.

For the isolated track leg we define the XFT efficiency as

εtrk
L2 =

number of good isolated tracks with a triggered XFT match

number of good isolated tracks
, (B.4)

where good isolated tracks means that we have applied certain quality cuts for offline

tracks (see Section B.A.1.c), and triggered XFT match means that the track has a

corresponding XFT track which passed the trigger cuts.

The matching is of particular concern here because we expect the track to become

a seed of a reconstructed tau candidate. Let’s first consider matching of a single

offline track to a single XFT track. If we had access to the information about the

XFT track’s hits, then we would be able to check if the fraction of hits it shares with

the original track is significant. Unfortunately, it is not possible as trigger data banks

do not keep this information. Also, as described in Section B.A.1.a, due to XFT

particularities, an offline track could have an XFT “partner” with a dissimilar set of

helix parameters. Therefore, it is better to think about the XFT efficiency as the

“probability that the presence of a given track triggers the XFT,” which is dependent

on the density of COT hits. This method works well for electrons and muons, but

for taus, which can have several tracks, another approach is better. Now we ask the
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question “was there any XFT track which could have triggered the event for a given

tau?” Exact matching is not needed here, as the tau could have several tracks. For

these reasons we developed the following matching procedure for taus:

1. count the number of prongs (tracks with pT > 1 GeV/c in a 3D 10◦ cone) for

every track which passes the quality cuts;

2. check every track to see if it is the seed track (has the highest pT in the cone);

3. for the seed track, look for a triggered XFT track in the corresponding 2D 10◦

sector;

4. we have a match if any XFT track is found.

The number of prongs in our “tau” is used later as a convenient measure of COT

activity and to classify the efficiency accordingly.

c. Datasets and Offline Track Selection

For measuring the XFT trigger efficiency we created three data samples which cor-

respond to the periods of XFT operation mentioned in Section B.A.1.a. We used

events from jet datasets, choosing good high statistics runs and requiring at least one

electron object with loose electron requirements (default EmObject cuts). This data

does not have any bias from XFT triggers.

To select offline tracks we apply additional quality and fiduciality requirements

to ensure that track can be expected to trigger the XFT if the XFT system is fully

efficient. Table XXXVII presents both requirements as well as the track based tau ID

emulation cuts (seed and isolation requirements) that we have used for offline track

selection. We assume that the electron and tau legs of the trigger are independent.

However, we use some of the L3 cuts here, including the electron-track topology

requirements to select events which better resemble the targeted physics signal. Also,
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TABLE XXXVII: Offline track selection cuts. r2(8) is the radius of the center of the
first (last) axial superlayer. ∆Θ denotes a 3D angle around the seed track (as in a
standard τh reconstruction).

Track quality cuts:

pT > 3 GeV/c;

|η| ≤ 1.5;

NaxialCThits ≥ 25, NstereoCThits ≥ 25;

|dcor
0 | < 0.2 cm;

fiducial region for
XFT requirements:

|zCOT(r = r2)| < 150 cm, |zCOT(r = r8)| < 150 cm;

seed track require-
ment:

has the highest pT among the tracks within |∆z0| < 15 cm in its
10◦ cone;

tau-like isolation,
two cases:

1) no tracks with pT > 1.5 GeV/c and |z0(seed) − z0(trk)| < 15
cm within the cone 10◦ < ∆Θ < 30◦ around the seed track;
2) in addition to 1) no tracks with pT > 1.5 GeV/c within the
segment ∆φ < 10◦ around the seed track except for those in the
10◦ tau-cone;

electron partner
requirement cuts:

|z0(e) − z0(trk)| ≤ 15 cm;

∆R(e, trk) ≥ 0.175.

we repeat the efficiency calculation for a sample with no requirement of a partner

electron. This “unbiased” sample has larger statistics, serves as a cross-check to

verify the assumption of the two trigger legs (electron and track) being uncorrelated,

and helps give a handle on the systematic uncertainties in our measurement.

We note that the COT environment for jet data is in general busier then for typ-

ical events which pass the electron plus track trigger. We don’t want to overestimate

our efficiency, so we use different types of isolation. This is also is helpful for the

estimation of the systematic error. In our study we use the 3D tau-like offline track

isolation (the same as in the L3 electron plus track trigger) and we check the case of an

additional 2D isolation requirement in the segment ∆φ < 10◦ excluding the ∆Θ < 10◦

tau-cone as it helps to estimate a lower bound or “pure” XFT efficiency. Such ad-
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ditional isolation ensures that the XFT, which works in two dimensions, deals only

with tracks from our 10◦ tau-cone inside the ∆φ < 10◦ segment. Also, this require-

ment automatically satisfies the L2 “other” requirement in Table III. We consider

this efficiency as a lower bound for the efficiency: the fewer hits there are in some

COT segment, the harder is the track reconstruction task for the XFT.

d. Results

We parametrize the XFT efficiency as a function of 1/pT and as a function of 1/pT

and η for different number of prongs and time periods. Since real tau seed tracks may

have a slightly different η distribution then our efficiency sample, having η-dependent

parametrization is necessary. We also note that the averaged out η-dependence is also

useful, as it allows direct comparison of the samples, makes it more easy to observe

basic trends and gives a possibility to check if our efficiency parametrization in two

dimensional (1/pT vs. η) space is good.

The 1/pT only parametrization of the efficiency for the time period A is

ε(1/pT ) = K∞ × freq

(
1/pT0

− 1/pT

2σ1/pT

)
, (B.5)

where pT is the transverse momentum of the seed track, K∞ is the asymptotic limit of

the efficiency, pT0
is the middle of the turn-on region and σ1/pT

is the XFT curvature

resolution.

For data for which the XFT allowed only one missing hit (samples B and C),

the trigger efficiency acquires a non-negligible pT dependence at high pT . This can

be parametrized by introducing a forth parameter, S, and the parametrization:

ε(1/pT ) = (1 − S (1/pT − 1/10)) × K10 × freq

(
1/pT0

− 1/pT

2σ1/pT

)
, (B.6)

where S is the slope of the efficiency at high pT and K10 is the efficiency at pT = 10
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FIG. 33: The XFT track trigger efficiencies as a functions of 1/pT (left, using Eq. (B.6))
and η (right, using Eq. (B.7)) for any number of prongs track with 3D-tau-like isolation
and a requirement of an additional electron in data from time period C (“1-miss,”
lowered COT voltage). The ε(1/pT ) dependence shows noticeable slope in high-pT

region. For the ε(η) dependence the minimal offline track pT is chosen to be 5 GeV/c,
and the noticeable inefficiency in the center is due to the central COT spacer.

GeV/c. We have chosen this parametrization because K10 can be directly compared

to the parameter K∞ of the 3-parameter fit while parameters S and K10 remain

almost uncorrelated. Figure 33 shows an example of a fit using Eq. (B.6).

As discussed in Section B.A.1.a, due to the COT geometry, the XFT efficiency

also depends on η. We use a 3-parameter Gaussian-like parametrization of the effi-

ciency to take this dependence in account:

ε(η) = Kη ×
(

1 − Cη exp

(
− η2

2σ2
η

))
, (B.7)

where Cη and ση are the Gaussian height and width, respectively. Figure 33 shows

an example of such a fit and demonstrates an inefficiency at low η. We note that the

depth of the dip depends on the pT of the tracks contributing to the sample, being

smaller for higher pT tracks and larger for soft tracks. To properly account for these
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effects we use the following parametrization:

ε(1/pT , η) = K∞ × freq

(
1/pT0

− 1/pT

2σ1/pT

)
×
(

1 − Cη × 1/pT × exp

(
− η2

2σ2
η

))
.(B.8)

If compared to Eq.(B.6), one may note that the effective slope is still present but now

is part of the η-dependent gaussian portion.

The detailed results are available in Ref. [67]. Here we only present the essential

result in summary Table XXXVIII which we use in our analysis.

2. Efficiency for the Isolated Track at Level 3

The material of this section is based on the study documented in Ref. [68].

The L3 isolated track leg requirements are the same for all LT triggers: pT ≥ 5

GeV/c; |η| ≤ 1.5; and the isolation requirement of no track with pT > 1.5 GeV/c and

|∆z0| < 15 cm in 0.175 ≤ ∆R ≤ 0.524 (Tables III, IV, and V).

a. Datasets and Tau Selection

For the measurement we used a dataset of events collected from jet triggers. The

jet triggers use calorimeter information only, while LT triggers use exclusively tracks.

Therefore the jet sample is not correlated with the LT sample.

For pre-selection, we required at least one loose tau candidate with pseed
T > 4

GeV/c and mtrk+π0

< 3 GeV/c2. After such selection we drop all high-level objects,

re-run L3 executable and then run Production again to have both L3 and offline

reconstructed objects.

For the final efficiency measurement, we used events with high quality tau candi-

dates by applying a set of requirements summarized in Table XXXIX which are close

to the standard tau quality cuts (Tables IX and XV). Note that despite of rather

strict requirements the sample still consists of mainly jets misidentified as taus.
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TABLE XXXVIII: Results of the 5-parameter (Eq. (B.8)) fit of the XFT track trigger
efficiency for different time periods (Section B.A.1.a) for the case when we require
only 3D track isolation and require an additional electron. We also give estimates
of the parameter systematic uncertainties (marked with sys superscript) calculated
as unbiased variance over different requirements for electron and isolation. K∞ is
measured in %, pT0

in GeV/c , σpT0
in (100 × GeV/c)−1, Cη in (0.1 × GeV/c) and ση

in 0.1 × (inversed units of rapidity).

Time number of prongs
period 1 2 3 4 5

A K∞ 99.84+0.16
−0.37 99.99+0.01

−0.85 99.90+0.10
−0.18 99.87±0.13 99.92+0.08

−0.11

pT0
4.75±0.02 4.70±0.02 4.59±0.04 4.47±0.06 4.40±0.09

σpT0
0.94±0.06 1.06±0.09 1.18±0.14 1.34±0.21 1.33±0.29

Cη 3.64±0.82 2.70±0.77 1.04±0.52 1.61±0.86 1.22±0.79
ση 3.01±0.57 2.76±0.63 3.56±1.57 1.99±0.65 2.44±0.88
∆K∞

sys ±0.09 ±0.11 ±0.09 ±0.06 ±0.04
∆pT0

sys ±0.02 ±0.02 ±0.02 ±0.04 ±0.04
∆σpT0

sys ±0.04 ±0.03 ±0.11 ±0.08 ±0.10
∆Cη

sys ±0.48 ±0.23 ±0.36 ±0.33 ±0.26
∆ση

sys ±0.18 ±0.14 ±0.49 ±0.52 ±0.26

B K∞ 98.93±0.73 98.78±0.62 99.00±0.54 99.57±0.41 99.85+0.15
−0.23

pT0
4.88±0.02 4.81±0.02 4.75±0.03 4.62±0.04 4.58±0.06

σpT0
0.86±0.06 1.03±0.09 1.10±0.12 1.28±0.17 1.31±0.21

Cη 9.03±1.19 6.66±1.13 6.79±1.21 4.12±1.04 2.06±0.85
ση 3.55±0.46 3.31±0.59 3.43±0.63 3.87±0.81 3.72±1.61
∆K∞

sys ±0.39 ±0.07 ±0.09 ±0.25 ±0.12
∆pT0

sys ±0.01 ±0.02 ±0.00 ±0.02 ±0.02
∆σpT0

sys ±0.04 ±0.02 ±0.06 ±0.06 ±0.03
∆Cη

sys ±0.68 ±0.48 ±0.29 ±0.05 ±0.27
∆ση

sys ±0.17 ±0.31 ±0.18 ±0.22 ±0.32

C K∞ 98.09±0.75 98.84±0.49 99.75+0.25
−0.46 99.48±0.29 99.63±0.21

pT0
4.88±0.01 4.81±0.02 4.75±0.02 4.63±0.04 4.43±0.08

σpT0
0.93±0.05 1.01±0.07 1.19±0.10 1.50±0.17 1.88±0.32

Cη 8.95±1.03 6.48±0.94 5.20±0.77 3.82±0.87 2.22±0.87
ση 3.28±0.42 3.52±0.42 4.41±0.83 3.38±0.68 2.82±0.82
∆K∞

sys ±0.26 ±0.28 ±0.21 ±0.15 ±0.11
∆pT0

sys ±0.02 ±0.02 ±0.02 ±0.02 ±0.06
∆σpT0

sys ±0.06 ±0.01 ±0.02 ±0.08 ±0.24
∆Cη

sys ±0.85 ±0.13 ±0.59 ±0.33 ±0.79
∆ση

sys ±0.11 ±0.19 ±0.30 ±0.40 ±0.17
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TABLE XXXIX: Offline τ quality cuts.

· Seed Tower ET > 6 GeV
· Seed Track pT > 4 GeV/c
· Seed Track |z0| < 60 cm
· |z0(seed) − z0(closest primary vertex)| < 5 cm
· Seed Track |dcor

0 | < 0.1 cm
· CalIso < 6.0 GeV
· pT

vis ≥ 4 GeV/c
· |η| ≤ 1.0

· mtrk+π0

< 1.8 GeV/c2

· ξ ≡ Ehad
T /Σ|pT

trk| > 0.1
· No track with pT > 1.0 GeV/c in isolation annulus
· No π0 with ET > 0.5 GeV in isolation annulus
· Fiducial for Seed Track

9 ≤ |zCES(r = 183.9 cm)| ≤ 230 cm
|zCOT(r = 183.9 cm)| ≤ 150 cm
Naxial SL, Nstereo SL ≥ 3

· Fiducial in terms of L3 isolation
No track with pT > 1.0 GeV/c and |∆z0| < 15 cm
in 0.175 ≤ ∆R ≤ 0.524 around the seed track

The efficiency depends on how well it is possible to match Level 3 isolated track

to the offline tau. We adopted a very simple prescription for the matching: the

isolated track must be inside of the tau signal cone, and |∆z| between the track and

the tau seed track is less then 15 cm.

b. Major Sources of Inefficiency

We found several important effects that cause L3 to fail a seemingly good offline tau

candidate.

First, there are effects of angular resolution when an offline track is reconstructed

by L3 with a slightly different angular parameters. For relatively “wide” tau candi-

dates it may lead to one of the tau tracks fall outside the signal cone defined by the
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seed track. If that happens, the formerly tau track becomes a background track and

the event is vetoed by L3. We define a variable ∆θin as the minimum angle in θ out

of all tracks in the L3 signal cone of the tau candidate and the boundary of the signal

cone2. The closer the track is to the boundary, the higher is the probability of the

event to fail L3 trigger. The beauty of this variable is that it represents the track

“resolution” in θ and is independent of η of the detector. Also, the measurement will

apply to any size of the signal cone.

Another effect is related to L3 curvature resolution with respect to the offline.

We break this effect into two pieces. In the first case, the seed track pT sometimes can

fluctuate below the L3 threshold of 5 GeV/c. This affects the resolution of the turn-

on curve as a function of the seed track transverse momentum, p−1
T . Second effect is

related to the soft background tracks in 0.175 < ∆R < 0.524 being promoted by L3 to

exceed the threshold of 1.5 GeV/c, at which point such track will violate the isolation

requirement and the event will be vetoed. This effect is less trivial as it depends on the

number of soft tracks in the isolation region and also has a non-linear contribution

when many hits from these tracks can confuse L3 and make it combine unrelated

hits into a new track with pT above the threshold. We found that tracking isolation

defined as a scalar sum of all COT tracks inside the cone 0.175 < ∆R < 0.524, called

ΣisopT , is a good variable to parameterize this effect.

Furthermore, as tau candidates are essentially jets with tracks being close to

each other, these tracks often overlap and have common hits complicating pattern

recognition. These effects are always difficult to quantify. We chose to use the number

of prongs in the tau candidate as a measure of the COT activity. The number of

prongs might not be the best variable to account for pattern recognition effects, but

2The considered tracks all have pT > 1.5 GeV/c, and |∆z| < 15 cm from the seed
track.
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it is a natural variable for taus, which determined our choice.

There are a number of less prominent effects affecting the efficiency that we

noticed but chose to ignore in the final parameterization to avoid over-complicating

things.

c. Efficiency Definition

In Section B.A.2.b we found that the following variables contribute independently

to the overall efficiency: ∆θin, tracking isolation ΣisopT , and the inverted transverse

momentum of the seed track p−1
T . For each variable we select a region where all

efficiencies due to other variables are flat, measure the efficiency as a function of that

variable. The function used to fit the transverse momentum of the tau seed track is

the standard error function convoluted with the first degree polynomial:

εp(p
−1
T ) = Kp × εsh

p (p−1
T ) = Kp × (1− Sp · (p−1

T − 1/10))× freq

(
p−1

T0
− p−1

T

2σp

)
, (B.9)

where Kp is the efficiency at p−1
T = 0.1 (GeV/c)−1, Sp is the slope of the efficiency at

plateau region, and the “sh” superscript stands for the “shape” of the distribution.

We fit ∆θin distribution with the standard error function:

ε∆(∆θin) = K∆ × εsh
∆ (∆θin) = K∆ × freq

(
∆θin

0 − ∆θin

2σ∆θin

)
. (B.10)

And for the ΣisopT a simple first degree polynomial is used:

εI(Σ
isopT ) = KI × εsh

I (ΣisopT ) = KI × (1 − Siso · ΣisopT ). (B.11)

Variables p−1
T , ∆θin, and ΣisopT are independent of each other, therefore we in-

troduce Ktot, the total scaling factor, and present the total efficiency as

εtot = K × εp × ε∆ × εI = Ktot × εsh
p × εsh

∆ × εsh
I , (B.12)
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So at the end we are left with 7 independent parameters.

d. Results

We start with identifying a region for each variable where the efficiency is flat. Then

by selecting flat regions in two other dimensions it is easy to find the true efficiency for

the variable of interest. The standard cuts used for the flat efficiency region selection

in each variable are:

p−1
T < 0.18 c/GeV, ∆θin > 0.12 rad, ΣisopT < 0.3 GeV/c.

Figure 34 shows the ∆θin and ΣisopT variables fitted with the corresponding func-

tions. The overall scaling factor Ktot quoted in the Table XL is obtained from the

3-dimensional fit when all shapes in each variable are fixed. The systematic uncer-

tainty for Ktot for any number of prongs was estimated to be 0.72%.

TABLE XL: The result for the L3 efficiency parametrization (Eq. (B.12)).

Parameter 1 Prong 2 Prongs 3 Prongs

∆θin
0 −0.009+0.002

−0.003

σ
∆θin 0.012+0.0018

−0.0014

Siso −0.0105+0.0009
−0.001

p−1
T0

0.1998+0.0006
−0.0005 0.2000+0.0012

−0.0001 0.1998+0.0016
−0.0012

σp 0.0022+0.0005
−0.0004 0.0036+0.0010

−0.0007 0.0032+0.0017
−0.0011

Sp −0.08+0.04
−0.04 −0.07+0.04

−0.04 −0.06+0.06
−0.07

Ktot, % 98.90+0.11
−0.12 98.95+0.11

−0.11 99.01+0.13
−0.13
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FIG. 34: Efficiency for ∆θin (Eq. (B.10)) and ΣisopT (Eq. (B.11)) for any number of
prongs.

B. Efficiency for the Electron Trigger Leg

1. Level 1 and Level 2 Efficiencies

We present the results of a measurement of the electron trigger efficiency for the

Level 1 (L1 CEM8 PT8) and Level 2 (L2 CEM8 PT8 CES2) stages of the electron

plus track trigger. The trigger requirements for the inclusive 8 GeV electron at L1

and L2 are given in Table III.

We use a sample of electrons coming from several jet and muon triggers by

selecting conversion tracks and applying certain electron quality requirements (fiducial

etc.). To select a sample of conversion electrons, we require that the two candidate

tracks are close in 2D in the point of closest approach of their helices and that tracks

have similar cotθ. The background contribution (and corresponding correction to the
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efficiency) is estimated using sideband subtraction on the ∆cotθ distribution.

To measure the efficiency and to disentangle various sources of inefficiencies,

we perform a detailed simulation of the L1 and L2 decision logic by translating L1

hardware logic and the L2 online Alpha code into AC++ modules. Testing has

shown an excellent agreement between the decisions made by actual L1&L2 and the

simulated decision (the error rate is about 10−3, comparable with the rate of hardware

problems in the trigger), which assures us that the simulation is adequate.

The definition of the electron trigger efficiency determines if a particular electron

of interest would have fired the trigger irrespective of all other electrons present in

the event. Therefore, an unambiguous matching between the offline electrons and the

online objects (trigger towers, XFT tracks, etc.) is necessary. We used a procedure to

match electron tracks to one of the XFT tracks found in the event, also requiring that

the trigger tower (or a L2 EM cluster) has non-zero overlap with the offline electron

calorimeter cluster. Finally, we extract the efficiency and fit it to a standard error

function to obtain the efficiency parametrization.

A detailed description of each step could be found in Ref. [63]. Here we quote

the results.

For the L1 trigger we use the following efficiency parametrization:

εe
L1(ET , pT ) = K∞ × freq

(√
ET −

√
ET0

2σET

)
× freq

(
1/pT0

− 1/pT

2σ1/pT

)
, (B.13)

The results of a fit are given in Table XLI. Final numbers are based on using the

“decoupled” fits for the case of isolation IR=0.4 ≤ 4 GeV. Systematic uncertainties in-

clude all known effects, such as associated with the XFT switch to a “1-miss” scheme,

dependence on the allowed number of CES wire clusters, and imprecise knowledge of

the background fractions (varied by as much as 30%) and not understood in quanti-

tative details effects of electron isolation.
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TABLE XLI: Parameters for the efficiency of the L1 CEM8 PT8 trigger. K∞ is the
asymptotic limit of the efficiency; the other parameters are defined as in Eq. (B.13).
We assume that the trigger requires 4-layer XFT track. Parameters ET0

and 1/pT0
are

strongly (negatively) correlated.

L1 CEM8 PT8

K∞ = 0.98 ± 0.01 ± 0.01

ET0
= 7.93 ± 0.07 ± 0.05 GeV

σET
= 0.096 ± 0.009 ± 0.006 GeV

pT0
= 7.56 ± 0.09 ± 0.18 GeV/c

σ1/pT
= 0.0139 ± 0.0010 ± 0.0008 GeV/c

For the L2 trigger the efficiency parametrization is:

εe
L2(ET ) = 1 − K∞ × exp

(
−ET − 2.0

2σET

)
. (B.14)

The final results are obtained in a way similar to the L1 and are given in Table XLII

TABLE XLII: Parameters for the efficiency of the L2 CEM8 PT8 CES2 trigger as a
function of electron cluster ET . K∞ is the asymptotic limit of the efficiency, as defined
in Eq. (B.14).

L2 CEM8 PT8 CES2

K∞ = 1.00+0.00
−0.013(stat)+0.00

−0.014(sys)

σET
= 1.10 ± 0.10 ± 0.12 GeV
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2. Level 3 Efficiency

To measure the L3 efficiency for the electron plus track trigger electron leg we used the

same sample of conversions that was used for the L1 and L2 efficiency measurement,

and we do it for event that pass L1 and L2 requirements. To match an offline electron

and a L3 electron, a pair (offline and L3) of EM clusters is required for at least

one overlapping physical tower in the calorimeter. The matching requirement for

estimation of the tracking part of the efficiency is that the angle between L3 and

offline tracks associated with respective electron objects be less than 0.08 rad.

We measure the efficiency at L3 by disentangling calorimeter and tracking ef-

fects. The L3 requirements (Table III) ET ≥ 8 GeV and χ2
strip ≤ 20 are assigned

to calorimeter part, while pT ≥ 8 GeV/c and |∆zCES| ≤ 8 cm to tracking part. So

the efficiency parametrization is a product of these two parts times a normalization

coefficient K∞:

εe
L3(ET , pT ) = K∞ × freq

(√
ET −

√
ET0

2σET

)
× freq

(
1/pT0

− 1/pT

2σ1/pT

)
. (B.15)

Details of the study are presented in Ref. [64]. We show the resulting parameters

in Table XLIII
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TABLE XLIII: Parameters for the L3 efficiency for the electron plus track trigger
electron leg as defined in Eq. (B.15).

L1 ELECTRON8 TRACK5 ISO

K∞ = 0.992+0.008
−0.009

ET0
= 7.4 ± 0.3 GeV

σET
= 0.05 ± 0.03 GeV

pT0
= 8.06 ± 0.06 GeV/c

σ1/pT
= 0.0010+0.0019

−0.0010 GeV/c

C. Efficiency for the Muon Trigger Leg

The measurement of the efficiency of the L1 CMUP6 PT4 trigger is performed using a

J/Ψ→µµ sample collected with the inclusive CMUP triggers that use L1 CMUP6 PT4.

After performing an accurate offline to L3 muon matching, the efficiency is estimated

by proper handling of possible trigger bias and background removal using sideband

subtraction technique. The study is documented in Ref. [65]. The parametrization

of the efficiency is the following one:

εµ(pT ) =
γ

1 + eαpT +β
, (B.16)

with the results presented in Table XLIV.
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TABLE XLIV: Parameters for the L1 CMUP6 PT4 trigger efficiency as defined in
Eq. (B.16).

L1 CMUP6 PT4

α = −1.35 ± 0.69 c/GeV

β = 4.48 ± 3.38

γ = 0.957 ± 0.006

The L3 CMUP muon trigger efficiency for the LT trigger is estimated using the

same J/Ψ→µµ sample collected with the inclusive CMUP triggers that was used

for the L1 efficiency measurement. And also a sample of Z→µµ collected with

L3 MUON CMX18 is used to improve the measurement at high pT . Using a sim-

ilar technique as in the L1 study and the same parametrization as in Eq. (B.16), we

obtain the result presented in Table XLV [66].

TABLE XLV: Parameters for level 3 CMUP muon trigger efficiency for the LT trigger
as defined in Eq. (B.16).

L1 CMUP8 TRACK5 ISO

α = −6.02 ± 0.80 c/GeV

β = 48.0 ± 6.0

γ = 0.997 ± 0.003
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APPENDIX C

CALCULATION OF SCALE FACTORS FOR DRELL-YAN BACKGROUNDS

In this appendix we present the methodology and the results of calculation of

the scale factors (SF ) for Z → ee and Z → ττ MC events.

A. Scale Factors Justification

One of major background (BG) in this study is Drell-Yan (DY) production. After

applying fiduciality and ID selections, further event selection relies on differences in

kinematical properties of the stop events and leading SM backgrounds. As a part of

these event level cuts, we cut on Njet, YT , and mT . Accuracy of MC in predicting

efficiencies of these cuts are correlated with the accuracy of MC in describing kine-

matical properties of the Z boson production. From various studies, we know that

these quantities are not modeled well in MC, so the event acceptance for the Z → ττ

and Z → ee processes may be not accurately predicted. Here we attempt to correct

MC kinematics of the Z production taking into account their correlation with the YT

and mT cuts used in the event selection.

Our inclusive DY samples were generated with pythia. For these events pythia

utilizes the 2→1 calculation smeared by ISR. Given that pythia is a LO MC, this

calculation is not reliable even at moderate pT (Z) ∼ 20 GeV/c because this is already

a perturbative process that is still treated as 2→1. Further, it is known that E/T in

Z → ee (CDFSOFT version 5.3.3) disagrees with data because minbias and calorime-

ter response to jets are not well modeled. All tunings in CDF MC simulation are done

on average and may well be off in the part of the phase space that is of interest to

us. For example, if we just select Z(→ ee) + 1 jet events, even before applying YT
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and mT cuts, we find the ratio of data to MC prediction in the number of events to

be 0.92 ± 0.05.

B. Calculation of the Scale Factors for Z → ee

We estimate Z → ee SF by directly comparing Z → ee events in data and MC in the

part of the parameter space where kinematical cuts on YT and mT are already applied.

The event selection is similar to one that was used for stop search (Section IV.C)

except that we modify some cuts in order to enhance (rather than suppress as in the

stop analysis) statistics and to obtain a relatively clean sample of Z → ee events in

data:

• ξ cut is inverted for τ (select electrons instead of taus);

• an electron that matches with τ is required to additionally pass good electron

ID cuts;

• 66 GeV < m(e+e−) < 116 GeV/c2 (Z mass window) is required.

The scale factor will be given as:

SFZ→ee =
[Observation in Z → ee data]

[Prediction in Z → ee MC]
(C.1)

in a given kinematical region.

The results for different YT and mT cuts are given in Table XLVI. Note that the

uncertainties in these SF come dominantly from the limited data statistics.

C. Calculation of the Scale Factors for Z → ττ : Procedure

We cannot use the same technique as in Section C.B for calculation of SF for Z→ττ

events because of very limited statistics in the data sample of Z→ττ events. We



160

TABLE XLVI: Scale factors for Z → ee events (see Eq. (C.1)) for two values of YT

requirement.

Extra Jet Multiplicity

0 1 ≥ 2

YT > 80:

mT < 35 1.00 ± 0.02 0.96 ± 0.05 1.09 ± 0.15

mT > 35 0.87 ± 0.04 0.89 ± 0.08 1.10 ± 0.21

YT > 110:

mT < 35 1.07 ± 0.13 0.99 ± 0.12 1.28 ± 0.27

mT > 35 0.87 ± 0.13 0.91 ± 0.12 1.19 ± 0.28

propose a technique to evaluate the SF for Z→ττ events using Z→ee MC and data

and Z→ττ MC events.

The Z→ττ and Z→ee events are originated from the same physics process

pp̄→Z + X, and have exactly the same kinematics of Z boson. One cannot study

these variables directly with Z→ττ events because neutrinos escaping the detector

do not allow reconstruction of the Z boson properties as it can be done in Z→ee

events. With a good assumption that Z decays are modeled well by MC, we can use

Z→ee events in data and MC to study (and to correct) distributions related to Z

production and then apply the same corrections to Z→ττ MC events.

The procedure has the following steps: choice of the variables to parametrize

kinematics of Z boson production (Section C.C.1); calculation of SF s using Z→ee

events as a function of these parameters (Section C.C.2); and applying these correc-

tions to the Z→ττ MC events (Section C.C.3). An important point here is that in

obtaining the SF s, we use Z→ee events with only minimal kinematical selections to
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ensure that the parameter space in which corrections are calculated (which is done

using Z→ee events) is broader than the parameter space relevant to the Z→ττ events

that make it into the final stop sample (for which we do apply cuts on YT and mT ).

1. Choice of Variables for the Mapping Procedure.

We have performed a similar SF study in the earlier stage of this analysis [84], where

we used Njet, pT (Z) and η(Z) to map the two processes. Here we reevaluate the choice

of the variables. Proper variables for use in the mapping procedure should satisfy the

following requirements:

1) to have a direct correspondence between Z → ee and Z → ττ ;

2) their set should be enough to describe the data/MC disagreement with respect

to application of the Njet, YT and mT cuts used in stop event selection;

3) to be not strongly correlated between each other;

4) to be well defined and can be measured in Z → ee data/MC and Z → ττ MC

events.

We considered several possible variables, but the final set of variables that was

satisfying the mentioned above requirements is Njet, pT (Z) and E/T
instr, where E/T

instr

is

E/T
instr =





Z → ee : E/T ,

Z → ττ : E/T minus contribution from neutrinos, and corrected

for the difference between HEPG tau momentum and

reconstructed tau cluster momentum,

(C.2)

which we call “instrumental” missing energy.
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2. Dependence of Z → ee SF on Njet, pT (Z) and E/T
instr

For each jet multiplicity (Njet= 0, 1,≥ 2), we find an analytical function of Z→ee

SF dependence on pT (Z) and E/T
instr that fits a binned pT (Z) vs. E/T

instr Z→ee SF

distribution the best. This task is simplified by the fact that pT (Z) and E/T
instr have

weak correlation. It allows us to perform two separate 1D fits and use their product

time some normalization coefficient C to obtain the 2D dependence:

SFZ→ee
N (pT (Z), E/T

instr) = C × fN(pT (Z)) × gN(E/T
instr), (C.3)

where we estimate functions fN(pT (Z)) and gN(E/T
instr) as 3rd degree polynomials.

The coefficients of the polynomials are given in Table XLVII. The normalization

coefficient is constrained by imposing an additional requirement that the corrected

number of Z→ee MC events is equal to the number of Z→ee data events for each

Njet bin.

TABLE XLVII: The coefficients of the polynomial function f(x) = a0 + a1x + a2x
2 +

a3x
3 (with x being either pT (Z) or E/T

instr) used to fit the distributions for Z → ee data
to MC ratios.

Njet a0 a1 a2 a3

0 1.03 ± 0.05 (−1.5 ± 1.4) × 102 (1.2 ± 1.0) × 103 (−1.4 ± 1.7) × 105

pT (Z) 1 0.36 ± 0.19 (2.8 ± 1.3) × 102 (−3.2 ± 2.7) × 104 (0.9 ± 1.4) × 106

≥ 2 1.1 ± 0.3 (−1.4 ± 4.6) × 103 0 0

0 1.22 ± 0.05 (−5.0 ± 1.2) × 102 (1.7 ± 0.7) × 103 0
E/T 1 0.87 ± 0.12 (1.1 ± 2.4) × 102 (−4.3 ± 9.3) × 104 0

≥ 2 1.0 ± 0.3 (0.6 ± 2.6) × 102 0 0
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3. Calculation of Z → ττ SF

We calculate the scale factor for events with N extra jets as

SFN =

KN∑

i=1

wiN × siN , (C.4)

where KN is the total number of bins in the pT (Z) vs. E/T
instr 2D space,

wiN = ziN/
∑

i

ziN , (C.5)

siN ≡ SFZ→ee
N (pT i(Z), E/T

instr
i ), (C.6)

where ziN is the number of Z→ττ MC events in ith bin for events with N extra jets;

pT i(Z) and E/T
instr
i are the coordinates of ith bin center.

The uncertainty of the scale factor due to wiN is calculated as

∆SF stat
N =

√∑

i

(∆wiN)2 × s2
iN . (C.7)

Note that ∆SF stat
N in Eq. (C.7) is driven by statistics of the Z→ττ MC sample. In

order to avoid double-counting this uncertainty should not be included when applying

these scale factors to correct the number of events in Z→ττ MC.

There should also be a contribution to ∆SFN due to ∆siN . We estimate the

systematic uncertainty as

∆SF sys
N =

√∑

i

w2
iN × (∆siN)2. (C.8)

One can evaluate Eq. (C.8) with ∆siN obtained from the fit covariance matrix and

the fit parameters uncertainties. We, however, choose a different technique estimate

the “systematics” for Z → ττ SF we calculate the RMS of SF s over 12 trial sam-

ples, which were made by splitting a large Z → ee MC sample into 12 parts. We
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perform the SF calculations for both trial and combined samples, considering them

respectively as if they were new “data” and “MC”. We pick one of the 12 samples as

a test sample and combine the remaining 11 into a one large sample. Thus we have 12

combinations that give us 12 SF estimates. Note that the combined samples between

these various combinations are correlated, but the test samples are independent. As

expected, both methods of systematic uncertainty estimation produce similar results.

However the systematic uncertainties obtained with this method are slightly bigger,

so we use it for the final results.

D. Calculation of the Scale Factors for Z → ττ : Results

For Z → ττ events selected with YT > 80 GeV and YT > 110 GeV we apply the

“mapping” procedure, and obtain the results for the SF s presented in Table XLVIII.

Figure 35 shows the SF dependencies on the YT cut value (only stat uncertainties

shown). Only systematic parts of the uncertainties should be applied in Z → ττ BG

scaling to avoid a double counting.

TABLE XLVIII: Scale factors for Z → ττ . See Eq. (C.4). The first and second
uncertainties are statistical and systematical uncertainties.

Jet Bin

0 1 ≥ 2

YT > 80:
mT < 35 1.02 ± 0.02 ± 0.02 0.97 ± 0.04 ± 0.04 1.06 ± 0.09 ± 0.10
mT > 35 1.00 ± 0.05 ± 0.02 0.97 ± 0.08 ± 0.04 1.05 ± 0.18 ± 0.16

YT > 110:
mT < 35 1.00 ± 0.10 ± 0.02 0.90 ± 0.09 ± 0.14 1.02 ± 0.19 ± 0.18
mT > 35 0.99 ± 0.18 ± 0.02 0.94 ± 0.23 ± 0.11 1.03 ± 0.23 ± 0.19
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FIG. 35: Z → ττ SF dependence on YT cut value for events with various jet
multiplicity (from left to right) with mT < 35 GeV/c2 (top) and mT > 35 GeV/c2

(bottom). Only statistical uncertainties from Z → ττ are shown.
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APPENDIX D

INTERPRETATION OF THE RESULTS FOR THIRD GENERATION SCALAR

LEPTOQUARKS

The remarkable symmetry observed in the SM between quarks and gluons may

lead one to a thought that there might be a deeper connection between those particle

classes. Leptoquarks (LQs) are hypothetical particles that are predicted by many

extensions to the SM. They can interact with leptons and with quarks and carry

both, lepton and baryon number. LQ might have spin 0 or 1, are color triplets and

have fractional electric charge. Limits on four-fermion interactions [14] and the muon

anomalous magnetic moment measurement suggest that a LQ state couples only to a

single generation in a chiral interaction. So, e.g., a LQ state which couple to the third

generation of quarks and leptons is called a third generation leptoquark or shortly

LQ3. In the following we will use LQ3 notation only for a scalar 3rd generation LQ.

LQ may decay either into a quark and a charged lepton or into a quark and neutrino.

We will briefly review theories predicting LQ particles.

Grand Unification Theories (GUTs) postulate a unified group, e.g. SU(5) [90] or

SO(10) [91], with a single coupling constant. Leptoquarks emerge in GUT as a class

of gauge bosons that mediate interactions between leptons and quarks in the same

multiplet. Pati-Salam models might now be considered as part of some GUT theories,

and originally they treated lepton number as the fourth color, extending the SU(3)C

to the SU(4)C symmetry group [92]. However, in order to preserve a proton from

rapid decay, most of GUT theories have strong limits on baryon number violation that

lead to very high mases of LQ particles at the scale of MGUT ≈ 1016 GeV/c2. Some

GUT models though predict light scalar LQ with masses within current experimental
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bounds and provide mechanism for neutrino mass generation (see Ref. [93] for a resent

example).

Scalar LQ are expected to exist at TeV scale in extended technicolor mod-

els [94, 95] where leptoquark states appear as the bound states of techni-fermions.

Compositeness of quarks and leptons also provides examples of models which may

have light leptoquark states [96].

What is important for our analysis, scalar quarks in RPV SUSY models may also

have leptoquark-type Yukawa couplings, which are λ′
ijk (Eq. (1.3)). Thus, supersym-

metric top quark has interaction properties very similar to LQ3 in other leptoquark

models. Stop pair production and decay Feynman diagrams at tree level (Figure 1)

are the same as for LQ3. It should be noted that there is one more diagram that

contributes to the LO stop pair production, which is the gluino exchange tt̄ → (t-

channel gluino exchange) → t̃1
¯̃t1. However, this diagram is strongly suppressed by

negligibly low contents of sea t-quarks in parton distribution functions (PDF) and

high expected gluino mass. At NLO there will be more dependence on different SUSY

parameters, mostly on gluino mass. However, we checked that for the existing limits

on gluino mass [97] the NLO cross section for LQ3LQ3 production is very close to

that for t̃1
¯̃t1. We did it by widely varying gluino mass when calculating σ(t̃1

¯̃t1). For

example, the difference in σ(t̃1
¯̃t1) for the case of gluino mass of 200 GeV/c2 and the

case of a very heavy gluino is about 3% (for m(t̃1) = 150 GeV/c2).

From the symmetry consideration, there are nine scalar and nine vector LQ

species possible. Following the notation from Ref. [14], the following species of scalar

LQ posses properties similar to the PRV stop: S̄0(−4/3), S1(−4/3), S−1/2(−2/3),

and S̄1/2(−2/3), where lower indices represent the weak isospin projection and the

number in brackets is the electric charge. Charge-4/3 LQ3 will always decay into τb,

and charge-2/3 LQ may decay into τ b̄ and when m(LQ3) > m(t) into tντ . The fact



168

that B(LQ3 → τb) = 1 while m(LQ3) < m(t) provides an additional motivation for

the search.

Thus, the limit results obtained here for R/p stop should be fully applicable to the

case of LQ3 pair production. Previous LQ3 searches at LEP [15] (model independent)

and CDF [16] resulted in 95% C.L. limit on m(LQ3) > 99 GeV/c2. Figure 36 is similar

to Fig. 27 except that it shows the result for LQ3 pair production.
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FIG. 36: Theoretical prediction of the pair production cross section (solid blue curve)
for the third generation scalar leptoquark (LQ3) and its uncertainty due to factorization
and normalization scales combined with the PDF error (dashed blue curves). Solid red
curve shows the observed 95% C.L. limit for the LQ3 production cross section obtained
by combining data in electron and muon channels. The previous limits from CDF and
LEP leptoquark searches (m(LQ3) > 99 GeV/c2) are also shown. In all cases we assume
the branching ratio LQ3 → τb = 100%. Projected 95% C.L. upper limit for the t̃1

¯̃t1
production cross section is shown as a grey band (corresponds to a 68% probability
range of possible limit if data were to follow SM background expectation). The 95%
C.L. limit on LQ3 mass at m(LQ3) >156 GeV/c2 was set without taking into account
uncertainties on theoretical cross section.
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