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ABSTRACT

High Performance Building Blocks for Wireless Receiver:
Multi-Stage Amplifiers and Low Noise Amplifiers. (December 2007)
Xiaohua Fan, B.S., Tsinghua University;

M.S., Chinese Academy of Sciences

Chair of Advisory Committee: Dr. Edgar Sdnchez-Sinencio

Different wireless communication systems utilizing different standards and for multiple
applications have penetrated the normal people's life, such as Cell phone, Wireless LAN,
Bluetooth, Ultra wideband (UWB) and WiMAX systems. The wireless receiver normally
serves as the primary part of the system, which heavily influences the system performance.
This research concentrates on the designs of several important blocks of the receiver;
multi-stage amplifier and low noise amplifier.

Two novel multi-stage amplifier typologies are proposed to improve the bandwidth and
reduce the silicon area for the application where a large capacitive load exists. They were

designed using AMI 0.5 um CMOS technology. The simulation and measurement results

show they have the best Figure-of-Merits (FOMs) in terms of small signal and large signal
performances, with 4.6MHz and 9MHz bandwidth while consuming 0.38mW and 0.4mW

power from a 2V power supply.
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Two Low Noise Amplifiers (LNAs) are proposed, with one designed for narrowband
application and the other for UWB application. A noise reduction technique is proposed for
the differential cascode Common Source LNA (CS-LNA), which reduces the LNA Noise
Figure (NF), increases the LNA gain, and improves the LNA linearity. At the same time, a
novel Common Gate LNA (CG-LNA) is proposed for UWB application, which has better
linearity, lower power consumption, and reasonable noise performance.

Finally a novel practical current injection built-in-test (BIT) technique is proposed for the
RF Front-end circuits. If the off-chip component Lg and Rs values are well controlled, the

proposed technique can estimate the voltage gain of the LNA with less than 1dB (8%) error.
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CHAPTER I

INTRODUCTION

The huge demand for the wireless devices in the market place has driven research in
wireless communication systems and circuits for the last one and a half decades. Wireless

applications reduce the distance between people, simplifying the world by removing most of

the wires. Voice and video are transmitted through different wireless applications, including
cell phone (GSM and CDMA), global positioning systems (GPS), wireless local area
networks (WLAN), and data communication systems (Bluetooth and Ultra-wideband). The
wireless receiver is an important part of the wireless systems. The basic direct conversion
wireless receiver as an example is shown in Fig. 1.1 [1]-[2]. The incoming signal is first
amplified by the Low Noise Amplifier (LNA) and then down converted to baseband by the
Mixer. The signal channel is selected by the Phase Locked Loop (PLL). The low pass filter
(LPF) and variable gain amplifier (VGA) processes the baseband signal in the analog domain
to remove the unwanted frequency signal and adjust the signal level. The Analog-to-Digital
converter (ADC) converts the analog baseband signal to a digital signal, then processed by
the digital signal processing (DSP) circuits. The power management part provides the
accurate voltage and current references for all the circuits. The multistage amplifiers are an
important building block of base band signal processing and of the power management

circuits. Built-In-Test (BIT) loopback technique used to diagnose the error in the transceiver.

This dissertation follows the style of IEEE Journal of Solid State Circuits.
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Fig. 1.1 Block diagram of the basic direct conversion transceiver

1.1 Motivation

Wireless communication systems are rapidly developing due to the fast growing
demands for the wireless consumer electronic devices. Early wireless receiver utilized
GaAs, SiGe bipolar and CMOS RF and baseband circuits. The feature size of the CMOS
device has continued to decrease while the operating frequency of the CMOS device
increases. Although from a cost and easy integration point of view, CMOS designs become
more and more attractive, the CMOS designs still face many challenges in practice. Lower
power consumption, smaller silicon area and higher performances are always needed for

wireless devices. The complexity of the transceiver has grown considerably. Testing of



integrated transceivers has become a difficult and expensive task. For the traditional RF
production test approach, expensive automatic test equipment (ATE) and long test times are
required. The cheaper and faster testing method is desired without sacrificing the testing
accuracy.

In this research, several building blocks for the integrated transceiver are designed as
shown in Fig.1.1 with the dashed diagrams.

The LNA works in the highest frequency of the wireless receiver and is often directly
connected to the antenna as shown in Fig.1.1. It needs to provide power amplification, while
contributing less noise and providing enough of a dynamic region. According to the
operating frequency bandwidth, the LNAs can be divided into Narrowband LNA and
Wideband LNA. In this research, two novel LNAs are proposed, analyzed and designed for
both applications. For the Narrowband LNA, a novel approach to reduce the noise and
improve the linearity was proposed for a differential cascode common source LNA
(CS-LNA). For the Wideband LNA, a novel Common-Gate LNA is proposed, which has
lower power consumption and higher linearity and can be used for the Ultra-wideband
application.

The analog circuits normally need accurate, temperature independent voltage/current
supply and references. Multistage amplifiers are widely used in active RC filters and in the
power management circuits, where high gain, fast settling times, and small area are desired.
Two multistage amplifiers are proposed in this research using a single Miller capacitor
approach, which is suitable for the applications with large capacitive load. They dramatically

reduce the area and increases the bandwidth compared with the existing topologies.



To reduce the testing cost and testing time, different Built-In Testing (BIT) methods are
proposed in the literatures. In this work, a current based BIT method is proposed for RF
Front-Ends. Different from the typical voltage based BIT method. A current signal is injected
into the gate of the LNA. Two power detectors are used to exam the input current and the out
voltage. Using the proposed testing technique, the LNA gain can be accurately estimated
with less than 1dB error from the conventional LNA simulated gain even when the input
network exists there.

Overall, in this research, different circuit topologies are proposed for the design and the

testing of important building blocks of the wireless receivers.

1.2 Dissertation Organization

The dissertation is organized as follows. Chapter I discusses the research motivation and
dissertation organization. Chapter II discusses the multi-stage amplifier design background
and presents two novel amplifier structures, which are very efficient for large capacitive load
applications. In Chapter III, an overview of narrowband LNA architecture and wideband
LNA architecture is given. A noise reduction technique for a differential cascode narrowband
LNA is proposed and analyzed in Chapter IV. Chapter VI describes the proposed low power
UWB common gate LNA. A novel Built-In-Test (BIT) technique for RF Front-ends is

described in Chapter VI and Chapter VII summarizes the works of this dissertation.



CHAPTER I

LOW POWER MULTI-STAGE AMPLIFIER DESIGN*

2.1 Motivation

Large demand for low-power, portable, battery-operated electronic devices [3], such as
mobile phones and laptop computers, provides the impetus for further research towards
achieving higher on chip integration and lower power consumption. High gain, wide
bandwidth amplifiers driving large capacitive loads serve as error amplifiers in low-voltage
low-drop-out (LDO) regulators [4]-[5] in portable devices as shown in Fig. 2.1 (a). Vi, of the
LDO serves as the power supply of the error amplifier. Another application of the amplifier is
in low frequency active RC filters as shown in Fig. 2.1(b).

With the scaling down of device feature size and voltage, single stage cascode or
telescopic amplifiers are not suitable for high gain, wide bandwidth amplifiers. A low power,
low area, and frequency compensated multistage amplifier capable of driving large
capacitive loads is necessary. Multistage amplifiers [6]-[18] require a robust frequency
compensation scheme due to their potential closed loop stability problems. Different

frequency compensation schemes have been proposed in the literatures.

*©[2007] IEEE. Reprinted, with permission, from “Single Miller Capacitor Frequency
Compensation Technique for Low Power Multistage Amplifiers”, by Xiaohua Fan,
Chinmaya Mishra and Edgar Séanchez-Sinencio, IEEE Journal of Solid-State Circuits,
Volume: 40 Issue: 3, pp. 584-592, March 2005.



(a) (b)
Fig. 2.1 Applications of amplifiers (a) Structure of a classical LDO (b) Active RC filter

2.2 State of the Art Amplifiers

The error amplifier in Fig. 2.1 needs to drive the large Pass transistor for the LDO
regulator. It needs to provide large DC gain and bandwidth so that the LDO regulator has
smaller output impedance and settling fast to the final result. Although the telescopic cascode
amplifier can obtain large DC gain with only single stage topology, it needs more voltage
headroom. With the advanced process, the power supply voltage keeps reducing. And thus
there is not enough voltage headroom for a single stage having too many cascode transistors.
The multistage amplifier distributes the DC gain through several stages and obtains the high
DC gain. There are multiple poles and zeros in the multistage amplifier, which may cause the
stability issues of the amplifiers used in the close loop. Different multistage amplifier
topologies are proposed to stabilize the multistage amplifier in the literatures. The following

discussion is a brief overview of the different proposed techniques and topologies. The



evaluations of them are aimed for the error amplifier with higher on chip integration and

low-power consumption while driving large capacitive loads.

2.2.1 Nested Miller Compensation Amplifier (NMC).

Nested Miller Compensation (NMC) [6] uses two Miller Capacitors between every two

poles to separate the pole locations and stabilize the amplifier. Fig. 2.2 shows the block

diagram of a three stage NMC amplifier, where Z_ = g, +sC pit

‘ gmL
| v
Q Zo1 Zoz @ ZoL:: C'—

Fig. 2.2 Three stage NMC amplifier [6]. Z ' =g, +sC,,i=1,2,L

pi’

The transconductance, output conductance, and the parasitic capacitance at the output of
each stage are given by g,,1), 8121 and Cy,;, respectively. C; represents the
amplifier load. C,_, and C,, are the compensation capacitors. Assuming that
8maar) >> 8oy MACy 1 >>Cp ), the transfer function of the NMC amplifier [11]

is given by (2.1)



(gmlnggmL ](1 _s Cm2 _ 82 CmiCm2 J
£0180280L gmL Egm28mL

Avs)= 2.1a)
(Hscmlgngij{Hs Conz(&mt—£m2) , 2 CLCma }
€0180280L gm28mL gm28mL
2
— €m2 + grr212 +4 E€m28mL
Coni Ch CiniCn2
212 = (2.1b)

2

With an additional assumption of g ,; >> g, ,), the zeros of the transfer function can be

fairly neglected and the transfer function reduces to

(gmlgmlgij
AV(S) = gOlgongL (2‘2)
(14_ S legm2gmL j|:1+ S Cm2 + 82 CLCmZ :|
golg02goL gm2 gm2gmL

The root locus plot of the NMC amplifier with and without the Miller compensation is

shown in Fig. 2.3.

Fig. 2.3 Root locus of the NMC amplifier (a) Before connecting Cm1 and Cm2. (b) After
placing Cm1 and Cm2



The DC gainis given by A (0) = EmBm28ml o4 the stability condition (Rooth-Hurwitz)
8018028L

L 1 1 C
as per the separate pole approach [11] is given by GBWSEp2 Szp3. This implies

that Sml Sl Eum SlgmL , which results in the following values for the compensation
2C,, 4C_

ml

capacitors: C,,, = 4(@JCL andC_, = 2[_gm2 JCL_

gmL gmL

This yields large compensation capacitors for large load capacitors. Large load capacitors

1 .
limit the GBW to a great extent as GBW = % = Z(gﬂj Thus smaller compensation

ml CL
capacitors results in larger values of g, . However the stability of the NMC amplifier is
ensured by a larger value for g [6], which is not suitable for low-power design, especially
when driving large capacitive loads.

This means that Nested Miller Compensation (NMC) amplifier requires large value
Miller capacitor, which reduces the small signal responses (bandwidth) and the large signal
responses (settling time and slew rate). The Miller capacitor in NMC amplifier increases
proportionally with the load capacitor and hence is not suitable for higher integration. These
drawbacks lead to other compensation schemes.

Observe that by placing Cm2 around gm2, the location of the zero can significantly

change but the pole location can be forced to be the same.
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2.2.2 Damping Factor Control Frequency Compensation Amplifier (DFCFC)

From section 2.2.1, one drawback of NMC amplifier is the large size of the compensation
capacitor, which is proportionally to the very large load capacitor. The DFCFC uses a
damping-factor-control (DFC) [10] block to replace the passive compensation capacitor in

NMC as shown in Fig. 2.4

Cm1
| |
I
Vm I G2 | OnL v
—’ + ‘ - 0
Zo1 202|i| | | Cmg ZoSd] |
: il g
gm4
| - Zo4_L
gmf2
Fig. 2.4 Three stage DFCFC amplifier [10]. Z;il =gy +8C,1=1,2, L

The small signal frequency response of DFCFC amplifier is

A (Hscngmfz—cmgm 2 Cp2Cmi j
dc -

Em28mL T &€mf28m4 €m28mL t &mf28m4

C,,C
(H 5 ](1+S CLem4 +s2 p2-L j
P-3dB E€m28mL T E€mf28m4 E€m28mL t €mf28m4

Ay(s)= (2.32)
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2
CngmfZ _legm4 i\/(CngmfZ _legm4) +4gm2gmL *+ €m4mi2

ConiCpa C?,C? C,,C
Zl ) = P 1~p2 1~p2 (23b)
’ 2
Where Ay, =SmiEm2€ml pg, . o — 801202803
801802803 Cmi1€ma&mL

After the stability conditions are established, the Miller capacitor becomes

Cpp = 1-{4(MJCL} 2.4)
B gl

wherep =1+ |142] SL- (gﬂj
Cp2 gmL

And the bandwidth of the DFCFC is

1
GBWpEcEC = % =B- {Z (gcﬁﬂ =B-GBWnNMmC (2.5)
ml L

From (2.4) and (2.5), DFCFC reduces the Miller capacitor value and improves the
bandwidth of the amplifier. For the damping control block (DFC), it is a gain stage (gm4)
with high output impedance. Due to the process variation and the offset, the node voltage can
be pulled up to VDD or pulled down to GND. A local feedback circuitry is needed to control
the dc operating point of the node [10]. Since the zeros of DFCFC amplifier is in the higher
frequencies than the poles of the amplifier, the effects from the zeros can be neglected and

they will not influence the stability criteria of the amplifier much [10].
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2.2.3 Active Feedback Frequency Compensation Amplifier (AFFC)

To further reduce the compensation capacitor value, the AFFC amplifier was proposed
[13]. It uses active feedback and feedforward to reduce the required compensation capacitor
value and improve the small and large signal performance of the amplifier, the AFFC circuit

is depicted in Fig. 2.5.

ol

- | gmf - _I

V. Im1 ‘ ‘ ImL VO
- + - 0
= T P b VTR

Fig. 2.5 Three stage AFFC amplifier [12]. Z;il =g, +sC,,1=1,2, L

pi’

It uses an active capacitor to replace a passive one, resulting in smaller capacitor sizes.
The effective capacitor can be roughly estimated by C.g=C,XgmaXr,, Where 1, is the output
impedance of the feedback stage. It also uses a high-speed block with a feed forward path to
enhance the bandwidth and the transient response of the amplifier. The small signal

frequency response of AFFC amplifier is
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Ad{l+s <, j
A(s) = - Ema — 2.6)
(1+ S IHS 8L +s2 L j
P-34B Co(8mr —8m2) Zma(8mf — &m2)
where A4, = EmlBm28ml. and p_34p = _BolBo28o3
201802803 Crni18m2&mL

Note that (2.6) has a single real zero in contrast to previous structures. After the stability

conditions are established, the Miller capacitor yields:

1 gmil 1
Cmcarrc) =Ca TH&JQL} =N Cmawio) @7

where N = \/g(% j{gml (grrg _ng)} and g, >g.,.And the bandwidth of the AFFC is
1 gmL

gml Zml (gmf _ng) gml
GBW = = =N =N-GBW 2.8
AFFC C. \/ 20p 4Cy. NMC (2.8)

From (2.7) and (2.8), AFFC reduces the Miller capacitor value and improves the

bandwidth of the amplifier by a factor N. A typical value of N [12] is 10.
2.2.4 Dual Loop Parallel Compensation Amplifier (DLPC)

The DLPC uses a damping-factor-control (DFC) [14] block to replace the passive
compensation capacitor in AFFC and implements two high-speed paths to extend the
bandwidth and improve the transient performance. In other words, gn, allows the feedback

and avoids the unwanted feedforward path. Its circuit is shown in Fig. 2.6.
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| |
| |
g
RN | | I
| |
L |
Vin |gm1 | gm2 ImL
Peammb ‘ -
01@ 02@ | | C b 203@ l
- i - c,
gm4 T
| .
gm5
Fig. 2.6 Three stage DLPC amplifier [14]. Z' =g, + sCpi,1=1,2, L
A
A (s) = de (2.9a)
S 1 1 s?
1+ I+s(—+—)+
P_3dB P2 P3  P2P3
g
p2s|= \/( ma | Em2Cml, +gm5j (2.9b)
CCL N &m4
The zeros in the transfer function is in the higher frequency and ignored in (2.9).
The DC gain and the poles of the DLPC are
Ay = Em1&m28mL (2.10)
801802803
P_adp = £01802803 @2.11)
Cagm28mL

The Miller capacitor and bandwidth are

C,=Cp = \/2( EmlSmd jcpch (2.12)
€m28mL T €m48&€m5
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GBW = ( gml J(nggmL +gm4gm5J (2.13)
2g¢ma CpiCL

From (2.12) and (2.13), it can be seen by choosing higherg,», g, and g5 witha

smaller g ;4 , DLPC reduces the Miller capacitor value while improving the bandwidth of the
amplifier.

For the topologies discussed above, two capacitors are always used to stabilize the
multistage amplifiers for large capacitive loads. In this research discussed in section 2.3, a
single Miller capacitor compensation approach is introduced to reduce the area and improve

the small signal and large signal performance of the amplifiers.

2.2.5 Recent Multi-stage Amplifier Research

2.2.5.1 AC Boosting Compensation Amplifier (ACBC)

ACBC adds an AC path in the internal stage of the conventional multistage amplifier [15],

which improves the Figure of Merit in the small signal performance and the large signal

performance. Its topology is shown in Fig. 2.7.
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03

=1
I
|

| gm5

Fig. 2.7 Three stage ACBC amplifier [15]. Z =g +sC,;,i=1,2,L

pi’

Neglecting Zy4, the DC gain and the poles of the ACBC can be approximated:

Ay = Emi€m28mL

(2.14)
201802803

201202803

P-3dB =
Crni1€m28mL

(2.15)
The Miller capacitor and bandwidth are

C,, = 2Eml CL (2.16)
(&m2 +8ma)RagmL + &mf

GBW = % 2.17)

ml

From (2.16), the required Miller capacitor value is reduced, which leads to larger

bandwidth and faster small signal performance.
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2.2.5.2 Transconductance with Capacitances Feedback Compensation Amplifier (TCFC)

This topology can be seen as moving the gn,-C,-R, loop to output, thus avoiding Z,.
TCFC uses a transconductance stage and two capacitors to implement negative feedback for
the three stage amplifier [16]. The transfer function of TCFC does not follow the Butterworth
frequency responses. The stability of the amplifier is analyzed using Routh stability criterion,
which does not need the Butterworth frequency responses. All the non-dominant poles are
places much higher than the unity gain frequency to assurance the stability. This topology is

shown in Fig. 2.8

Cm1
]
gmt Cm2
4
Vin |g-m1 ‘ | +gm2 ‘ | _gml_ | Rt A Vo
| | |

o1 Zoz 03 ne
= | = = CL

‘ gm5 N

Fig. 2.8 Three stage TCFC amplifier [16]. Z_ =g, +sC,,i=1,2,L

pi’

The small-signal transfer function of the TCFC amplifier is [16]
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2 3
S S S
Agll+—+ +
0, 0,05 0,050

A(s) = a 2 (2.18a)
S S S S
I+ I+—+ +
P34 0 00, 00,0,
P_adp = 201802803 (2.18b)
Cnigm28&mL
=L &m (2.18¢)
1+K, C,,
C
0, = (1+K,)—m2 Ems (2.18d)
C2 L
o, = Em (2.18¢)
Kt Cm2
I g
o, = —=&m 2.18
! Kt Cm2 ( f)
C
Kt C2 gml
0, = Em2 (2.18h)
Kt Cm2
K, = Em2 (2.18i)
gmt
The DC gain of the TCFC is Ay, = SmlEm28mL (2.19)
201802803
The bandwidth is GBW = Smi (2.20)

ml
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2.2.5.3 Reversed Nested Miller Compensation with Nulling Resistor (RNMCNR)

This structure in comparison with the NMC has the feedback from the output of each
block to the input, plus a compensation resistor R.. RNMCNR uses the Miller capacitors Cp;
and Cy, the resistor R, and the feedforward stage gm to implement the compensation for the

three stage amplifier [17]. This topology is shown in Fig. 2.9

Cm1
| |
|
Cm2
[
L |
2R,
Vin |gm1 | gm2 | gmL
peamm? P .
201@ Z02@ Z03@ l
L | L 1 .
| gmf -
Fig. 2.9 Three stage RNMCFNR amplifier [17]. Z_' =g, + sCpi,1=1,2, L
The transfer function of RNMCFNR is
Adc[1+scml +Cm2j
+
As) = - gfg Em3 — (2.21a)
+
(1+ 5 j[l+sm1 LC,,+s? —m2-L j
p—3dB gm3cml gm2gm3
P_3dp ~ 801802803 (2.21b)

lenggm3
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Em2(Cri +C1) i\/grznZ(le +Cp)’ _ 4 8m28m3

CmlCL Crzn C2 CmZCL
‘pm‘ = ; L (2.21c)
+
= Em2 T 8m3 (221d)
le + Cm2

The DC gain of the RNMCFNR is

Ay = Emi&m28&mL (2.22)
201202803
The bandwidth is

GBW = EmL (2.23)

ml
The gm1 of the amplifier size is obtained through the noise and the offset requirements.
The Miller capacitor C,; is calculated using (2.23). The Miller capacitor C,,; and the nulling

resistor R are

2
2
Cppp =——mkEml__ (2.24)
gm2CLGBW
Re=— 1 (2.25)
€m2 t &mf

2.2.5.4 Reversed Active Feedback Frequency Compensation (RAFFC)

RAFFC uses a current buffer in the outer compensation loop of the typical Reversed

Nested Miller Compensation (RNMC) topology. The Miller capacitors Cp,; and Cy,, current
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buffer gnp, and the feedforward stage gns form the compensation network for RAFFC to

implement the three stage amplifier [17]. This topology is shown in Fig. 2.10

| T
T | 1 | |
Cm2 Rb
| |
| =
Vin |gm1 | Im2 | It
12T L P A
01@ ZoZé 03@ 1
L | 1 r CL
| g mf -
Fig. 2.10 Three stage RAFFC amplifier [17]. Z_' =g + sCpi»1=1,2, L
The transfer function of RNMCFNR is
Adc(1+scmlj
A(s)= - Cgmb e (2.26a)
(1+ 5 j(1+s mi + LC, ,+s? —m2L L]
p—3dB gm3 ml gmbgm3
P_adp = 201802803 (2.26b)
Cmi€m28m3
gmb(cml +CL) +\/g12nb(cml +CL)2 _4gmbgm3
c.C. C:,Ci CoCo
[P2s|= — (2.26¢)

2



The DC gain of the RNMCFNR is

A, = 8mli8m28mL
dc
801802803

The bandwidth is

GBW = Emt

ml

The Miller capacitor Cy,, and the current buffer g, are

€mb :R_b

The inequalities needed for stability is

Cm2 +CL gmb ~ gmb

GBW <
CL le le
2
28 mL8 0
gmb CLGBW
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(2.26d)

(2.27)

(2.28)

(2.29)

(2.30a)

(2.30b)

2.2.6  Summary of the Compensation Technique While Driving Large Capacitive Load

The DC gain, Bandwidth and the stability condition are summarized for the reported

compensation topologies.
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Table 2.1 Summary of the amplifier capable driving a large capacitive load

Topology | DC gain Bandwidth Miller Capacitor
Cpi = 4@(:L
m
NMC EmEm2EmL | 1 EmL EmL
20120281 4 Cp gm2
Cp =4—-C,
€mL
C IZi@CL
m
B gmL
EgmL
DFCEC Zm1€m28mL 4 CL le >> sz > sz
2018028L B 1
>
B=1+ /1+2<—CCL (Enl)
where p2 EmL
Coi = %—ggml CL
mL
AFFC gmlnggmL 4 CL le >> sz > sz
£2018028L
N > l,fOI' mi ~ m2 N = JS( Cp )[gml(gml _gml)]
2
where Cp2 £ m3
DLPC Emigm28nl | Gpw = \/[ 8ml | 8m28m3 T &m4&ms C,=Cp = 2[ EmiEm4 jcpch
2018028L 2 gm2&m3 t Ema&ms
Em18m28mL gml _ 2gml
ACBC —_ | = 1=
2012028L Cml " (gm2 +8ma)Ra8m3 + Eme
TCFC EmlEm28mL | &m] C,, = C,C.GBW
20180281 | Cml " gm3
2
Zm1€m28 2
RNMCNR ml&m2&mL gmi1 sz ~ gmLEm1 5
8018028L Cml 2m2C1 . GBW
2
RAFEC Emi€m28mL gml Cpp = 28mL.8ml
2012028 | Cml 2mpCL GBW?
mb™~L
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From Table 2.1, all the compensation techniques use two Miller capacitors, including
TCFC and ACBC, to stabilize the amplifiers. In this research, a single Miller capacitor

compensation technique is proposed.

2.3 Proposed Single Miller Capacitor Compensation (SMC) and Single Miller Capacitor

Feedforward Frequency Compensation (SMFFC) Amplifiers Design

In this work, a single Miller capacitor compensation approach is introduced to reduce the
area and improve the small and large signal performance of the amplifiers [18]-[19]. In
multistage amplifiers with a large capacitive load, the pole at the output is at low frequency
which is located very close to the dominant pole. This is the pole of the output at the first
stage. The amplifiers have to be stabilized by removing the effect of the pole at the output.
This can be done via pole-splitting using compensation capacitors or pole-zero cancellation
using feedforward paths. Low frequency pole-zero doublets will appear if the feed forward
path does not cancel the pole properly, which may cause the amplifier to be unstable and
deteriorate the settling time of the amplifier [20]. Therefore the pole-splitting technique is

more suitable for the design of amplifiers with large capacitive loads.
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2.3.1 Single Miller Capacitor Compensation Amplifier (SMC)

2.3.1.1 Structure

The proposed SMC structure is shown in Fig. 2.11.

gmL Vv

Fig. 2.11 Topology of single Miller capacitor compensation amplifier (SMC).
Z!=g, +sC_,i=1,2,L

pi?

A larger bandwidth can be obtained by using only one capacitor for compensation instead
of two. The structure has three gain stages with only one compensation capacitor. It has an
additional feedforward transconductance stage, g, from the output of the first stage to the
final output. This forms a push-pull stage at the output that helps in improving the transient
response of the amplifier. A single Miller compensation capacitor (C,, ) is used to split the
first pole (p,) and the third pole (p;). The position of the second non-dominant pole (p, ) is

dictated by the gain of the second stage, which decides the stability of the amplifier. In fact,
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as will be shown later, a judicious distribution of the total gain among the three stages can

stabilize the amplifier with the use of a single compensation capacitor.

2.3.1.2 Small Signal Analysis

Small signal analysis is carried out using the following assumptions: 1) the gains of all

the stages are much greater than 1; 2) parasitic capacitances C,;,C,and C, are much

pl>
smaller than the Miller capacitor C,, and the load capacitor C, ; 3) The transconductance of
the feedforward stage, g, . is equal to that of the third gain stage, g, . Thus, the transfer

function is given by (2.31)

A, (1+ Cra8mr ~CmBo> _ 2 CmCPZJ
V(s ¢ 8m28m Em28m
Asno =y ((s)) ) o e (@-31)
in (1+ > ](1+s L802 4 2 TP2VL ]
P-3dB €m28mL €m28mL
_ _ gmlnggmL . . e .
where A sme)(0)=Ay4 =="——"-1is the dc gain of the amplifier, and is the
0182 8L
dominant pole of the amplifier. Hence the gain-bandwidth p; 45 = Mpmdua is

m2&mL >~ m

given by GBW =A, 'p;_4s :%. From the transfer function, the amplifier has two

m

non-dominant poles and two zeros.
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2.3.1.3 Stability Analysis, Gain-Bandwidth Product, Phase Margin and Dimension

Conditions

The stability condition of the SMC amplifier can be determined by analyzing the
closed-loop transfer function with a unity-gain feedback configuration. Since the zeros are
located at a higher frequency, they are neglected. The closed-loop transfer function

A ysmc) (8) 1s shown as below:

1 1
Agsme) (8) = = (2.32)
1+(5Cm j(l"'s C.g. L2 CpCr j a0s3+alsz+azs+a3
gml nggmL gmlgmL
Cc.,C, C
where a, =2 LTm (2.33)
gmlgmlgmL
C. C
a, =-Bo2-Lim (2.34)
gmlnggmL
C
a, =—=+ (2.35)
gml
a; =1 (2.36)

From the equation (2.32), the order of the numerator of A gyicy (s) is less than that of the

denominator, so the stability of the amplifier is basically determined by the denominator.
Applying the Routh-Hurwitz stability criterion (see Appendix A) to the characteristic

equation of transfer function (2.32), it yields
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— B2y % — GBW (2.38)

C

p2 m
If and only if the condition in (2.38) is satisfied, the system is unconditionally stable.
For large capacitive loads, the stability analysis of the amplifier can be done using the

separate pole approach [18]. Assuming that the zeros of the amplifier are located at higher

frequencies and hence can be neglected, the non-dominant poles of the amplifier are
calculated as follows.
As indicated in the transfer function, the non-dominant poles are located in the left-half

plane. The complex poles and resulting frequency peaking are avoided

2
it o2 | s 4%, resulting in the condition £m2 < 1 M The non-dominant
Cp2 CpZCL g2 2 gmLCp2

G G
poles are given by p, = —2 =Bz Pmell pere G, i = EmBml T stabilize

L p2 L 2409

the amplifiers, the second and third pole should satisfy the condition, GBW < %pz S% Ps

G G C C C
which implies St (1 Omerr (1) 82 Gmerr | (a2 o Co o Cn g0 gy
Cm 2 CL 4 Cp2 CL g2 Gmeff 2gml
2g..C 2 C
C,= “Bmitr orC, = “EmiB2™L The value of the compensation capacitor becomes
meff Em28mL

C, =L(2@cLJ (2.39)
AV2 gmL
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It results in a very small compensation capacitor C,. Thus, it can be seen that with a

— ng
goZ

suitable choice for the second stage gain A , , the value of the compensation capacitor

can be reduced. So that the requirement of g, >>g |, no longer needs to be satisfied,
helping to reduce the power consumption of the amplifier. The zeroes of the amplifier depend
on the second order equation in the numerator which depends on C . Since the value of C
is very small, all the zeroes are located at high frequencies and can be ignored in the stability
analysis.

The phase margin (PM) is given by

GBW GBW

ﬂ)—tan_l( )—tan_l(
P P2 P3

PM =180° —tan"'( ) (2.40)

GBW , GBW and GBW , the phase margin becomes 50°

Py o) P3

Under the above conditions on

2.3.1.4 Slew Rate and Setting Time

The transient response of the amplifier is comprised of the slewing and settling behavior
of the amplifier in closed loop condition [18]. The slew rate of the amplifier depends on the
amount of the charging current, and the size of the capacitors to be charged. The slew rate
solely depends on the size of the compensation capacitor if the available charging current is
fixed by the low power constraint. The significant increase in the slew rate of SMC as

compared to that of NMC under the same power constraint is due to the reduction in the size
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2gﬂ
goZ

of the compensation capacitor by a factor of . An improved settling response is

obtained by maximizing the phase margin and avoiding pole-zero doublets in the pass band
of the amplifier [18]. In the proposed amplifier, there are no pole-zero doublets in the
passband, and the calculated phase margin is 50°. In order to increase the phase margin
considerably, a LHP zero is introduced with the help of a feedforward stage as shown in the

following enhanced amplifier structure.

2.3.2  Single Miller Capacitor Feedforward Frequency Compensation Amplifier (SMFFC)

2.3.2.1 Structure

(@]
LS

in 0—*{- | + | -
g
gm1 |5[|:| Zo1 m |:T|:| ZoZ |:|I:| ZoL

- | ) gmf

—

gmfl

Fig. 2.12 Topology of single Miller capacitor feedforward frequency compensation amplifier

(SMFFC). Z =g, +sC,;,i=1,2,L

Although, the first non-dominant pole in SMC is designed to be at a relatively higher

frequency, it still influences the frequency response to some extent. To provide the further
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increases in GBW, and to reduce the compensation capacitor size, the proposed SMFFC is
shown in Fig. 2.12. A feedforward path is utilized to provide a LHP zero to compensate the
first non-dominant pole, which also adds current at the second stage output, which increases
the output conductance of the stage and pushes the pole at the output of the second stage to a
higher frequency. The LHP zero is placed near the first non-dominant pole, providing a
positive phase shift that compensates for the negative phase shift due to the non-dominant

poles.
2.3.2.2 Small Signal Analysis

Solving the small signal circuit model using the same assumptions as that of SMC, the

transfer function is given by (2.41)

Adc(l'i‘scmgmfl _SZ CmCP2 j

V m m m m
Ay smrrc) (8) = V((SS)) = s 1gC . 2gC e (2.41)
" [1+ > J(Hs L8z | 2 Tp2rl j
P_34B Em28mL Em28mL
1 fi 1 — _ 8mi8m8mL
where the dc gain of the amplifier is A gyppc)(0)=Ay ==—"—"—— and
€018028L
P3_ap = ;‘“gg—ozch is the dominant pole of the amplifier. Hence the gain-bandwidth product
m2&mL™~m

is given byGBW = A, P5_gp = %

m
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2.3.2.3 Stability Analysis, Gain-Bandwidth Product, Phase Margin and Dimension

Conditions

The stability analysis utilizes the same theory as that of SMC. Neglecting the effect of the

RHP zero in (2.42), the closed-loop transfer function A guvprcy(8) 1S given by

1+s gmflcm
gmlng
A smrrc) (8) = (2.42)
C C,,C
1+ngf1Cm+SCm (1+s L802 42 _Tp2L j
gmlgml gml gmlgmL gmlgmL

From the equation (2.42), the order of the numerator of A syrrc)(S) 18 less than that of
the denominator, so the stability of the amplifier is basically determined by the denominator.

The Routh-Hurwitz stability criterion provides the following condition:

g02 > gml ( 1 ) (243)
Cp2 Cm 1+gmf1 /ng

For a large capacitive load, the stability analysis of the amplifier is done using the
separate pole approach [18]. Since the s* term in the numerator of (2.42) is negative and the s
term is positive, this implies that there is a LHP zero and a RHP zero. The LHP zero occurs at
a lower frequency than the RHP zero. This helps to improve the frequency response. From
the transfer function, the non-dominant poles are exactly the same as those of SMC, and the

zeroes of the amplifier are

ZLHP — gmlng (2'44)
gmflcm
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Zpup = Emf18mL + Emi8m2 ~ Emf18€mL (245)
ngCpZ gmflCm gmlcp2

Since C,,>>C,, the RHP zero is at a very high frequency and does not cause stability

problems.
The phase margin (PM) is calculated as per equation (2.46)

GBW GBW GBW GBW

PM =180° —tan ' ( )—tan " ( )—tan " ( )+ tan " (

by b> P3 Ziyp

) (2.46)

In our particular case, PM yields 75°.

The above calculation of phase margin assumes exact pole-zero cancellation, which

implies
I gm&mCy
P> =Ziwp = Bmi1 = (2.47)
Avy E€uln
where p, = BmBul g Zimp = EmiBm2 ¢ there is a mismatch in the pole-zero
oL Emf1m

cancellation, the pole-zero doublets will appear. Since it occurs at high frequency (around

twice the bandwidth), the amplifier performance is not significantly disturbed.

2.3.2.4 Slew Rate and Settling Time

In the case of SMFFC the obtainable phase margin obtainable is close to 75°. Hence the
compensation capacitor C_ can be further reduced to achieve a still higher bandwidth

without sacrificing the stability of the amplifier. This helps to improve the slew rate of the
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amplifier because the slew rate is inversely proportional to the size of the compensation
capacitor under a fixed power constraint. In the proposed topology, pole-zero doublets are
not present in the pass band. This is because both the pole and the zero are at higher
frequencies and can be placed outside the pass band of the amplifier at almost twice the unity
gain bandwidth. High frequency pole-zero doublets do not degrade the settling time [18] as
much as low frequency doublets, as a result, the settling time is not significantly affected by
the introduction of the LHP zero.

The pole-zero locations for the amplifier with and without feedback is shown in Fig. 2.13.
Where the zeros in the uncompensated and SMC amplifier are in the higher frequency than
the poles and ignored in the plot. In SMFFC, a left half plate zero Zy gp is generated to cancel

the second non-dominant pole of the SMFFC.

Al Ay Al
Uncompensated — SMC ——> SMFFC
R RP, R R P R R P
> > & >
Re Re Lip Re
(Zyp=P 3)

Fig. 2.13 Root locus for uncompensated, SMC and SMFFC amplifiers with 120pF load

2.3.3 Design Considerations, Circuit Implementation and Design Procedure

The circuit implementations of the SMC and SMFFC amplifiers are shown in Fig.2.14

and Fig.2.15 respectively. Transistors M;-Mg form the first gain stage. Transistors My, and
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My, form the feedforward transconductance stage, g, in the SMFFC amplifier. The second
gain stage of the amplifier is comprised of transistors Mg—M,. The output stage is comprised
of a feedforward stage (g, in SMC and g . in SMFFC) and the third gain stage,g

forming a push-pull stage. The third gain stage is realized by transistor M3 whereas the

feedforward stage is realized by transistor M 4.

—|_ Lpigs3

My,
Y
||« Il:
M
) & (M
ias '.:M() gmz Cp gmf
Vbs6 ¢ 0
I\ l V()Mf
RO
-4 c
“_:MB L

I

i

Fig. 2.14 Schematic of the SMC amplifier
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Fig. 2.15 Schematic of the SMFFC amplifier

2.3.3.1 Design Procedure

The design procedure for the SMC and SMFFC amplifiers is almost the same except that
the SMC amplifier does not have the feedforward stage from the input to the output of the
second stage. Hence we show the design procedure of SMFFC in Fig. 2.16. Although there is
clear design procedure available, the circuit implementation ultimately requires tuning of

transistor sizes, bias currents and compensation capacitors.



Design Specs: GBW, Av, Ts and CL

Distribution of the gain between the
three stages A || >>A , > A,

GBW=g ,/C_
From GBW, getg

v

/C,=A g, IC, =4GBW

meff
From above eqn., get gmL

G

£02/C02-Gmeff/CL=2GBW
Estimating the second pole p2=ge2/Co2=6GBW
and get gm

:

C,=4g,,C,/G

ml L™ meff

'

g2~ &L

'

1 g2mgmCy

Emf1 =
" Av2 gmLCm

I

Using all region one equation

model, get all the transistor
sizes

A

Jip +1+1

Id=¢xnxgm 2

A

w gm 1

L pCo0.fi; +1-1

Simulation

Specificatons Satisfied?

Fig. 2.16 Design procedure for SMFFC
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First, distribute judiciously the gain among the three stages. For high gain amplifiers

(>100 dB) the gain is distributed such thatA ,, >> A, > A ;. The gain of the first stage is

maximized, with the second stage having moderate gain and the final stage having a
relatively small gain, i.e, A,;=50dB, A,,=30dB and A,3=20dB. This results in the second and
third pole of the amplifier being located at higher frequencies due to the high output
conductance of the second and third stages. This results in a roughly single pole system.
Second, assume a value of the Miller capacitance (C,,), the transconductance of the first stage
can be obtained through the Gain-Bandwidth Product (GBW). The first stage g, can be
estimated by the desired GBW and C,,. For 9MHz GBW and 4pF C,,, gm; is calculated as
gmn1=GBWxC,,=226uA/V. And then, the output stage transconductance is obtained. Since
Geft/ CL=Av2Xgm1 /CL=4GBW, g, =4GBWxC/A,,=858uA/V. Next, the transconductance
of the second stage can be estimated using the estimated parasitic capacitance and the
required second stage gain. Since g,/Cyr=6GBW, g,,=6GBWXC,,. The second stage gain is
Avr=gmo/g02, and  g2mp=Ayxxg02=A,x6GBWxC,=300uA/V. Following that, the

feedforward stage can be easily calculated. Em=gm1L.=858UA/V.

C
g o = I 8m8mCr _ 80uA/V . And then, using the all range one equation or BSIM

Av2 gmLCm

model to estimate the transistor size. Finally, perform the simulation to verify the
specifications of the amplifier.

In order to achieve this, the first stage uses a folded cascode topology to enhance the
output impedance. A moderate gain at the second stage helps in reducing the required

compensation capacitor to a great extent. For example a 100dB gain from three stages can be
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distributed as 60dB, 30dB and 10dB for first, second and third stages respectively. Thus,
Ay,= 30dB = 30V/V resulting in a reduction of the required C,, by a factor of 2X30=60
compared to that of NMC while maintaining stability.

From the calculation and simulation of SMC, g, =2747TuA/V g ,=271.1uA/V
g =6959uA/V and g . =758uA/V . For SMFFC, g , =274TuA/V
2., =2694pA/V , g =T757T.1pA/V , g =T99uA/V , and g, =1753uA/V .
Transistors My; — My; form the bias and tail current sources respectively. Vs, ,
Viseand Vi, shown in the amplifier schematics are dc bias voltages and are implemented

with current mirrors and current sources. The transistor sizes for both the circuits are

provided in Table 2.2.

2.3.4 Experimental Results, Testing Setup and Comparison

The proposed SMC and SMFFC amplifiers were implemented using AMI 0.5um CMOS

technology. Fig. 2.17 and Fig. 2.18 show the chip micrograph of the amplifiers.



40

CO000000000
©e000000000000000

{ l Tn'n'n'n'n'ns

)
.,
OO

Fig. 2.18 Chip micrograph of the SMFFC ariiplifier

The testing board of the amplifier is shown in Fig. 2.19. The input and output of the

amplifier is connected using BNC connector.
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Fig. 2.19 Testing board of SMC and SMFFC amplifiers

The AC response of the amplifier is tested using HP89410A Vector Signal Analyzer. The

testing set-up is shown in Fig. 2.20.

HP89410 C/

l

Fig. 2.20 AC response testing setup of SMC and SMFFC amplifiers

The transient response of the amplifier is tested with the unit gain configuration by using
a step input signal. The transient response is observed the output signal using oscilloscope.

The testing set-up is shown in Fig. 2.21.



Signal generator

Oscilloscope

/Ampl w
Freq: 1MHz

Fig. 2.21 Transient response testing setup of SMC and SMFFC amplifiers

Table 2.2 Transistor sizes of SMC and SMFFC

42

Transistor SMC SMFFC

Mbl 2%(5.55/1.05) 2%(5.55/1.05)
Mb2 8x(5.55/1.05) 8x(5.55/1.05)
M1,2 8x(6.15/0.6) 8x(6.15/0.6)
M3.4 6x(10.05/1.05) 6x(10.05/1.05)
MS5,6 2x%(10.05/1.05) 2x%(10.05/1.05)
M7,8 6x(6.15/1.95) 6x(6.15/1.95)
M9 6x(6.3/0.6) 6x(6.3/0.6)
M10,11 2x%(9/0.75) 2x%(9/0.75)
M12 6x(5.55/0.6) 6x(5.55/0.6)
M14 10x(10.05/0.6) 10x(10.05/0.6)
M13 2%(9.3/0.6) 2x%(9.3/0.6)
Mf1,2 - 6x(5.55/0.75)
Mb3 - 6x(5.55/1.05)
Total Active Area (WxL) | 167umx122um 122umx122um
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The measured results and the simulated frequency response of the SMC amplifier are
shown in Fig.2.22 and Fig.2.23. The measured results and the simulated frequency response
of the SMFFC amplifier are shown in Fig. 2.24 and Fig. 2.25. Deviations between
experimental and simulated results are within 15%. Fig. 2.26 shows the transient response for

both amplifiers. Both the results above are with a 25k€Q/120pF load.

A comparison table (Table 2.3) is provided to show the advantages and drawbacks of the
proposed and previous topologies. According to Table 2.3, the proposed topologies have
improved frequency and transient behavior as compared to the existing topologies (except
the recent publications). Since the area of the circuit is mainly comprised of the
compensation capacitor, a much lower area is obtained for the proposed amplifier topologies.

Compared to the NMC, DFCFC, and AFFC when driving a 120pF load, the proposed
SMC and SMFFC amplifiers improve the GBW while greatly reducing the area without
compromising on power. The GBW of the SMC and SMFFC amplifiers is 22.5 and 11.5
times that of the NMC respectively. The average slew rates of the amplifiers are 24 and 16.4
times that of NMC amplifier respectively. Without significant increase in power
consumption as compared to NMC the SMC and SMFFC amplifiers occupy almost 7 and 9.3

times less silicon area respectively.
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Fig. 2.22 Frequency response of SMC amplifier with 120pF/25k Q load (measurement
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Fig. 2.23 Frequency response of SMC amplifier with 120pF/25k Q load (simulation
result)
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Fig. 2.24 Frequency response of SMFFC amplifier with 120pF/25k Q load (measurement
result) with GBW=9MHz, and PM=57.4°
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Fig. 2.25 Frequency response of SMFFC amplifier with 120pF/25k Q load (simulation
result)
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Fig. 2.26 Experimental transient response of the amplifiers with 120pF/25k Q load

For a 400 KHz 0.2V, input signal, SMC has HD; = 60.9dB , and for a 400 KHz 0.2V,

input signal, SMFFC has HD, = 65.17dB, which is shown in Fig. 2.27 and Fig. 2.28.

CH1 B Spectrum 18 dB/ REF -2@ dBEm -6@.545 dB
» - - - - - - - - -
: : : : : : : ; SELECT
- - : : : : : | 891.625 kHz R
.......... i ok
: : : : : : : : SPRACE
va ......... .......... .......... .......... .......... .......... .......... .......... .......... ..........
16 : - - - - - - -
: BACK
......... 5 JEACK
""""" : ERASE
: TITLE
: DONE
I I 1 I : } : STOR DEV
......... = 0 DR L : [LISK]
: : T ’
REWE 188 Hz VEH 108 Hz ATH @ b SHP__Z.04% zec CANCEL
START 288 kHz 3ToP 1.4 RHz

Fig. 2.27 Harmonic distortion of SMC with a 400 kHz 0.2V, input signal
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Fig. 2.28 Harmonic distortion of SMFFC with a 400 kHz, 0.2V, input signal

The proposed SMC and SMFFC amplifiers were designed for 25kQ/120pF . For smaller

load capacitors, the circuit is also stable if the design satisfies the condition (2.38) or (2.43).
For our design, the system is stable even for 10pF according to the Routh-Hurwitz stability
criterion. The difference between the small load capacitor and the large load capacitor is that
the system has real pole for large load capacitors and the system has complex poles for small
load capacitors. All the poles in both conditions are located in the left half plane, which
means that the system is stable for both small and large load capacitors. Observe that for the
small load capacitors, it is not proper to use the separate pole approach to perform the

analysis because of the existence of complex poles.
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Since the pole from the load is pushed to a higher frequency as the first non-dominant

pole, variations in the large load capacitor does not linearly influence the GBW. For much

larger load capacitor, the Miller capacitor value needs to be increased to push the pole at the

output far from the unity gain frequency. Increasing the value of Miller capacitor C,, from

4pF to 8pF, with a 500pF load capacitor, SMFFC achieves 4.64MHz GBW, and 59° phase

margin with the same power consumption as that for 25kQ/500pF load.

Table 2.3 Comparison of different multistage amplifiers with large capacitive loads

Parameter NMC | DECFC | AFFC | DLPC | ACBC | TCEFC | RNMCNR | RAFFC \523( VTVES(
[13] [10] [13] [14] [15] [16] [17] [17] sMC | SMEFC
Load pF/kQ 120125 | 100725 | 12025 | 120/25 | 500725 | 150725 500/25 50025 | 12025 | 120725
DC gain(dB) >100 >100 | >100 | >100 | >100 >100 >100 >100 >100 >100
GBW(MHz) 0.4 2.6 4.5 7 1.9 2.85 2.4 2.4 4.6 9
Phase margin 61° 43° 65° 46° 52° 58.6° 58° 58° 58° 57°
Power 0.38 0.42 033@1 | 033@ | 0.045@
(@Wevdd) fs o |04@ P 5 s 0.255@3 | 0.315@3 | 0.38@2 | 0.41@2
Capacitor value | Cpy=88 | Cp=18 | Cp=3 | C=4.8 | Co,=10 | Cp=1.1 | Cm=11.5 gml_:é 13 C,= C,=
(PF) Co=11| Cp=3 | C=7 | C=25 | C=3 | C,p=09 | C,,=0.35 e (one) (one)
SR+(V/uS) 0.15 1.32 0.78 22 0.8 0.96 1.8 2.1 3.28 4.8
SR-(V/uS) 0.13 1.27 2.20 4.4 1.2 1.11 1.8 1.8 1.31 2
+1% TS (us) 4.9 0.96 042 | 0315 1.9 2.8 0.74 0.50 0.53 0.58
1% TS (us) 4.7 1.37 0.85 0.68 1.2 1.7 0.81 0.56 0.4 0.43
FOM; 127 619 1350 | 2545 2932 9500 4706 3810 1453 2634
(MHz.pF/mW)
FOM,
(Vius.oFlaW) 45 308.3 447 1200 1543 3450 3529 3095 726 996
FOMy"
(MHzpF/mW.pF | 128 29.5 135 348.6 225 4702 397 336 207.6 658
FOM; "
(V5. pEImW.pF) 0.45 147 447 1644 | 1187 1725 298 273 103.7 249
Area(mm?)/0.015 9.3 7.3 4 3.33 133 1.33 1.67 1.6 1.33 1
0.351
Technology 0.8um 0.8um | 0.8um | 0.6um m 0.35um 0.5um 0.5um 0.5um 0.5um
CMOS | CMOS | CMOS | CMOS | yroc | CMOS CMOS CMOS | CMOS | CMOS

Note: average value of the slew rate is used in the calculation of FOM| and FOM, parameter
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2.3.5 Summary of the SMC and SMFFC Amplifiers

Two compensation topologies for low-power multistage amplifiers with large capacitive
loads were introduced, SMC and SMFFC. It was shown that with only a small compensation
capacitor, the area of the amplifier was reduced significantly, the gain bandwidth product is
improved and the stability condition is established. The separate pole approach is used to
perform the analysis for large capacitive loads. A feedforward path is added to the SMFFC
amplifier to further improve the GBW and to reduce the silicon area. Based on a
comprehensive comparison of the proposed amplifiers against other reported structures with
large capacitive loads, the proposed compensation techniques demonstrate superior

performance.
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CHAPTER III

LOW NOISE AMPLIFIER (LNA) DESIGN OVERVIEW (NARROWBAND LNA AND
WIDEBAND LNA)

The LNA serves as the first stage of the wireless receiver [1] [2]. The incoming wireless
signal from the antenna is fed to the input of LNA, which is normally very weak normally in
the region -100dBm to -70dBm. The LNA needs to amplify the weak signal so that the
following Mixer can process it. Thus, the LNA needs to have a certain power gain. The noise
generated by LNA is directly added in the signal in the amplifying procedure and reduces the
signal to noise ratio (SNR) of the signal. In contrast, the noise contribution from the
following stages of the receiver is attenuated by LNA gain. To satisfy the system noise
requirement, the noise contribution from the LNA should not be large. Finally, due to the
nonlinear performance of the LNA, the out-of-band signal can generate in-band interference,
which will reduce the overall system linearity performance and dynamic region. Different

metrics and topologies of the LNA are discussed in the following sections.

3.1 Basic Metrics of the LNA

3.1.1 S-parameters of the LNA

The scattering parameters are widely used in RF and microwave circuits to represent the

scattering or reflection functions of the traveling wave when the n-port network is inserted
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into a transmission line. They are helpful for component modeling and circuit design. There
are also other representations using impedance (Z) and or admittance (Y) parameters. At the
low frequency, the Z parameters can be easily obtained using the open-circuit approach. The
Y parameters can be easily obtained using the short-circuit approach. At the high frequency,
it is difficult to provide adequate shorts or opens, and the active circuits may resonate when
terminated in short or open circuits. S-parameter, in the contrary, measures the traveling
wave, which does not need nor allow the short or open connections. Since a line terminated in
its characteristic impedance generates no reflections, S-parameter can measure the device,
which has some distance from the instrument and is connected using a low-loss transmission
lines. The s-parameters involve measuring power versus others two-port parameters that

involve measuring the current or voltage.

Sy

a, ~ A a,

o— = o
SD Port 1 :\_‘Wto polit Port 2 C S,,
- etwor .
-— b
b >~ 2
1 S

Fig. 3.1 Two port network and its S-parameter

A two-port network in Fig. 3.1 is used to explain the definition of the S-parameters,
where a; and a;, represent the incident waves and b; and b, represents the reflected waves.
The S-parameters are given by

b, =S,,a, +Sza, (3.1
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b, =S,a; +S5ya, (3.2)
The S-parameters are defined as

b

S, =—+ (3.3)
al a,=0
b
S, =—= (3.4)
a a,=0
b
S, = —- (3.5)
a2 a,=0
b
Sy =—* (3.6)
a2 a,=0

a, =0 means that the port 1 is grounded and there are no incident waves from port 1.At
that time, the port one is loaded with a resistance of Z;=7,. a, =0 means that the port 2 is

grounded and there are no incident waves from port 2. At that time, port two is loaded with a
resistance of Zy=Zo0. Si; and Sy, represent the reflection coefficients at port 1 and 2. S,; and
Si2 represent the transmission coefficients from port 1 to port 2 and from port 2 to port 1. The
ideal values of S;; and Sy, are -oo, so that the port 1 and port 2 are perfectly matched, resulting
in no reflection. The ideal value of Si,, that is the power at port 1 due to the power from port
2, is -0 so that the port 1 and port 2 are perfectly isolated. The S,; typically represents the
power gain of the system, which needs to be designed according to the system requirement.
For a Low Noise Amplifier (LNA), it is typically designed between 15dB-25dB.

The stability factor of LNA is defined as [1]
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_1+[A]* - Js11* —[s22]?
- 2[s21]s12]

(3.7)

where A =S11S22 —S12S21

The unconditionally stable of LNA i1s K>1 and|A| < 1. When the input and output of the

LNA are matched to the source and load impedance, S11 and S22 are almost 0. With the

decreasing of the S12,

A| reduces, which means the better stability of the LNA.

3.1.2 Impedance Matching of the Low Noise Amplifier (LNA)

The signal from the antenna, here represented by V; and Z, is transferred to the input of

the LNA and is amplified by the LNA.

Fig.3.2 (a) LNA in the network

where Py is available power from the source to a conjugate-matched circuits and Pj, is the
input power from the source to the network, which is not necessary matched to the source

impedance.
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Power gain (G) is the ratio of the power delivered to the load to that delivered by the

source.

PO
P.

1

G= (3.8)

where the output poweris P and P, is the input power. Transducer power gain G 1is the

ratio of the power delivered to the load by the power available from the source.

P
Gp=—2 (3.9)

P AVs

where P5 v 1s the power available from the source to a conjugate-matched circuits

Available power gain G, is the ratio of the power available at the output of a network by

the power available from the source.

Ga _Pavo (3.10)
Pavs

where Pp v, 1s the power that the circuit can deliver to a conjugate-matched load.

For the network shown in Fig. 3.2, the power transfer to the input of the LNA is

calculated as

P. =P =V, = /s = Vi lZal (3.11)
i in _LNA 1'1 |Zin| qzin +ZS|)2 .

whenZ; =Z_, the input network has the maximum transferred power

A\ % P
P,. =P =1 = s =_1n 3.12
AVs in _LNA |Z ZRC(ZS) 2 ( )

in|

LNA usually require a matching network to connect to the antenna, as shown in Fig. 3.2b.
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SOQT— matching LNA
7

z match Zin
Fig.3.2 Continued. (b) Conceptual idea of LNA connected to the antenna

To achieve the maximum power transfer, the input impedance of the LNA (Z, ..)

should be designed to match the complex conjugate impedance (Z;, ) of the previous stage as

shown in Fig. 3.2b and expressed in (3.13), which is normally the antenna or the off-chip

filter with a 50€2 impedance.

Zunatch = Zin' (3.13)
where Zin* is the complex conjugate of the previous stage impedance (Z,, ). In practice, this
matching Zmatch+Zin* yields 2Re(Z,,)

S-parameters are widely used to represent the performance of the RF LNA.

The input S11 of the LNA can be calculated by

j (3.14)

S|1 1na often is designed to be less than -10dB (0.3) in practice, which means for the

Z Z

in — “s

+7Z

in S

Sll_LNA =20 10:‘:{

traveling wave, three tents (0.3) of the signal is reflected back to the source due to the

impedance mismatch. ForZ; =50Q, if Z;, is real impedance, Re(Z, ) needs to be between
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26Q and 962 to achieve the input matchingS,; [y, <—10dB. For S;; |\, =-12dB, if Z;,

is real impedance, Re(Z; ) needs to be 30€2 or 86€2.
The output S22 of the LNA can be calculated as

+7Z,

out

J (3.15)

For the standalone LNA, the output needs to be matched to the off-chip load

Szz_LNA =20 log[

out

impedance R, . For the integrated receiver, the following stage of LNA is normally the

on-chip Mixer. The input impedance of the Mixer is normally capacitive impedance with
around hundreds of femto farads (fF). The output of the LNA is always designed as a
resonate network. Since in the on-chip wireless receiver, the distance between the LNA and
Mixer is normally smaller than the wavelength, which is around 76mm at 2GHz. Thus, there
is less microwave effect from the interconnections; there is no need to match the output
impedance.

The S21 represents the power gain of the amplifier.

P
S21=G=—2 (3.16)

The S12 is the reverse isolation parameter. It determines the level of feedback from the
output of the LNA to the input of the LNA. In practice, the S12 is normally smaller than
-30dB (0.03). The S-parameter of LNA for different standards and applications is illustrated

with other specifications of the LNA as shown in Table 3. 1.
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Table 3.1 LNA typical S-parameter

Bluetooth/802.11b[21] | 802.11a[22] CDMA[23]
S11(dB) -7 -15 -30
S21(dB) 14.7 12.5 13
S12(dB) -25 ~ -22
S22(dB) -10 -9 -8.5
NF(dB) 2.88 3.7 1.65
1IP3(dB) -1.5 -0.45 3
Bias current(mA) 14.7 8 54
Process 0.25pum CMOS 0.18um CMOS 0.35um BiCMOS

The above LNA results in Table 3.1 are from the published literature. We can find that all
the different standards need S11 better than -10dB although some results does not satisfy this
requirement. The power gain (S21) requirement of LNA is typical from 10dB to 25dB, which
heavily depends on the communication system design requirement. If the following blocks of
the system are very noisy, to have a better overall system noise, the LNA needs to have large
gain. The S22 is not very critical for LNA (except the standalone LNA) in the wireless
system. Typically the LNA is on-chip and followed by an on-chip Mixer. There is a small
transmission line for the interconnect wire with short distance in silicon, and thus it is not
necessary for the output of LNA to match the input of the Mixer. In this case, we can think
the output load Cp,_1na is part of the output network of the LNA and the input of the mixer.

CL_na 1s dominated by the input capacitance of the Mixer Cyixer. If the S22 is still required to
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calculate, replace the Z; with Cpixer in (3.15) to calculate S22. The S12 represents the

1solation of the LNA, which is typically better than -20dB (0.01).

3.1.3 Impedance Matching Network

As shown in Fig. 3.2b, a matching network is needed for the input impedance Z;, to
match the antenna impedance 50€2. Typically to transform the impedance from Z; to Z, for
the impedance matching, different matching network can be applied [1], such as L matching
network, © matching networks, and T matching network. The Smith Chart can also be used to
accomplish the impedance matching.

First, the series RLC network to parallel RLC network conversion is analyzed. The
networks are shown in Fig. 3.3. For Fig. 3.3(a), the impedance of the network is calculated as

JOL R,

Z. =joL. +R.=(oL )//R . =
in J s s (J p) p ijp+Rp

(3.17)

Fig. 3.3 Series connection to parallel connection conversion (a) LC network (b) RC
network

When the real and the imaginary parts are equated, yields
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R, =R (Q*+]) (3.18)
2
L =L, & =L, (3.19)
Q>>1
R
where Q = Dol _ B )
R, o,L,

Similar results can be obtained for Fig. 3.3(b) following the same procedure.

When the real and the imaginary parts are equated, yields

R, =R (Q*+1) (3.20)
Q’

C, =C, (—— =C 3.21

b S(Q2+1)Q»l s (3.21)

1
where Q= =0 CR_.
Q o CR °eTPP

A). L matching network

The L matching network is used to transform real impedance to an arbitrary value,
typically 50€Q2. The total imaginary part will equal to zero after the matching network. The
L-matching upward transform network is shown in Fig. 3.4 and it is to increase the equivalent
value from R, to Rj=aR,, where a>1. R; is connected to L, C; and R, and L, and C; are the

matching network. Assuming the quality factor Q =w,L /R, the impedance relations

between R and R;, in Fig.3.4 can be get from (3.18) as:
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J

Fig. 3.4 L-matching upward transform network (a) Partial series (b) Equivalent parallel

The typical L match network from R; to R; is shown in Fig. 3.4 and Fig. 3.5

272 2
ol 1 L% 1 L,
025 — S —__ 7S (322)
R R, L.C, R,C,

S

R, =R, =R (Q*+1)=R,Q* =R

The L-matching downward transform network is shown in Fig. 3.5 and it is to decrease

the equivalent value from R;, to Ri=aR,, where a<1.

Fig. 3.5 L-matching downward transform network (a) Partial parallel (b) Equivalent series

Assuming the quality factorQ = ®,C,R , the impedance relations between R;, and R; in

Fig.3.5 can be obtained from (3.19) as:

RP ~&— RP _ LSCI _ Cl (3 23)
Q2+1~Q2_(02C2R2_C2R2_LR )
o1 p 1*%p TP

R, =R, =

S

Using the L-matching network, R; can be amplified or attenuated Q2 times to R,,.
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For the upward L-matching network in Fig. 3.4, the quality factor from (3.22) of the

matching network relation with R; and Ry is
Q*=~—1L (3.24a)

For the downward L-matching network in Fig. 3.5, the quality factor from (3.23) of the
matching network relation with Ry and R, is

Q% = Rp (3.24b)
Rl

B). m matching network

The quality factor Q of the matching network is fixed for L matching network as seen in
(3.24). If the difference between R; and R, is very large, it results in a large Q and smaller
matching frequency bandwidth and may also vary a lot over the temperature or process
variation. The m match network is an alternative that has an additional degree of freedom to

choose the Q. The typical © match network from R; to R; is shown in Fig. 3.6.

up transformer down transformer

Fig. 3.6 n-matching network
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Consider the cascade of two L matching network with the right L matching network. First
the impedance R, is downward transformed to intermediate resistance R;q by C, and L, as
shown in Fig. 3.5. And then, R4 is upward transformed to final resistance R, by L; and C; as
shown in Fig. 3.4. The quality factor (Qyign) of the downward transformation from R; to Riq

by L, and C; can be obtained from (3.23) as

oL, R,
ot = ————=_[——1 3.25
Qnght Rld Rld ( .

The quality factor (Quef) of the upward transformation from R4 to Ry, by L; and C; can

be obtained from (3.22) as

L R
Qiese =Domt By (3.26)
Rld Rld

The n-matching network in Fig. 3.6 can be transformed to Fig. 3.7 to analyze the quality

factor of the overall matching network.

C, Ly L> C,
f— p—
R1d R1d Rld

F_ig. 3.7 m-matching equivalent network of Fi_g. 3.6

Either the left side resistance or the right side resistance is considered for the energy

dissipation. Thus, the quality factor Q of the overall matching network is calculated as

L,+L R
szO(Rl+ 2):\/R1u _1_,_\/&_ (3.27)
1d 1d 1d
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The relation between R4 and R, from (3.25) is

R
R,=~—2*-=R,—= (3.28)

2
Qright L2

The relation between R4 and Ry, from (3.26) is
Ry, = QLeftZRld =Ry, (3.29)

From (3.28) and (3.29), the relation between R, and R, is

2
zng :thﬁ (3.30)

R u
M Qe C L,

The advantage of (3.30) over (3.22) or (3.23) lies in that there is more freedom to choose
quality factor of the impedance matching network, which can results in a wider bandwidth or

robust matching network.

C). T matching network

| |
T A |
' ' A , I
| = |
R. i |
— = I = |
R1d l C1: I 02 Rz :
| | |
i | : :
r l L o |
down transformer up transformer

Fig. 3.8 T-matching network
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The T matching network is obtained by cascading two L. matching network in a different
way from the © matching network. It is shown in Fig. 3.8.

It can be seen that the cascade of two L matching network is different from n-matching in
Fig. 3.6. First the impedance R, is upward transformed to intermediate resistance R, by L,
and C; as shown in Fig. 3.4. And then, R, is downward transformed to final resistance R4 by
C; and L as shown in Fig. 3.5.

The quality factor (Qrign) of the upward transformation from R; to Ry, by L, and C; can

be obtained from (3.22) as

R1
L1 3.31
R (3.31)

2

Qright = (DOCZRI =

The quality factor (Quef) of the upward transformation from Ry, to Rj4 by L; and C; can

be obtained from (3.23) as

R,

Qere = 0,CR; = -1 (3.32)

1d

The quality factor Q of the overall matching network is obtained similarly to m-matching.

R R
Q:Rlu(no(Cl+C2):\/ L —1+\/¢—1 (3.33)
Rld 2

The relation between R;, and R» is

L
Ry, erightZRZ =Rz_2 (3.34)
2
The relation between R;, and Ryq1s
R
R, 4_—-Ry, S (3.35)

= 2
QLeft Ll
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From (3.34) and (3.35), the relation between Ry, and R, is

eright

- L, G
Qzleft

R,=R, 2L (3.36)

R
1d C, L,

The impedance matching of (3.30) and (3.36) has the same function with the different
connection with the network. The m network can absorb the parasitic capacitance and the T
network can absorb the parasitic inductance.

The impedance matching can also be obtained using the graphic matching method, i.e.
Smith Chart [1]. The Smith Chart is plotted on the complex reflection coefficient plane in
two dimensions and is scaled in normalized impedance and/or normalized admittance. It can
be used to present the impedance and also help to design the matching network, which is
given in the following examples.

For example, to match a 150Q resistor to a 50€2 resistor at 2GHz, it can be accomplished

by Smith Chart method as show below:

Fig. 3.9 (a) L-matching network and (b) Its Smith Chart
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To transfer the resistance from point 1(150€2) to point 3(50€2) at 2GHz in Fig. 3.9(b), first
a parallel inductor is added to transfer the impedance from point 1 to point 2 in the admittance
circle. And then a series capacitor is added to transfer the impedance from point 2 to point 3
in the resistance circle. The resulting L-matching network is shown in Fig. 3.9(a).

It also can be down using the m-matching network as below:

o1 1 b\
1.6pF 1.2pF T '

(@ | (b)
Fig. 3.10 (a) m-matching network and (b) Its Smith Chart

To transfer the resistance from point 1(150€2) to point 4(50€Q2) at 2GHz in Fig. 3.10(b),
first a parallel capacitor (1.2pF) is added to transform the impedance from point 1 to point 2
in the admittance circle. And then a series inductor (6.4nH) is added to transfer the
impedance from point 2 to point 3 in the resistance circle. Finally, a parallel capacitor (1.6pF)
is added to transform the impedance from point 3 to point 4 in the admittance circle. Itis a
n-match network in Fig. 3.10(a). There are other alternative impedance matching networks,

which are explained elsewhere [1].
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3.1.4 Noise Figure of the LNA

A) Noise Figure Definition

The quality of the signal can be evaluated by signal-to-noise ratio (SNR), which is

defined as the ratio of a signal power to the noise power corrupting the signal.

Psignal
SNR = el (3.37)

noise

During the amplification, RF LNA also adds noise in the signal which further corrupts the
signal. The noise performance of the RF LNA is evaluated through the noise factor (F) or

noise figure (NF). The noise factor describes the degradation of the incoming signal SNR due

to the LNA. It is defined as

Sin
SNR. N S. N N
F= in _ o _ “in~Tout _ ~Tout (338)
SNR out out S out N o ANO
N

out

where SNR; and SNR_, are the signal-to-noise ratio (SNR) at the input and the output,

respectively. N, (Noy) 1s the noise power at input (output).

The noise figure (NF) is the logarithm form of the noise factor (F) and used for the

convenience.

NF =101log(F) (3.39)

For illustration purposes, the NF of LNA for different applications is shown in Table 3.1.
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B) Noise Factor of Two-port Network

A two port network model is very useful to calculate the noise of the system, which is

shown in Fig. 3.11.

Zs
| —O
— Two-port
P Port 2
Vs Port 1 noisy
network |—O
@
e
n
@ Two-port [ O
Port1 7. #q, (k)| metwork | Port2
S n H(S) 4@
(Noiseless)

(b)
Fig.3.11 Two-port network noise model (a) Representation. (b) Equivalent two port with
noise sources

The noisy two-port network is represented as a noiseless two-port network with external

noise voltage source e, and noise current sourcei, ; and iy is the equivalent shunt

n s
connected noise current of the source.

The noise factor can also be defined as

total output noise power _Ey

= - - = (3.40)
AN, output noise due to the input source  E

in

The total output noise power at port 2 due to the noise sources at port 1 and the noise

sources in the circuits is
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e i, +e, Y| 5
E_, =( . )|H(s)| (3.41)
Y (s)

where H(s) is the transfer function of the two-port network.

The noise power due to the input source is

in =

|Y( )|2 H(s )| (3.42)

The noise factor of the network shown in Fig. 3.11 is calculated as

E,, 2+, +e, Y|
F=out L i (3.43)
Ein 1 2

Assume that part of 1 1is correlated withe, , which isi_, . The independent noise current

isi,. 1, =i, +1,, (3.44)
The source admittance Y and the correlation admittance Y. are expressed as below
Y, =G, +]B, (3.45)

Yc =G +jBc (3.46)

Using (3.44), (3.45) and (3.46), the noise factor in (3.43) can be rewritten as

b i Hin e, Y[ L n+en(YC+YS)|2:1+iu?+|(3{c_+3{s)|2?

L2 L2 .2
1S 1S lS

(3.47)

The source thermal noise current is can be expressed in term of the source conductance

(Gs=1/Ry) as

i, = 4KTG Af (3.48)
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where K is the Boltzmann constant, T is the absolute temperature and Af is the frequency
band which is often normalized to 1 rad/s.
The noise voltage e, of the network can be expressed in term of the equivalent noise

resistor R, as

e,” =4KTR Af (3.49)
The independent noise current i,, of the network can be expressed in term of the

equivalent noise conductance Gy, as

i,.° =4KTG  Af (3.50)
Applying (3.48)-(3.50), (3.47) becomes

G,, +[(G.+G,)* +(B, +B,)’*IR,
G

F=1+

(3.51)

S

For (3.51), there is an optimum condition where noise factor F reaches the minimum
value, where the system has the best noise performance. Taking the first derivative of (3.51)
with respect to the Gs, and the optimum condition is obtained by setting the derivative to

Z€10.

(3.52)

Applying (3.52), the minimum noise factor (Fy;, ) in (3.51) is obtained as

G
Fn =14 2R, [ +G.” +G,] (3.53)
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The impedance designed to satisfy (3.52) can make the system having minimal noise
factor F, which is called noise matching. The impedance designed to satisfy (3.13) can make
the system having maximum power, which is called power matching. The best design implies
satisfying simultaneously the noise matching and the power matching. The practical design
always involves the tradeoffs among the matching, noise, linearity, gain and power

consumption.

C) Noise Figure of MOSFET Transistor

=N

Ing Cgs Vgs GD []ro Dlnﬁ
g b—‘ M - ngE-ZS

Fig. 3.12 (a) MOSFET transistor and (b) Noise model of the transistor

The MOSFET and its noise model are shown in Fig. 3.12, where

i > =4KTyg  Af (3.54)

i, =4KTdg,Af (3.55)
oC,.)*

g, = w) (3.56)
5840

where K is the Boltzmann constant, T is the temperature, gq, 1s the drain source conductance

at zero drain-source biasing, Y is 2/3 for long channel device in the saturation region and is



72

around 2-3 or even higher for short channel device, ¢ is typically around 4~6 [1]. For a given
gate bias voltage Vg, the gqo 1s simulated by the DC simulation with the drain terminal of the

transistor is grounded. The operating point of the transistor M1 gives the drain source

d(ly)

conductance gy, at zero drain-source biasing with g, = V) )
DS Vps=0

The correlation coefficient C between the gate noise and the thermal noise is

i -1
c=—" (3.57)
iﬁg ’iid

The parameter ¢ needs to be measured to know the exact relation between the thermal
noise the gate induced noise. The procedure can be found in [24]-[25].

Here the number from the published books and literature are borrowed to analyze the
noise of the circuits [1]. For the MOS transistor in the RF LNA which operates at high
frequency, the flicker noise influence is usually ignored. Using the same approach as

two-port network noise analysis in section 3.14-B, the following results can be obtained [1].

R, =20 (3.58)
&m
Y, = joC, (1- 0 \/E) (3.59)
5y
2
_ 8’ C (1= ) (3.60)

5240
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RF & Noise Parameter
Measurement

A
De-embedding of Pads
and Interconnections

A \J
Intrinsic S-parameters Intrinsic Noise-parameters

\J
Paramerter Extraction
& Verification

\ Y-Paramerter Calculation o

of Two-port

Y
Noise paratmeter
De-embedding to ports

A J
Extracting i7,.i;,.andi

ok
nglnd

Noise Parameter verification

Fig. 3.13 Noise source extraction [24]-[25]

The noise factor becomes

L Gun +1G +G)* + (B, +B,)"IR,
G

F=1

(3.61)

N

The noise matching condition is

)
Bopt = _Bc = _(DCgs (I- a’|C|\/;) (3.62)

G, 2 2. 0
Gop = /Rn +G; = 0nC, /(1—|c| )5_7 (3.63)

The minimal noise factor is
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+G1=1+=-2 [ysa-|d?) (3.64)

V5 o

The Fpin vs © for 0.5um and 0.18um are plotted in Fig. 3.14.

F . =1+2R,[G

opt

For 0.18um,a=0.75,7y=2.5,0=5,c=-0.5j, andf; =56GHz. For 0.18um, =1,

vy=2/3, §=4/3, ¢=-0.395j and f; =13GHz.

22

—+— 0.18um s
S-# - 0.5um 7

Freq (GHz)

Fig. 3.14 NF i, vs o for 0.5um and 0.18um

From (3.62), the optimum noise condition needs an inductive type source susceptance.
The MOSFET transistor input impedance is capacitive. Thus, for the single MOSFET
transistor, the noise matching (3.62)-(3.63) can not be achieved. Different typologies are

proposed for LNA to achieve the optimum noise condition, which are discussed later.
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D) The Influence of Noise Factor of LNA in the Cascade System

SAW
Filter
Mixer Filter VGA
4
_ Z, O
v, tn, LNA <><) b //> Port 2
O
BPF Fi F Fs Fy
Port 1 F G Ce Gy G
G

Fig.3.15 Cascode network for noise factor calculation

The SAW bandpass filter (BPF) is a passive circuit with loss a. The matching network
before the LNA now is included in the LNA and becomes part of the LNA.
The BPF is modeled as shown in Fig. 3.16 with the equivalent input impedance R;, and

the output impedance Ry [2].

SAW SAW
Vi, Filter Vi, Filter
Ro
Rs Rs t o
’-> LD_. Re  Vou N—y %Rin v, $Rs Vout
i J___ BPF . J___ BPF O
in out

Fig.3.16 (a) Bandpass filter for noise calculation (b) Its equivalent circuit

The available input source power is

Vin
Pavs = K

N

(3.65)
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R
The output voltage is V,,, = ———— Vqyy and the available output power is
ROUt + RS
V2
P = 4Ri (3.66)

out
where Vry is the output voltage of the filter. The filter loss is decided by Vi combined with
Vin, Rin, and Rout.

The insertion loss is defined as

P, R, Vi
a= n__ out ;n (3 67)
Pout R S VTH

The output noise power is

R_R?
— 4KT out* L

V32 _ “tout™*L
2
Ry +R )

n,out

(3.68)

The voltage gain of the filter is

out

- Vin RL+R0ut - R

(Rs +R0ut )RL
RL +Rout

(3.69)

S

The noise factor is calculated as

. 2
Fe total output noise power _ Viow

output noise due to the input source  4KTR A2
R, Vg

out n

Ry Viy

(3.70)

From (3.70), the noise factor of the passive circuits or attenuator equals the loss in dB.
The RF system includes several blocks such as BPF, LNA, Mixer, Filter and VGA. For a

cascade network shown in Fig. 3.15, the overall noise factor is calculated as
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F=F, +
GO GOGI GOG1G2 GOG1G2G3

(3.71)

where E, and G, (n=1, 2, 3, 4) are the noise factor and power gain of each stage. The gain Gy
and Gj of the filter is negative in dB (or equivalent less than one in magnitude) due to the loss
nature of these blocks. From (3.71), the noise factor of the LNA is almost directly added to
the overall noise performance and the following stage noise contribution is attenuated by the

previous stage gain. For instance, if the loss of the SAW filter is ignored, then F becomes

F,-1 F -1 F, -1
L B

F=F +
Gl G1G2 G1G2G3

(3.72)

Thus the noise performance of the LNA largely influences the overall system noise
performance. The examples of different system noise performances will be given together

with the linearity performances later.

3.1.5 Linearity of the LNA

The nonlinearity of the LNA generates harmonics which are mixed at later stages with
®; o, and among the interferer signals. That is why a minimum of harmonics is desired for
LNA. The linearity is an important design consideration, which is typically evaluated

through harmonic distortion, 1dB compression point and the third order intercept point

(IIP3).
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A) Harmonic Distortion

For a nonlinear system, it is assumed with the following function up to 3 order
Y, =a,+aX, +ath2 +a3Xt3 (3.73)
where X, is the input, Y,is the output and a, (n=0, 1, 2 and 3) are the coefficients.

If X, =Acos(wt), the output signal Y, is

Y, =a,+a;Acos(wt) +a,(A cos((;)t))2 +a5(A cos((;)t))3
A2 3a.A° A2 Al (3.74a)
—ag+ a22 +(a,A+ 232 ) cos(at) + 222 cos2mt) + 22 A cos(3ot)
=b, +b, cos(wt) + b, cos(2mt) + b; cos(3mt) (3.74b)

In (3.72) ignoring by, the term of cos(mt) is the fundamental frequency and the others are

harmonic terms. The harmonic distortion factor (HD;) is defined as the ratio of the output

signal power of i™ harmonic term to that of the fundamental signal.

b.
HD, =— (3.75)
b,
: : 3a,A°
For the nonlinear system as (3.71), assuming thata A >> , We can get
b A
HD, =2=22 (3.76)
1 2a
b, a,A’
HD, =—=—— (3.77)
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B) 1dB Compression Point

The 1dB compression point is the input power level where the power gain from the input

to the output reduces 1dB. It is shown in Fig. 3.17. Note that for this definition, we are not

. 3a;A°
assuming thata, A >> .
Pout 1dB compression point
A
(dBm)
2
Pout—ldB 1dB

Pids R, (dBm)
Fig.3.17 Definition of 1dB compression point
For the 1-dB compression point, it can be calculated from (3.74) and (3.78).

20log =20logla;|-1 (3.78)

3 2
a; +Za3A1dB

a4

P s =Ayp =.]0.145 (3.79a)

a3

The larger Py gp is, the better linearity is expected.
The output 1-dB compression point is the output signal power when the input reaches the

1-dB compression point. It can be calculated as
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Pou-1a8 = (3.79b)

C) Intermodulation and The Third-Order Intercept Point (I1P3)

While harmonic distortion is often used to describe the nonlinearity of analog circuits,
there are certain cases where several input signals at different frequencies are applied to the
nonlinear block, in those cases, the intermodulation of those frequencies become the linearity
figure of merit. Thus, the intermodulation distortion in a two-tone test is introduced to
characterize the linearity of the circuits. The LNA is a nonlinear operating device. When two
tones signals at f; and f, are applied to the nonlinear device, there are also many other
components besides the harmonic distortion factors, which are the intermodulation products.

For a nonlinear system, it is assumed with the following function up to 3" order
Y, =a,+a,X, +a,X,” +a,X’ (3.80)
If X, =Acos(®,t)+ Acos(m,t), the output signal Y, becomes

Y, =a, +a,Alcos(m,t) + cos(m,t)] ++a,[Acos(m,t) + A cos(m,t)]* +as[A cos(,t) + A cos(®,1)]’
3 3 2

9a;A 9a;A A
B ) cos(@t) + (a,A + 22 ) cos(@, 1) + (22

=(a, +a,A*)+(a,A+ )cos(2m,t)

2
aA

+( )cos(2m,t) + (a,A%) cos((®; +®,)t) + (a,A?) cos((®; — @, )t)

3a,A° 3a,A° 3a,A°

+(

)cos((2m; —,)t) +( )cos((2m, —m,)t) +( )cos((2m, +m,)t)

A3 A3 A3
387 cos((@y +20,)0) + (220) cosGa, ) + (2

+( )cos(3m,t)

(3.81)
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The third-order intermodulation (IM3) is obtained from the coefficient of signals

containing (20, *®,) and (20, £ ®,). According to (3.77) and (3.81), the IM3 is

B 3a,A”

4a,

IM3 =3HD3 (3.82)

9a,A°

From (3.81), assuming a,A >> IIP3 can be calculated as

4

4a
Apps = 1[3—1 (3.84)
as

Second order intercept point (IIP2) is similar to the IIP3 and the second-order

3a,A°
a;A ps =[—a3 ““j (3.83)

intermodulation (IM2) is obtained from the coefficient of signals containing (®, —®,)
when ®, 2®, . For two nearby interferers at ®, and ®,, a low frequency signal
(0, =®,) appears at the receiver output, which may influence the receiver system

performance. The nonlinearity expression of a nonlinear system is summarized in Table 3. 2



Table 3.2 Nonlinearity expression for system with Y, =a, +a,X, + athz + a3Xt3

One tone signal input. X, = A cos(mt)

3
Fundamental tone term a,A+ 3a;A
a,A’
Second order harmonic term 22
a,A>
Third order harmonic term 3
4
Hb aA
2 2a,
a A’
HD;
4a,
Pias 0.145/ 2L
aj
3
Pou 108 ,/0.145 &
aj

Two tone signal input. X, = A cos(®,t) + A cos(m,t)

Fundamental tone term

9a,A°

a;A+

Second order harmonic term

a,A’ N 3a,A*

(20,,20,) 2 2
Second order intermodulation term A2 3a,A*
(0 +0,,0,-0,) AT
Third order harmonic term a, Al
(3m,,30,) 4
Third order intermodulation term ;
(20, + ®,, 0, + 20, 3a;A7
4a
1P, —L
3a,
M —A
3 4a,

82
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They are generated according to mf, +nf, (m, n=0, 1, £2, £3...). The third-order
intermodulation implies (m+n=3) (IM3) 2f, —f, and 2f, —f, fall into the signal band and

are difficult to remove in the following analog and digital processing. The signal located in
2f,+1f,, 2f,+f falls around twice the signal frequency, which can be easily filtered and are not

important, as shown in Fig. 3.18.

off-band
signal - —
(4P
2f —f
Az ! in-band
;T/signal
fqf, f

Fig. 3.18 Third-order intermodulation of two tones f; and f,

The overall spectrum of the output signal if two tones (A cos(®,t) and A cos(m,t)) are
applied to the nonlinear amplifier is shown in Fig. 3.19. There is spectrum located at
frequency mf; +nf, (m, n=0, £1, +2, +3...) due to the harmonic or intermodulation.

1:1 f2
Power
(dBm)

fty Aty | |25, fiH,

1§ 3
2f 72, 3f-2f, 3, 2f, ) 2 X ) f1 36,
R e

f
Fig. 3.19 Output signal spectrum with two tones signal inputs at f; and f
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The third-order intercept point (IIP3) is the theoretical point where the desired signal and
the third-order distortion have equal magnitudes. With two tone input at f; and f,, the
third-order intermodulation (IM) distortion is the power level at the output tone 2f;-f, and

2f,-f; due to the nonlinearity of the circuits. The IM3 and IIP3 are plotted in Fig. 3.20.

Pout A
(dBm)
oIP,
~
Fundemental =/
/

10dBm/dec
Third order IM

30dBm/dec

P, R, (dBm)

Fig. 3.20 Definition of third order intercept point (IIP3)

D) Dynamic Range (DR) and Spurious-Free Dynamic Range (SFDR):

Dynamic range (DR) is defined as the ratio of the maximum input signal level that the
circuit can tolerate to the minimum input level [2]. The spurious-free dynamic range (SFDR)
is defined as the ratio of the fundamental signal tone and the highest spur in the bandwidth of
interest. The dynamic range is calculated using (3.85)

m

where P4 is the minimal detectable signal, which is defined as
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P_,. =—174dBm+10log B+ NF (3.86)

The SFDR is calculated using (3.87)
2
SFDR = 3 (IIP3-P_,.) (3.87)

The SFDR is plotted in Fig. 3.21.

Pout A
(dBm)
O1P,
~
-/
Fundemental / /
VA
Third orderi IM
SFDR
po,mds \/

P % R, (dBm)

i,mds

Fig. 3.21 Definition of spurious-free dynamic range (SFDR)

E) Influence of the LNA Linearity in the Cascade System

Mixer Filter VGA
) 2 7\ b 4 0
v, LNA> <><) Port 2
_ O
IIP3; IIP3, IIP3, IIP3,
Port 1 G G, Gy G,

Fig. 3.22 (a) Cascade network for I1IP3 calculation
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1IP3, I1P3,
50Q | x(t) y(®) z(t)

LNA Mixer

Fig. 3.22 Continued. (b) The first two stage cascade network for IIP3 calculation

If the input-output relation of the LNA and Mixer are
y(t) =a,x(t) +a,x (1) +asx>(t) (3.88)

2(1) = byy () +b,y* (0 + b3y’ (1) (3.89)
z(t) can be obtained as

2(t) = ¢ X (1) + Cox 2 () + 3% (1) + e x (1) +c5x7 (1) + e X (1) + ¢, x (1) +cgx® (1) +cox” (1)
=b,[a,x(t) +a,x>(t)+a,x> ()] +b,[a,x(t) +a,x*(t) +a,x> (t)]* +bs[a,x(t) +a,x (t) +a;x> ()]
= b,a,x(0) + (bya, +bya k20 + (byas +2a,a,b, +a’by k3 (0 + (bya2 +2a,a5b, +3aa,bs K (1)
+(2b,a,a; +2a%a3b; +3a,a2bs k(1) + (b,a2 +adbs +6a,a5a5b; kO (1) + (3a,a2b; +3a,a2bs K (0

+3a,a3b,x° (1) +a3b,x” (1)

(3.90)
We can define
c, =a,b, (3.91)
¢, =asb, +2a,a,b, +a’b, (3.92)
According to (3.84), the IIP3 of the two stage cascode network is
1 _EH _§|a3bl|+2|ala2b2|+‘al3b3‘ 3.93)

—= =
Ap; 4 |C1| 4 |a1b1|
Since aj, b; are the largest, the second term in the nominator is ignored, thus (3.93)

becomes
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1 :§|a3b1|+‘alb3‘: L, a; (3.942)
Apy 4 |a1b1 Abs A12P32 '
1 3|a3|
— 21l (3.94b)
A12P3l 4|a1|
1 3oy
=—— (3.94¢)
A12P32 4| 1|

where a; is the voltage gain of the LNA and Ap; is the input IP3 point (voltage quantities).

In power quantities, the relation between Ajpz and I1P3 is

A2
np3=—%2 (3.95a)
4R
where Rj is the source impedance. (3.94) becomes
1 G )
IP3 = S (3.95b)
1pP3, 1P3,

where IIP3, and G, (n=1, 2) are the third order input intercept point (IIP3) and the gain of

each stage.

By induction, for the cascade network in Fig. 3.22(a), the overall IIP3 is calculated as

-1
IP3 = ! + G, +G1GZ+G1G2G3 (3.96)
P3, 1P3, TIP3,  IIP3,

where 1IP3, and G, (n=1,2, 3, 4) are the third order input intercept point (IIP3) and the gain

of each stage. The IIP3 of the BPF of Fig. 3.15 is typically very large due to the linear passive

components and thus is not considered.
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From (3.96), the linearity of the receiver is heavily influenced by the stages after the LNA.
The signal is amplified by LNA which makes the nonlinearity of the following stage more
dominant.

Note that noise and linearity have contradictory goals, i.e. increasing G1 and G2 will
improve the noise according to (3.72), but will degrade the linearity according to (3.96).

As an example, the noise and linearity for Bluetooth and Wi-Fi receiver are summarized

in Table 3.3 [26].

Table 3.3 NF and linearity distribution in Bluetooth/Wi-Fi mode [26]

Bluetooth Wi-Fi
NF(dB) | IP3(dBm) | IP2(dBm) | NF(dB) | IIP3(dBm) | [IP2(dBm)
LNA 3 -8 11 3 -8 11
Mixer 20 5 48 15 5 48
Filter 36 23 64 32 23 64
VGA 30 10 31 30 10 31
ADC 57 10 41 65 10 41
System | 9.49 -13.5 26.7 6.46 -13.5 26.7

The IIP3 and IIP2 in Table 3.3 are same for [26]. Since it is dual-mode (Bluetooth-WiFi)
receiver architecture, the worst case is used to decide the specification of each block, which

can satisfy both standards. In the reality, it is not necessary the same for different standards.
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3.2 LNA Topologies

According to its operating frequency bandwidth, the impedance matching network and its
application, the LNA can be roughly divided into narrowband LNA and wideband LNA. If
the impedance matching network is narrowband, it is called narrowband LNA. If the
impedance matching network is wideband, it is called wideband LNA. The narrowband LNA

is first discussed in the following sections.

3.2.1 Narrowband LNA

Many wireless applications are narrowband applications, such as GSM, Bluetooth and
Wireless LNA. The frequency bandwidth for GSM 1s 200kHz in 900MHz frequency [27].
The frequency band for Bluetooth is 83.5MHz (2400MHz-2483.5MHz) [28]. The frequency
band for 802.11b and 802.11g is 83.5MHz (2400MHz-2483.5MHz) [28]. The frequency
band for 802.154 ZIGBEE is 26MHz (902MHz-928MHz) and 78MHz
(2402MHz-2480MHz) in North America [29].

There are different topologies suitable for narrowband applications, among which the
simplest one is the resistive termination LNA [1] and the most popular one is inductively
degenerated common source LNA (CS-LNA) [1], [30] because it uses a noiseless component

to achieve the input resistance matching and thus has better noise performance.
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3.2.1.1 Resistive Termination LNA

The simplest LNA is a resistive termination LNA, shown in Fig. 3.23. The shunted

resistor Ry, is added to achieve the input impedance matching, (R,,=R;). This LNA can be

used in both narrowband and wideband applications.

VDD

‘ Zout VOUI

O———WA—%) + *
Vin RS ré\/_nzngfCDCg:=Vl ‘D Lot Di_n,2M1
Ziy iRm -

|||—-

(b)

Fig. 3.23 Resistive termination LNA (a) Circuits diagram and (b) Equivalent circuit for noise
computation
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The minimum power supply required for the resistive termination LNA is calculated as
VDD =2 V. + Viun ¥ Rp X1, +V,, (3.97)
where V,, is the output maximum voltage swing. For example, in an example for 0.35um
CMOS LNA: V461=0.2V, V45a0=0.2V, I3c=3mA, Rp=200€2, the maximum output swing is
0.2V, then the power supply voltage becomes VDD >1.2V .
Since the LNA using the noisy resistor to implement the input matching, it has the worse
noise performance among LNA topologies. The noise factor of the LNA is derived as below:

The output noise due to the noise source resistor, Ry, is

2 2
V2 =KTR A2 —8m2 | _KTR (g Rp)?|—5m (3.98)
’ gm2 +ch52 gm2 +SCgs2

where A, =g R, and R <<Z .

The output noise due to the noise match resistor Ry, (=Rjy) is

2
V2 =KTR, (g, Rp)?| —Em2 (3.99)
’ ‘ gm2 +SCgs2

The output noise due to the thermal noise of M1 is

2
2 —4KkTVg [ Bm2 (3.100)
| o gm2 +SCgSZ

where Y is 2/3 for long channel device in the saturation region and is around 2-3 or even

higher for short channel device [1]. a = g—m, which is typically 1 for long channel device

gdo

and smaller than one for short channel device.
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The output noise due to the load resistor, Rp, is
V., =KTR, (3.101)

The output noise due to the thermal noise of M2 is

2

sC

P2 =4KT g |82 (3.102)
’ o gm2 +SCgs2

where K is the Boltzmann constant, T is the temperature, and gy, is the drain source

conductance at zero drain-source biasing. If Cgs2 is smaller and gn,=gm1, then iﬁ’mz <<1.

The noise voltage from Rp is attenuated by the LNA gain. The noise voltage transfer
function of M2 is smaller due to the source degeneration of M; in M,. Both of them are

ignored for simplicity. The noise factor of the LNA yields

. 2 2 2 2 2
total output noise S Vis*+Vim+Vom +Vip + Vim

F= >
noise due to the source resistor VnzS

(3.103)

The noise form the output resistor Rp is attenuated by the LNA gain A,. The noise

contribution for the cascode transistor M, relies on the ratio of gm/sCg, Which is typically

smaller and ignored. If Vri b and V?

wm2 areignored, (3.103) becomes

2
F=1+Rg1 + ndl
RS a’gmle

(3.104)

From (3.104), we can find the noise factor improves with the decreasing of the matching
resistor Ry,. The power gain of the LNA reduces with the decreasing of the matching resistor
Rpn. There is a tradeoff between the noise and the power transfer.

If the input impedance Ry, is matched to R, the noise factor has following relation.
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4y
OCgmle

F>22+

(3.105)

It has very good input impedance matching while has a NF greater than 6dB. This

characteristic limits its application.

3.2.1.2 Common Source LNA (CS-LNA)

The typical inductively degenerated CS-LNA [1] [30] is shown in Fig. 3.24. In Fig. 3.24,
all parasitic capacitances other than the gate-source capacitances of M, and M, are

ignored for simplicity.

Emi (Vg - \,s )

(a) (b)

Fig. 3.24 (a) Inductively degenerated cascode CS-LNA (b) Equivalent small signal model of
the LNA input network
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Fig. 3.24 Continued. (c) Noise equivalent circuit

The minimum power supply required for the resistive termination LNA is calculated as

VDD 2 Vi + Vo + Vi, + V7 + Von (3.106)

where V[ is the voltage drop across the inductor L, V7 is the voltage drop across the LNA
load Z;, and V, 1s the maximum output signal swing.

For example, in an example for 0.35um CMOS LNA: V 441=0.2V, V45a2=0.2V, [3c=3mA,
the load Rp=200€2, which is typically parallel with a inductor Lp and consumes no voltage
headroom, the voltage headroom from the source degenerated inductor L, the maximum
output swing is 0.2V, then the power supply voltage becomes VDD > 0.6V . This LNA can

be fit for Vdd=1V.
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It uses an inductor L, to generate the real impedance to match the input impedance of

50Q, which results in good noise performance [1]-[2], [30]-[32]. If the resistive losses in the
signal path, gate resistance, and parasitic capacitances except gate-source capacitances are
ignored, the overall input impedance of CS-LNA can be derived from Fig. 3.24(b).

Applying KCL and KVL to the equivalent circuit in Fig. 3.24(b), we can get

I.
V, =—= 3.107
®sCyq ( )
L
Vin (S) = Iin (S)(SLg + + SLs) + Iin (S)gml — (3108)
S gsl Cgsl

The equivalent input impedance Zi,(s) is obtained as

V, L
Vi) gL b g, (3.109)
L, (s) © sC Coa

mn

Zin (S) =

gsl
where g, 1is the transconductance of M, .

Since the noise voltage source at the gate terminal of M2 has large source impedance
degeneration by the output impedance of M1, the noise of M2 does not transfer to the LNA
output. If the noise contribution from the cascode stage is ignored, the noise factor of the

cascode CS-LNA of Fig. 3.24(c) becomes [30]-[32]

R. R
Fog=l4+—ty_e T X D (3.110)
Rs Rs a‘QL (‘OT
2 2
x=1-2 80T % 14,2 G.111)
5y 5y
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ii
c=—21 (3.112)
2. 2
(A
Q o,(@Ly+L,) 1
== 3.113
Q=5 R, ®,C R, G113

where R is the input voltage source resistance, R, represents the series resistance of the
inductor L, , R, is the gate resistance of M;, @, is the operating frequency, and o, Y

and d are bias-dependant parameters [30]-[32].

If Ryand R, are ignored, applying (3.18), (3.110) becomes

Fo = Y X T SO 2||8L+8i(1+QL)
(XQL(DT OcmTQL 5y Sy (3.114)

Q La- 2l g +(4Q% +Dx3)

where ¥, =0 S and Q:Q !
5y 2 2R,0,C

s Yo —gsl

The difference between Q and QL is that the Q considers the source impedance Ry and Q.

does not consider Rs.

Typically 7y is 2/3 for long channel device in the saturation region and is around 2-3 or

even higher for short channel device [1]. o= g—m, which is typically 1 for long channel

gdo
device and smaller than one for shout channel device. & is typically around 5. c is typically
-0.395j for long channel and larger for short channel device [1] [30]. Also typical values of

Rg, Ry, Quandy is 1-2€2, 50€2, 2~5 and 4 respectively.
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3.2.1.2.1 CS-LNA Design Procedure

First, a design example for LNA is given and then the design flow is summarized in Fig.
3.29. In this design example, an inductively degenerated Common Source LNA (CS-LNA)
will be designed using a 0.18um CMOS technology to show the LNA design procedure. The
design target is to have an LNA working at 2.4 GHz band with less than 2 dB Noise Figure
(noise factor: 1.58), -10dBm IIP3, voltage gain greater than 15 dB and consuming less than

18mW, that is 10mA current from a 1.8 V power supply.

Step 1: Calculate Q

For the design, the Noise Figure (NF) should be used as a design parameter to be satisfied.
Here, we just try to identify the best Noise Figure that the CS-LNA can be obtained and use
that condition to design the LNA. The specified NF LNA design can also be done following
the same procedure.

The noise factor of the inductively degenerated CS-LNA of Fig. 3.24(a) is

o, 7 1 2 2

F.=1+ ——A-=2|cly, +(4Q° +1 3.115

cs (wT)a2Q< g +(4Q% +Dxd) (3.115)
)

where Xg = O, |— (3.116)
5y

Q—; (3.117)

2RS(DOCgsl ’

The noise factor scaling coefficient is given by
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Ky = L (1= 2leq + (4Q% + I (3.118)
a 2Q

The noise factor in (3.115) can be rewritten as

0)0

(3.119)

From (3.119), the noise factor scaling coefficient is the main influence term of the noise

factor. Since the NMOS transistor M1 in Fig. 3.24a is normally a multi-finger transistor, the

NMOS transistor W=Ilpm and L=0.18um is used to estimate ®. The transistor size

(W=1pm and L=0.18um) and the gate bias voltage V, (0.8V) is used just to get an estimation.

From the simulation of the NMOS transistor (W=1um and L=0.18um) with gate bias voltage

V, at 0.8V, we can get gu=gmi/W=444uS and C,=Cg/W=1.26fF. The g, and Cg is

estimated in first order as

gm = \/uncox %ID (1+ }\‘Vds)

C %MHCOXWL

gsl =
The transconductance can be estimated from

gu gml
O = — =——=21(56GHz
TEC T ( )

u gsl
or

Emi = O‘)Tcgsl

(3.120)

(3.121)

(3.122a)

(3.122b)

Here the gm and Cgsl are obtained using the simulation. The complex device model is

avoided in the design. The design will be corresponding modified through the circuit
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simulation, since the transistor size used in the circuit will be much larger than the unit
transistor size (W=1pm and L=0.18um).

Here, we use the parameters values as a=0.75, y=2.5, =5 and c=-0.5j [1]. And
then x, = o /SE =0.47 . These numbers are assumptions for 0.18 um CMOS process
¥

according to the experience and the published literature. The design will be modified through
the simulation.
For the LNA operating in 2.4GHz, the relation between the noise factor scaling

coefficient and Q is shown in Fig. 3.25. The expression used is (3.115).

85

Moize factor saling coefficient knf

Fig. 3.25 Noise factor scaling coefficient versus Q of CS-LNA (see 3.112)
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From Fig. 3.25, the noise factor scaling coefficient K. has the minimal value at Q=1.5.

From Fig. 3.25 and (3.96), the LNA has minimal noise factor when Q is chosen as 1.5. Now,

only the Q is fixed. We need to calculate the Cg; and W of the transistor.
Step 2: Calculate Cgq1, L and L,

The quality factor of the input matching network is Q=1.5.
Using (3.117), the required Cg of transistor M is

1

C.,=——— =140fF 3.123
&7 2R . 0,Q G-123)

According to (3.111), the input impedance matching condition for LNA is

1
=0 3.124
o.C (3.124)

0 gsl

o, (L, +L,)-

L
R =g =0l (3.125)

gsl

From (3.125), the degenerated inductor value is

R
L, = S =0.14nH (3.126)
W7

From (3.124), the gate inductor value is calculated as

L=t R gy (3.127)

£ WO o;
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Step 3: Transistor M; Size and Bias Current of M;

From the DC simulation of the NMOS transistor as in step 1, by measuring the DC
operating point of the transistor, we can get the unit Cy=Cg /W of a NMOS transistor
(W=1pum and L=0.18um). It is around 1.26fF. According to (3.123), Cgs1=140fF is required

for Q=4. The transistor size is calculated as

C
W = chI =%z110um (3.128)

From the DC simulation, by measuring the operating point of the transistor, we can
obtain the unit bias current (I,=Ip;as/W). Through the simulation of a normalized NMOS
transistor (W=1um and L=0.18um), the unit bias current (I,) of a NMOS transistor is
85uA/um. And then the bias current is calculated as

i =1, XW =85x110pA = 9.4mA (3.129)

Step 4: LNA Load (Z1)

The equivalent input network of the CS-LNA is shown in Fig.3.25.

Vx
R L9V,
V in Lg Vg V in +
Cgsl Vgsl
mi (Vg - Vs) -
lin r . Ys = i -’ L

Ls 8l
= Zin Cgsl

Fig.3.26 The input stage of the CS-LNA (a) Small signal model (b) E(Tuivalent input network
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From Fig. 3.26, the overall output current of the CS-LNA is calculated as

1
) chsl
13 w1 = 8mi Vest = Emi1 Vin 1 L (3.130)
R, +s(Lg +LS)+C—+gml
S gsl

gsl

The overall transconductance of the CS-LNA is

1
i \Y sC
Gesoina = d\;Ml = gm\l] L =Emi = 1 L (3.131)
in in Ro+s(Ly+L)+——+gu
‘  sC C

gsl gsl

When the input of the CS-LNA is matched at frequency ®,, equations (3.124)-(3.125)

hold true. Applying (3.124)-(3.125), (3.131) becomes

1 0]
G = = r = Q 3.132
CS-LNA — &m1 R o C R gmi1 ( )

s Yo —gsl sYo

where Q is the quality factor of the input network of the CS-LNA and o = iﬂis the
gsl

process dependant parameter.
The load is a resonant network with resonant impedance as Z;. The LNA voltage gain is

now calculated as
1. Z
|Av| =GesnaZe =gmQZy = - — -+ (3.133)
20, R

The load Zy. is obtained by

A, ~ 2A, o R,

ZL_

= (3.134)
Gesoina O
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To obtain 15dB voltage gain, the Z; is calculated as 24€.

The above procedure is based on the minimum Noise Factor. If instead a specified NF is
desired, we just follow the same design procedure. The Noise Figure of the designed LNA is
calculated using (3.119)

0
NFeg = 10x1og(Feg) = 10xlog(l + (—2

VK, ) =10xlog(1+ﬁx4) =0.69dB (3.135)
(O 56

where K, ;=4 1is from Fig. 3.25 at Q=1.5.

Step 5: Simulation Verification

The design target and the simulated performance of the LNA are summarized in Table
3.4. The circuit’s parameters are summarized in Table 3.5. The simulated S11, voltage gain
and noise figure of the LNA are given in Fig. 3.27. The linearity of the LNA is shown in Fig.

3.28. o, =2.4GHz, o =56GHz, 0=0.75, y=2.5, 6=5 and c=-0.5j are the corresponding

parameters for 0.18um technology [34].



Table 3.4. Summary of the design targets and the simulated results of CS-LNA

Simulation
Design target
results

S11@2.4GHz <-10dB -32dB
S21 >15dB 15.7dB
NF <2dB ~0.62dB
11P3 >-10dBm -6.85dBm
Current

<10mA 1.47mA

consumption

Power supply 1.8V 1.8V
Process 0.18um CMOS 0.18um CMOS

Table 3.5. Inductively degenerated CS-LNA parameters

Calculation values Modified simulation values
M, 110pm/0.18um 110pm/0.18um
M, 110pm/0.18um 110pm/0.18um
L, 31nH 20nH
L 0.14nH 0.28nH
Lg 4.3nH 4.3nH
Ry 24Q 26Q
bias 9.4mA 8.6mA

104
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The S11 is satisfied when matching equations (3.124)-(3.125) are satisfied. The inductor
value of Ly in the simulation is smaller than the calculated value. It is because in the
calculation, only the gate-source parasitic capacitance is considered. Due to the existence of
the gate-drain capacitance, the required inductor L, value reduces from 31nH to 20nH. The
Gain is considered using (3.133)-(3.134). The NF in this design is trying to find the best noise
performance of the CS-LNA. It is achieved through (3.119) and Fig. 3.25. The linearity in
this design is not given the design equation. The design verification is processed to check the
linearity of the CS-LNA. If the design satisfies the linearity requirement, we just use the
design parameters. If the design does not satisfy the linearity requirement, we need to
increase the bias current to satisfy it. The simulation procedure of the LNA is summarized in
Appendix B. From table 3.4, the designed LNA satisfied the design target, which proves the
validity of the design procedure. The design procedure of inductively degenerated CS-LNA

is now summarized and shown in Fig. 3.29.

SEDmE

(dB)
(dB)

TEHAmME

SEBmE

3FDmE

18&m 1 1 1 1 —4@
1.86G 2,06 2.2G 2.4G 2.6G 2.86
b3 freq ( Hz } &=

Fig. 3.27 Simulated voltage gain (Av), S11 and NF of CS-LNA
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Fig. 3.28 Simulated LNA IIP3 of CS-LNA
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Process information
0,Y,¢

Y

From DC and AC simulations, estimate @,
0m,Ces and lss for a unit size NMOS
gu=gm/W, Cu=Cgs/W, [u=loias/W

A A

the input matching network

/

From Q and input matching,

obtain Cgs, Ls and Lg

/

Obtain transistor size, bias |

current, gm. L=Lmin and W.
W is decided from Cqs/Cu

]
From voltage gain Av,

A

calculate load impedance ZL

Simulation

No

Adjust the componet values

Higher Gain--> larger Q, larger gm, larger Zu
Higher [IP3--> larger Ves-Vy, larger Ivias
Lower noise-> larger 0y larger Q(typically)

A

Specificatons Satisfied?

Yes
/

End

Fig. 3.29 Design procedure for inductively degenerated CS-LNA
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3.2.1.3 Common Gate LNA (CG-LNA)

The CG-LNA can be used both in narrowband application and in wideband application.
In the multi-band and multi-mode application, the CG-LNA is easily used for the matching
requirement. For the narrowband application, according to the noise, gain, linearity and
power requirement, the CG-LNA can also be used.

The typical CG-LNA circuit is shown in Fig. 3.30 [33]-[34].

Voutc 1 1
—_— - ng\]x . gme\,x
2L ’_: ﬂ]zl_ d]roz ® i % ®
Vout ° = . !
Vb2 \Y l C

gs2

S 1
e

Vi ) @ ®id
M d _gm1V51 — Zmb1Vsi !
1 RS

V ‘>—l— l
b ‘\ = RS V - ! '\/\/\/_O Vin
padI +

Fig. 3.30 (a) Typical common gate LNA (CG-LNA) and (b) Its equivalent input network

The input impedance of the CG amplifier in Fig. 3.30 yields

Zin (jo) = ! 1 (3.136)

+ +j0Cq +JOC g +
€ml T 8mbl T JWL g1 T JWLpad oL

g

For the operating frequency (®, ), the following condition should be satisfied for the

input impedance to be matched.
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1
j0,C o +j0OC g +———=0 3.137
J0, gsl JO, pad ]COL ( )

0g

7 (j0) =———— (3.138)
gml + gmbl

The input impedance matching of the LNA has to be matched to the 50Q. The shunt

inductor L, is added in the input to resonate with C,andC 4 to have a good impedance

pad
matching in the designed frequency. The difference from the CS matching network lies that it
is a parallel resonant network. Due to the lower quality factor of the resonant network, it is

more robust against the process, electrical variation [34]. Due to the omission of C,, path

from the input to the output, the CG LNA shows better reverse isolation (S12) and stability
versus CS-LNA.

The overall transconductance of the CG-LNA is estimated as

G oo (j0) = 24 = (g, + )Vg“—( PP — (3.139)
m,cG \J V. Emi T &mbl V. Eml T Embl 7 R :

in in in S

where Z;, is given in (3.136). When the input impedance of the CG-LNA is matched, (3.136)

becomes (3.138) and (3.139) changes to

gml + gmbl

5 (3.140)

G (jO) =

The noise performance of the CG-LNA if the noise from the cascode transistor is

neglected becomes:

2
Feg :1+1+5—“(&J ~1+7 (3.141)
o
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where R is the input voltage source resistance, ®,is the operating frequency, and« , ¥

and 0 are bias-dependant parameters [33]-[34]. a is typically around 1, y is between 2 and 4,

dis around 5 and ®; is greater than S0GHz for 0.18 um CMOS technology. If we assume

2
04=0.75, y=2.5, =5 and ®,=50GHz [34], %(QOJ is 0.002 at 2.4GHz and -Lis 3.3. It
(DT (04

proves the validity of the approximation in (3.141).

The noise factor of CS-LNA (3.115) and the noise factor of CG-LNA (3.141) using the
0.18um CMOS process are plotted in Fig. 3.31. with a=0.85, y=2, 6=4, c=-0.5j, ®;=56GHz
and Q=2 for CS-LNA. These parameters are just used to demonstrate the different from the
CS-LNA and CG-LNA. They are a little different from those used in the CS-LNA example

given in previous section to clearly show the trends.

Moise Figure (dB)

Fig. 3.31 Noise figure of CS-LNA and CG-LNA versus oy/ot for 0.18um CMOS process
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The noise factor of CS-LNA (3.115) and the noise factor of CG-LNA (3.141) using the
0.6um CMOS process are plotted in Fig. 3.32, with a=1, y=2/3, 0=4/3, c=-0.395;,
o =13GHz and Q=2 for CS-LNA. These parameters are just used to demonstrate the
different from the CS-LNA and CG-LNA. They are a little different from those used in the

CS-LNA example given in previous section to clearly show the trends.

—+— CSLNA
35F —&— COLNA T

25+ —

Moise Figure(dE)
(o8]
T

05+ -

Freg (GHz)

Fig. 3.32 Noise figure of CS-LNA and CG-LNA versus f, for 0.5um CMOS process

The noise factor of CS-LNA (3.115) and the noise factor of CG-LNA (3.141) using the
0.13um CMOS process are plotted in Fig. 3.33, with 0=0.9, y=2.5, 8=5, c=-0.5],
®;=100GHz and Q=2 for CS-LNA. These parameters are just used to demonstrate the

different from the CS-LNA and CG-LNA. They are a little different from those used in the

CS-LNA example given in previous section to clearly show the trends.
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Moise Figure(dB)
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Wyo it

Fig. 3.33 Noise figure of CS-LNA and CG-LNA versus oy/ot for 0.13um CMOS process

From (3.30)-(3.31), same as discussed in [34], the noise factor of CG LNA is nearly

constant with respect to®,/®;, and the noise factor of CS LNA is linearly dependent
with®, /®; . Normally, the CS-LNA has better noise performance than the CG-LNA. The

0\)0

CG-LNA outperforms CS-LNA at higher frequency . The CS-LNA benefits from the

®r
higher fr for the advanced technology and has better noise performance in the same operating

frequency. The CG-LNA has less dependence on the fr. It has worse noise performance due

to the large X used in the noise figure calculation for the advanced process.
o
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3.2.1.3.1 CG-LNA Design Procedure

First a particular design example is presented. After that, a general design procedure for
CG-LNA is introduced. In this design example, a common gate LNA (CG-LNA) will be
designed using a 0.18um CMOS technology to show how the LNA design procedure is
carried-out. The design target is to have an LNA working at 2.4GHz band with less than 4 dB
Noise Figure, -5dBm IIP3, greater than 12dB voltage gain and consuming less than 9mW,

that is SmA current from a 1.8V power supply.
Step 1: Calculate gy,

To match the input impedance as Rs=50€2, the transconductance of the transistor M1 is

1
gmi zR— (3142)

S

The Noise Factor can be calculated as
Y Y
F =1+—¢ R . =1+— 3.143
CG o Emig o ( )

The noise performance of the CG-LNA is bounded by the process parameters. From
(3.143), we also can find that certain degree of mismatch in the input also can help the noise
performance. The noise factor Fcg of the CG-LNA is proportional to the g, of the transistor
M;. The smaller g is, the better noise performance of the CG-LNA is. If the input

impedance (1/gn1) does not equal to R, the input network has the mismatch. Here g, is

chosen as 20mA/V to perfect match the input impedance.



Step 2: Obtain Transistor M; Size and Bias Voltage Vy

114

According to (3.142), g, is chosen as 20mA/V. The transconductance (gmu=gm/W)

versus bias current density (Ip,=Ibias/W) and bias voltage with NMOS device (W=1um and

L=0.18pm) is shown in Fig. 3.34 and Fig. 3.35. Vipo is 0.49V and K(Coxtn/2) is 176 pA/V>.

According to the Fig. 3.34 and Fig. 3.35, there are different combination of the transistor size

and the bias voltage (bias current) can achieve this target. The length (L) is fixed to the

minimal length, L=0.18um, for faster speed and smaller parasitic capacitance. For the

transistor working in the saturation region,

grm/W {S/um)

Fig

[0/ i

Sgu [

s
=
=
£

o
=3
=
£

2000 [ |

183u

\W% W
=uC —V, =.2u C  —I
gml “’n ox L dsat I'Ln ox L dc
Emi L
~Lem - 2u.c. —£
W/L Mo Sy
.00 160 200 3@@C ) detrz;‘@(y (uA/um§ﬂ® 600 708

. 3.34 g,/W versus current density of the transistor (L=0.18um)

1
=lale]

(3.144)

(3.145)
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Fig. 3.35 gn/W versus bias voltage (V) of the transistor
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Fig. 3.36 Transistor gy, g» and g3 versus bias voltage Vg of transistor

Fig. 3.36 is obtained through the simulation. First sweep the bias voltage Vs during DC

and obtain the drain current I. Iy can be expressed as up to third order

I =Ipe +8n Ve + 82V T83Ve (3.146)
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d(I
The transconductance g is obtained by g, = d((Vd )) , the second nonlinear term g; is
gs
d*( d*a
obtained by g, = ( d)2 and the third nonlinear term g3 is calculated as g, = —d(\§ d))3 .
gs g5

The linearity performance of the transistor is inspected to help choose the transistor size
and the bias voltage (current). For a unit transistor, its transconductance, second order effect
(g2) and the third order effect (g3) are shown in Fig. 3.36.

From Fig. 3.36, the transistor M; has minimal g3 around 0.6V bias voltage and thus the
bias voltage (V) is chosen as 0.6V, and the corresponding Ipc becomes 1.5mA.

From Fig.3.36, the normalized transconductance g, is around 220uS for (W=1um and
L=0.18um) and desired g, value is 0.2mS. The width transistor M;size for L=0.18um is

chosen as

g, _ 02x107°

W = = S
g 220x107

wm = 91um (3.147)

Through the DC simulation, the width (W) is adjusted to 83um. It is because the
W=91um NMOS transistor has the unit transistor (W=9.1um) and multiple number=10,

which is different from the unit transistor in step 2 (W=1um).

Step 3: Calculate L, and The LNA Load Network (Zy)

From bias voltage V,=0.6V and the transistor M; size (W=83um and L=0.18um),

through the DC simulation, the parasitic capacitor is around 90fF, which can be estimated as
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2 " . . . .
Cy = gunCox T Assuming the pad and other interconnect contributes 1PF capacitance, to

operating at 2.4GHz, the L, is calculated as

1

L =
£ 0, (Cyy +Chag)

= 4nH (3.148)

The cascode device M, is chosen same as the main transistor M; for simplicity. In
practice, the transistor M, also influences the LNA noise performance and the linearity
performance. It will be explained in Chapter IV.

The LNA load (Z. in Fig. 3.30) is a resonant network at 2.4GHz as the resonance

frequency as shown in Fig.3.37.

C

> Vou
il
N

Fig. 3.37 Equivalent AC output network of CG-LNA

Q_FU
Q_r‘
,|“_.__/\N\,__/Ymﬁ

The LNA voltage gain is calculated as
Ay =gmRy (3.149)

The L4 and C4 needs to resonant at the operating frequency.

sLd+L=0 (3.150)
sCq
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The absolute value of the inductor Ly is also decided by the bandwidth of the LNA.

0

BW = —2 (3.151)
Qload

— sk _ o 3.152

Qoaa o, L, BW ( )

where Qjoaq 1s the quality factor of the load network.

Here the load inductor is just chosen a reasonable value 4.3nH and the load capacitor is
chosen as corresponding 1pF.

The circuit’s parameters are summarized in Table 3.6. The simulated performance is

summarized in Table 3.7.

Table 3.6. CG-LNA parameters

Calculated values Modified simulation values
M, 83um/0.18um 86um/0.18um
M, 83um/0.18um 83um/0.18um
L, 4nH 3.37nH
Lg 4.3nH 4.3nH
Vb 0.6V 0.6V
Vi 1.8V 1.8V
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Table 3.7 The summary of the design targets and the simulated results of CG-LNA

Design target Simulation results
S11@2.4GHz <-10dB -40dB
S21 >12dB 19.5dB
NF ~4dB ~3.9dB
11P3 >-5dBm -1.7dBm
Current consumption <SmA 1.47mA
Power supply 1.8V 1.8V
Process 0.18um CMOS 0.18um CMOS

The simulation results are shown in Fig. 3.38 and Fig. 3.39. The simulation procedure of

the CG-LNA is same as that of the CS-LNA, which is given in the Appendix B.

( 48 )

soeg |

74 b

{dB )

168G
=]

1.88G 2A6G 2.44G
freq  Hz )

2FEG G
+

Fig. 3.38 Simulated S21, S11 and NF of the CG-LNA
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Fig. 3.39 Simulated IIP3 of CG-LNA

The design flow for CG-LNA is shown in Fig. 3.40.
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Process information

o,v,¢

'

L=Lrmin

From DC simulation, estimate W, gn and
luas for a unit size NMOS W __lum

Cu=Cgs/W, gmu=gm/W

L 018m

A 4

requirement , estimate &

From 8w and linearity, obtain

M1 size and bias voltage
L=Lmin

From M1 size, calculate Cgs |

and Lg

From voltage gain Av,

calculate load impedance Rt

Simulation

No
Specifications

Adjust the component values
To increase gain--> increase gm, ZL

To increase IIP3--> increase Ves-Vt, Ibias

To lower noise-> reduce g,

A

Satisfied?

Yes

End

Fig. 3.40 Design procedure for CG-LNA
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3.2.1.4 Feedback LNA

The negative feedback network can be used to implement the input impedance matching,

is shown in Fig. 3.41. The conceptual circuit diagram, equivalent block diagram and a simple

implementation are depicted in this Fig. 3.41.

Rt
AVAVAY
\ +
|n_> 1 a a  Out
|—> G ———————————0 out B
+
Im Zln <—| B -t
1 1 § R, Zout
Vout _ —a
- V., 1+Pa
(a) (b)
VDD

VOl.lt
Ry Zou

R. I Ce
o =T IE "
Vin |
Zin ’_>
()

Fig. 3.41 (a) Negative feedback system (b) Equivalent block diagram c) A simple
implementation



123

The feedback factor is
Bo— (3.153)
R, '
The forward gain can be derived as
V. RZR
a=—u_-_Gg—-L (3.154)
L, Ry +Ry,

The open loop gain can be derived as

R;R
T=af=G——L— (3.155)
The close loop transfer function is
¢ RiR,
V - - R; +R
Hclosed: o = ° = 2 = L L zRf (3.156)
VvV, 1+ap 1+T 1+G&
The closed loop input impedance is shown in (3.157), where Z,, =R;
: Z, R R; +R
o= = L . =t (3.157)
T 1+ap 5 ReRy GR
The closed loop output impedance is shown in (3.158), where Z_, =R; //R
RiRy
Z R; +R 1
7 = Zout _ f L~ 3.158
out _cl 1+T RfR G ( )
1+G———
Ry +R

A commonly used feedback amplifier is shown in Fig. 3.42 [35]-[36] where C;is the DC

block capacitor.
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Fig. 3.42 Typical resistive shunt-feedback LNA [35]-[36] (a) Circuit diagram and (b) The
equivalent noise circuit

The input impedance of the resistive shunt-feedback LNA is calculated as

7z —RetRy 1 (3.159)
gmlRL chsl

Through properly selecting the open loop gain and the resists values, the input impedance
can be matched to voltage source impedance Rs.

The noise factor [1] in Fig. 3.42 can be calculated as
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2 2

R:(1+ R R: +R

Fope e temRe ) 1 PR (3.160)
R\ I-g R RR; (1-g. R

1 . .
When g, = R the output due to the input voltage source is zero. It represents an
f

infinite noise factor. The resistive shunt-feedback LNA can be used in narrowband
application and also in wideband application. The input impedance of this LNA is
determined by open loop gain and the resistor values (R, Ry), which are easily controlled.
The drawback is that the resistor is a noise component and the LNA has moderate noise
performance. For instance, a 0.18um CMOS feedback LNA is used here to demonstrate the
performances. The parameter is shown in Table 3.8. And the simulation results are

summarized in Table 3.9.

Table 3.8 Feedback LNA component values

Component Value
Ri(Q) 250

M (um/um) 220/0.18
Ibias(mA) 9

RL(Q) 150
Ci(pF) 2
VDD(V) 1.8




Table 3.9 Feedback LNA simulated performance

Parameter Value

fo(GHz) 24

S11(dB) -14.6

S21(dB) 12.5

NF(dB) 2.84
IIP3(dBm) 3.2
Power(mW) 16

Process 0.18um CMOS

3.2.1.5 Table of Comparison

The comparison is summarized in Table 3.10.
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From table 3.10, the inductively degenerated CS-LNA has better noise performance. It is

widely used in narrowband application. The CG-LNA and the feedback LNA have stable

input matching network. The CG-LNA consumes less power than the feedback LNA. The

resistive termination uses the terminated resistor to achieve the input impedance matching.

The main transistor has more freedom to choose the transistor size and the bias voltage. It has

worst noise performance but has stable input matching network, very wide region of the

noise and linearity performance.



127

Table 3.10 Narrowband LNA comparison

Resistive termination CS-LNA CGLNA Feedback LNA
LNA Fig. 3.23 Fig. 3.24 Fig. 3.30 Fig. 3.42
Noise Figure(dB) >6 ~2 3~5 2.8~5
LNA gain(dB) 10~20 15~25 10~20 10~20
LNA sensitivity to o
» less sensitivity large sensitivity Less sensitivity less sensitivity
parasitic
easy matching complex matching easy matching easy matching
Input matching
network network network network
Linearity (IP3)
Variable (-10~10) -10~0 -5~5 -5~5
(dBm)
Power dissipation
Variable (1-50) >10 ~5 >15
(mW)

3.2.2 Wideband LNA

Besides the narrowband system, there are many other wireless applications with wide
signal bandwidth, such as digital video broadcast (DVB-H) and ultra-wideband (UWB)
system. The digital video broadcast frequency bandwidth is from 470MHz-862MHz
[37]-[38]. The frequency bandwidth for UWB system is 3.1GHz-10.6GHz [39]-[41]. The
frequency bandwidth for WiMAX is 2.5GHz-2.69GHz, 3.4GHz-3.6GHz, and
5.725GHz-5.85GHz [42]. The LNA needs to amplify the incoming wideband signal varied
from hundreds MHz to several GHz region. The wideband LNA faces a broadband incoming

signal. It needs to have the wideband impedance matching and amplify the signal with a flat
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gain performance. The UWB LNA, whose signal bandwidth is greater than S00MHz, is an

example for the Wideband LNA design.

VDD
ROUt Tout Tout Tout Tout Vout
1} 1 1 L] 0
Vb
Vin I:{in
o [} [} [} [}
Tin Tin Tin Tin
matching
O network
Vin
(b)
matching V
0 network o ot
Vin
Bandpass
filter
()

Fig. 3.43 Conceptual ideas of the wideband LNA (a) Distributed LNA (b) Feedback LNA
(c) Bandpass filter based LNA

There are different topologies to design the wideband LNA: distributed amplifier
[43]-[48] as shown in Fig. 3.43(a), feedback amplifier [49] as shown in Fig. 3.43(b), and

filter based common source amplifier [S0]-[51] as shown in Fig. 3.43(c). The concepts of
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them are shown in Fig. 3.43. They will be discussed later and the conceptual idea of these

LNA will be shown in the following sections.

3.2.2.1 Distributed LNA

Wideband LNA requires broadband impedance matching and also the flat gain over the
frequency band. The typical CMOS transistor is bounded by the gain bandwidth trade-off: to
work in the higher frequency, the gain will drop. As shown in Fig. 3.43(a), the distributed
architecture uses the transmission line to absorb the parasitic capacitance in the input and the
output of the transistor and provides several signal paths from the input to the output, which
can achieve wideband operation. The parasitic capacitance of the transistor is a frequency
dependant component, which changes the impedance over the frequency.

The typical single transistor wideband amplifier is shown in Fig.3.44

Vm.\\
2 c,
[ Ml

Fig.3.44 Single transistor CS amplifier

The DC gain of amplifier in Fig.3.44 is
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Avo :gml(RL//ro) (3161)

The dominant pole is

|
- b 3.162
Po = CL®RY /1) (102
Thus
A A
A (s)=— 20 _Poftvo _ GB (3.163)
I+s/p, s+p, s+p,
The gain-bandwidth product is
GBW:(gj—m (3.164)

L

For the fixed load, the amplifier has lower gain at the higher frequencies.

The distributed amplifier can conquer the drawback of the single transistor common
source amplifier. It adopts the transmission concept to achieve the wideband flat gain
operation.

The transmission line technique is widely used in microwave circuits. It can absorb the
parasitic capacitance of the transistor and achieve the wideband impedance matching. The
distributed amplifier (DA) achieves the wideband operation by applying the transmission
line technique to absorb the parasitic capacitance of the transistor [43]-[47]. A typical

distributed LNA is shown in Fig. 3.45.
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Fig.3.45 Typical distributed amplifier

Where Ty is the transmission line connecting all the gate terminals of the transistors, Td is
the transmission line connecting all the drain terminals of the transistors and all the
transistors have the same size (M;=M;=M3=M,).

The impedance of the transmission line is

Z,=+/L,/C, (3.165)

where L, and C, are the unit inductance and the unit capacitance of the transmission line.

Ls Rs
In Out

Cp Gp
GND T GND

Fig.3.46 Lumped RLC model of the transmission line segment

The lumped RLC model of the transmission line segment is shown in Fig. 3.46, where L,
Ry, C; and G, are the series inductance and resistance and parallel capacitance and
conductance of the transmission line per segment.

The impedance of the transmission line with the load capacitance (Cy) for the gate line is



132

joL. +R
7 = | I TR (3.166)

. Cgs
_](J)(Cg +l—)+Gg
g

where Ly, R, C, and G are the series inductance and resistance and parallel capacitance and
conductance of the gate transmission per unit length, 1, is the transmission line length and Cg
is the parasitic gate capacitance of the transistor.

The impedance of the transmission line with the load capacitance for the drain line is

joL,; +R

. C.
jo(Cy + I

Zd:

(3.167)

)+Gy
d

where L4, Ry, C4 and Gy are the series inductance and resistance and parallel capacitance and
conductance of the drain transmission per unit length, 14 is the transmission line length and Cy
is the additional capacitor added in the drain of the transistor. The equivalent circuit of the

transmission lines is shown as below.

Ls Rs
In — Y Y Y, Out

Co~= 2Gp =Cx
GND GND

Fig.3.47 Lumped RLC model of the transmission line segment with Cx
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Fig.3.48 Lumped transmission line network

Consider the voltage V, and V,,;, we can get the following relation [1].

Z, //(l dz)
Vn+l = Vn Y 1
Zdz+7Z, /(- dz)
Y
From (3.168), we can get
- Z, Z, 1 Z

- ~ = ~1-—dz
Vo  Z,2Y2)*+Z,+Zdz Z,+Zdz | Z dz Z,

[0}

) s /Z
where Z, is the characteristic impedance Z_ = ? .

When dz is near zero, V,; equals to V,, and (3.170) changes to

) __j7yv
dz

Solving the equation (3.171), we can get the voltage as

V(z) = Ve V"
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(3.168)

(3.169)

(3.170)

(3.171)

(3.172)

where V, is the voltage at the starting point and z is the location, which is different from Z.
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The RF signal at the K™ gate tapping point [43] is expressed as
Verp k () = Vgg(s)e /2 VRFRE (3.173)

where v, =Zy is the propagation constant.

The RF signal at the k™ drain tapping point is expressed as

Z,(8) Z,(s) —(k=1/2)7,l
Vare K (8) = =8 — == Vg (8) = =g, == Vie(s)e Te'e (3.174)
The signal at the output of the distributed LNA is calculated as
2 —(n—k+1/2)yq4lq Z,y(s) 3, —(k-1/2)vglg —(n—k+1/2)y4lq
V,y(s) = kZVdRF_K(s)e =-g. VRF(s)kZe e
=1 =1
(3.175)

-myalg _ o Ml

Z4(s) ~(Ydld-Yelg)/2 €
Vie(s)e
e Ydld _ o Vele

m

If the phase is synchronized in the gate transmission line and the drain transmission line

as follows
Yelg =Valg =1 (3.176)
The distributed LNA gain is

V Z
Gpy =—%=-ng, 2 3.177
PA Ty Zm > ( )

RF
The application of the distributed amplifier includes the communication systems, microwave
instrumentation and optical systems where the wideband flat gain response and good

impedance matching over several gigahertz ranges are the requirements.
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3.2.2.1.1 Distributed LNA Design Procedure

The design flow for distributed amplifier [48] is shown in Fig. 3.49.

Process information

Design Specs h 4
Power, Gain (Goa), Powe supply, operating From DC simulation, estimate Wr, gn and
frequency(fis) lvies for a unit size NMOS
L Cu=Cgs/W, gmu=gm/W
1 L=Lmin
.= Em Obtain the characteristic | J
21 Cy +Cyy +Cy, frequency of the transistor |

|

_ calculate the Gain-Bandwidth
GBW =A, xTsp } product of the distributed amplifier

l

transmission line
propogate constant (rg, ra)
EM simulation characteristic impedance (Zo) |
with(IE3D or HFSS) } line loss (as, ad) h

line length (Ls, Lq)

'

- In(ay/a,) The distributed amplifier stage |,
ag—a, number(Nop)

l

2Gpy } Calculate gm and choose

opt

En =N 7 the transistor size
opt“~d _
Adjust the componet values
i To increase gain--> Increase gm
. . To increase linearity--> Increase bias current
Simulation
To increase impedance--> Increase charateristic
i impedance and low load capacitor

A

Fig. 3.49 Design procedure of the distributed amplifier
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First, the unit size transistor is simulated to estimate the cut-off frequency of the process.

Second, the EM simulation software is used to simulate the transmission line. The
property of the on-chip transmission line is obtained, which includes the transmission line
loss, the propagation constant of the line, the transmission line length and also the
characteristic impedance.

Third, according to the simulated transmission line loss, estimate the optimum distributed
amplifier stage number N_opt.

And then, according to the gain requirement of the distributed amplifier, calculate the
single stage amplifier transconductance.

Following that, do the simulation and verify the performance [44].
3.2.2.2 Feedback UWB LNA

The resistive shunt-feedback-based amplifier can be used for wideband applications, but
suffers from poor noise figure and large power consumption.

The typical inductively degenerated common source LNA is a narrowband LNA. Its
circuit and the input network are shown in Fig. 3.50.

The quality factor Q of the inductively degenerated LNA from (3.117) and Fig. 3.50 is

1

Q=
(RS + COTLS )(X)Cgsl

(3.178)

For narrowband application, Q is typically higher for higher gain and low noise figure,

which leads to a smaller 3dB bandwidth. And thus it is unsuitable for wideband application.



137

Rs Lo V, Cy
ViV \—""—e—
WTLS
AN ’_>

Ls

Fig. 3.50 (a) Inductively degenerated CS-LNA (b) Its equivalent input network

A modified shunt-feedback-based amplifier was proposed in [49].

Fig. 3.51 (a) Feedback UWB LNA (b) Its equivalent input network
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For a typical RLC series resonant network, the 3dB bandwidth BW is inversely
proportional to the Q-factor of the network: BW=w,/Q. For a typical narrowband CS-LNA
with Q=2 and ®,=3GHz, the 3dB bandwidth of the RLC network is 1.5GHz, which is not
suitable for wideband application. Differing from the typical narrowband inductively
degenerated CS-LNA, the LNA shown in Fig.3.51(a) uses a resistive feedback to lower the

quality factor of the input network as in Fig.3.51(b).

BL 3 AT Ely o - @‘. T u __.(ri'T: -‘.
Fig. 3.52 The simulated LNA input matching with and without the feedback

From Fig. 3.52, with the feedback technique, the impedance varies less over the same
frequency region due to the low Q factor network. Since the real impedance of the input
network is determined by oL, the feedback resistor can be chosen larger than the typical
resistive feedback LNA.

The open loop gain of the feedback network is
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1

A~ 0C

+ oL, + oL

1

(joLp +Rp)/
JoCy

(3.179)

joC as
The Miller resistor can be calculated as below, where a R value is assumed known.
Ry =R /1-Ay) (3.180)
where Cy is the overall load capacitance of the LNA.

The input network is readjusted to calculate the quality factor of the input. The parallel

R 1s approximately transferred to series resistor as shown in Fig. 3.53.

Rs lg V o C gs1 Rs Lg Vg C sl
Vi AN~ s Vi AA— " — AN, —s—]
i 2
: o,L
. ’_» Wls :> , ’_» (@obg)” WlLs
n Rfm n Rfm
Ls Ls

Fig. 3.53 Feedback UWB LNA input network and its transformed network

The Q of the input network is approximately as below

Q= ! (3.181)

o L.)*
{RS +o,L, +(l°{g)]mocgS

™M
where Rpg =Ry /(1-A,) represents the Miller equivalent input resistance of R; . If

properly selecting the value of R;, the input matching network can achieve the wideband

matching.
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For instance, a 0.18um CMOS feedback UWB LNA [49] is used here to demonstrate the
performances. The parameter is shown in Table 3.11[49]. And the simulation results are

summarized in Table 3.12.

Table 3.11 Feedback UWB LNA component values

Component Component Value Value
Ri(€Q) 1500 Lo(nH) 2.5

M, (um/pm) 320/0.18 Ly(nH) 0.6
Ipias(MA) 7 Ci(pF) Ci(pF)
Rp(€2) 50 VDD(V) VDD(V)
Lp(nH) 1.3

Table 3.12 Feedback LNA simulated performance

Parameter Value Parameter Value
Freq(GHz) 3GHz-7GHz S11(dB) <-10
S21(dB) 14~15 NF(dB) 1.55-3.63
11P3(dBm) 5 at 4GHz Power(mW) 12
Process 0.18um CMOS
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3.2.2.3 Filter based Common Source UWB LNA

Typical narrowband CS-LNA uses one inductor to resonate with the parasitic capacitor in
the designed frequency, which makes the inductively degenerated CS-LNA work in the
narrowband frequency region. The band pass filter uses multiple LC sections to achieve the
broadband operation. A bandpass filter based UWB CMOS CS-LNA is proposed in [50], as

shown in Fig. 3.54. The bipolar version is shown in [51].

matching
network
\
Vv in
Bandpass
filter
(a)
L, C Lg
O_/WY'\_K
v in
Ly G,
(b)

Fig. 3.54 Filter based UWB CS-LNA [50] (a) Conceptual diagram (b) LNA circuit
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RS Cl |_1 L3:Lg +LS C3:Cp1+Cgsl
] I€ ——AAAAA——|——
L
VS {T LZ -~ CZ I::I Rln Zmi CS
pl

Fig. 3.55. 6" order bandpass filter

where Cy is the overall load capacitance in Fig. 3.54. The C,,; is added to give some freedom
to pick Cg and satisfy the filter requirement.

The input forms a bandpass filter network to achieve the broadband matching shown in
Fig.3.54. The bandpass filter provides a nearly constant gain (G =1) over the operating
frequency. If the filter passband has OdB power loss, the input impedance of the circuit in
Fig.3.54 can be estimated as a first order

Ly

3 (3.182)
Cp1 +Cgsl

Rin = gml

where g is the transconductance of the transistor M and Cy is the parasitic gate source
capacitance of M.
The input network can be matched to 50€2 by implementing the bandpass filter network

and designating the R,, as 50Q over the wide frequency region.

Assuming the filter transfer function is W(s) , The UWB LNA voltage gain is

gml
7. =-— -7y (s 3.183
in S(Cgsl +Cp1)RS L( ) ( )

where Z, (s)is the overall output impedance of the load network and C,; is added capacitor

component in the circuits.
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R, +joL, B Ry +joL,

Zout(jo‘)) = . . - 2 .
I+ joC (Rp +joLy) 1-0°C Ly +joC, Ry

(3.184)

3.2.2.3.1 UWB CS-LNA Design Procedure

The design flow for bandpass filter based UWB LNA [50] is shown in Fig. 3.56.

First, choose the input bandpass filter type and obtain the filter components values to
satisfy the corner frequency requirements. Use the filter design software, i.e. “Filter free”, to
design the input network. [76]. For the given corner frequency, in this case 3GHz and 10GHz,
the software can give different filter type to satisfy the requirement. According to the
component values for different type filter, choose one filter type, which has practical inductor
and capacitor values. Second, the input transistor is chosen to satisfy the required
transconductance requirement of the input matching network. And then through the
simulation, obtain the optimum transistor M1 size for minimal noise contribution. Third, the
cascode device M2 size is chosen to be smaller to reduce the parasitic capacitance of the M2
transistor. It is also limited by the noise contribution of the M2. After that, the load network,
which uses inductor peaking technique, is designed to achieve the gain and bandwidth
requirements. The resistor Rp is chosen larger to increase the DC gain. Rp is limited by the
voltage headroom. The inductor Lp, is chosen to set the zero frequency to the lower frequency.

Finally the simulation is processed to verify the design specifications. [50]
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Give the corner frequency,
obatin the filter component values
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To reduce noise-> Increase Wr, reduce M2

A
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End

3.56 Design procedure for filter based UWB CS-LNA
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For instance, a 0.18um CMOS filter based UWB LNA [50] is used here to demonstrate
the performances. The parameter is shown in Table 3.13[50]. And the simulation results are

summarized in Table 3.14.

Table 3.13 Filter based UWB LNA component values

Component Component Value Value
Li(nH) 1.33 L>(nH) 1.6
Ci(pF) 0.65 Ca(pF) 0.49
L.(nH) 1.4 Ly(nH) 0.68
Cpi(pF) 0.1 Lp(nH) 2.6
Rp(€2) 90 M;(um/um) 240/0.18
M (um/um) 60/0.18 Ipias(mA) 5

Table 3.14 Filter based UWB LNA simulated performance

Parameter Value Parameter Value
Freq(GHz) 3GHz-10GHz S11(dB) <-8.5
S21(dB) 14.3~19.6 NF(dB) 3.17-6.58
[1P3(dBm) 1 at SGHz Power(mW) 9

Process 0.18um CMOS
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3.2.2.4 Table of Comparison

From the previous chapters, we can get the following comparison table, Table 3.15,
regarding to the distributed LNA, Feedback LNA and Filter based Cs-LNA. The distributed
LNA is suitable for much wider bandwidth and much higher frequency operation. It
consumes most power and occupies largest area. The feedback LNA is suitable for moderate
bandwidth operation with better noise and reasonable power consumption. The filter based
CS-LNA is proper choice for 3-10GHz operation. It occupies large area due to the large

number of inductors.

Table 3.15 Ultra-wideband LNA comparison

Feedback UWB Filter based
Distributed-LNA[47]
LNA[49] CS-LNA[50]
Bandwidth >10GHz <10GHz Around 10GHz
Noise Figure >5dB >2.5dB >3dB
LNA gain ~10dB 10~15dB 10~20dB
Input Feedback Q reduction Bandpass filter
Transmission line .
matching matching matching network
Linearity >5dBm -2~5dBm -5~2dBm
Power 20~80mW 10mW 9-27TmW
Area large area small area moderate area
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CHAPTER IV

PROPOSED NOISE REDUCTION NARROWBAND LNA*

4.1 Background

Due to the low cost and easy integration, CMOS is widely used to design wireless
systems especially in the radio frequency region. Low Noise Amplifier (LNA) serves as the
first building block of the wireless receiver. It needs to amplify the incoming wireless signal
without adding much noise and distortion. The noise performance of the LNA dramatically
influences the overall system noise performance. The inductively degenerated CS-LNA
[1]-[2], [30]-[32] is widely used due to its superior noise performance. A common gate LNA
(CG-LNA) can easily achieve the input impedance matching, but suffers from poor noise
performance [33]. The capacitive cross-coupling technique for CG-LNA [51]-[54] partially
cancels the noise contribution of the common gate transistor at the output, which improves
the overall noise performance of the CG-LNA. On the other hand, due to the existence of the
parasitic capacitance at the source of the cascode transistor, the cascode transistor’s noise
influences the overall noise performance of the CS-LNA [55]-[59]. In [57], a layout
technique to merge the main transistor and the cascode transistor can reduce the cascode

transistor noise contribution. Additional inductors can be added at the drain of the main

*©[2007] IEEE. Reprinted, with permission, from “A Noise Reduction and Linearity
Improvement Technique for a Differential Cascode LNA”, by Xiaohua Fan, Chinmaya
Mishra and Edgar Sdnchez-Sinencio, Accepted by IEEE Journal of Solid-State Circuits.
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transistor to cancel the effect of the parasitic capacitance, thus improving the noise
performance of the LNA [56]-[58] at the cost of larger area for the on-chip inductors.

In this chapter, a noise reduction inductor combined with the capacitive cross-coupling
technique is proposed to improve the noise and linearity performance of the differential
cascode LNA. It can reduce the noise and nonlinearity contributions of the cascode
transistors with smaller inductor compared with the typical inductor based technique. The
capacitive cross-coupling technique used in the cascode transistors increases the effective
transconductance of the cascode transistors, further improves the linearity of the LNA, and
also reduces the Miller effect of the gate drain capacitance of the main transistor.

The basic inductively degenerated CS-LNA is described in Chapter III. Here we analyze
the noise influence of the cascode transistors, and shows the conventional inductor based
noise improvement technique. After discussing the original capacitive cross-coupling
technique [52]-[54] for CG-LNA, we propose its application combined with the inductor in

the cascode transistors of the differential cascode CS-LNA.

4.2 Typical Inductive Degenerated CS-LNA

The LNA noise performance dominates the overall noise performance of the receiver.
The inductively degenerated CS-LNA is widely used due to its superior noise performance.
The typical inductively degenerated CS-LNA 1is shown in Fig. 4.1, where all parasitic
capacitances other than the gate-source capacitances of M, and M, are ignored for

simplicity. Only two parasitic capacitance (Cgs and Cgy) are drawn in the Fig. 4.1
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OT M
Cgs2—|: | @2 Zo
Ry g V,
Vino_/\/\/\/_mY\T ‘ M,

Zin Ls

Fig. 4.1 Inductively degenerated cascode CS-LNA

The inductively degenerated CS-LNA uses an inductor L, to generate the real

impedance to match the input impedance to 50€2, which results in good noise performance
[1]-[2], [30]-[32]. If the resistive losses in the signal path, the gate resistance, and the
parasitic capacitances except gate-source capacitances are ignored, the inductor loss of L
and L, are ignored the overall input impedance of CS-LNA can be simplified to (4.1) [1],

where g, is the transconductance of M, .

1 L
Z, (s)=sL, +sL + + > 4.1
1n() g s sC gmlc ( )

gsl gsl
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If the inductor Ls and L, losses (Rrs and R)) are considered, the input impedance of

CS-LNA is derived as

1+ R L
Zin(5) =~ s(L, +LS)+%+gml 5 4R, 4.2)
S

gsl gsl

Since Ly is typically a small value inductor and sometimes implemented as high Q
bonding wire inductor, Ry is a small value resistor associated to L and normally ignored in
the analysis.

The small signal model of the inductively degenerated cascode CS-LNA is shown in Fig.

4.2, where C,andg,,, of the transistors are ignored for simplicity.

Voutc 1
r ﬂ] " :] D7z @ L.,
Z,
Vi l C,

1'01 ‘D |d21

<
oﬁ
—

3 =
lg1 Cgsl Vi GD
|_> _g8.Vi
Z

Ls

Fig. 4.2 Small signal model of cascode CS-LNA for noise analysis

where R, is the gate resistor. The input impedance Z;, in (4.1) doesn’t includes R, R, and the

loss of L for simplicity. Fig. 4.2 is used to analyze the noise of the CS-LNA
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The capacitor C, represents all the parasitic capacitances at node X, which

include C, ,Cyyy, Cypy andCy,, . Itis estimated as
Cy =Cyip +Cypp +Coyy +Cyyy 4.3)

If the noise contribution from the cascode stage is ignored, the noise factor of the cascode

CS-LNA becomes as below. The noise from the cascode stage will be discussed later.

R. R
F=lq—ty_g, Y X D (4.4)
Rs Rs o QL O‘)T
do® o’
x=1-2ld,[— +——1+Q.%) (4.5)
S5y 5y
o, (L +L,) 1
= = 4.6
A R, ®,C R, (*0)
i,
c=—=2% ~_0.395] 4.7)
2. 2
1,714

where (4.7) is obtained from [1] [30]-[31], R|is the input voltage source resistance, Rg 1s
the gate resistance of M,, ®,is the operating frequency, ando,y and d are bias-dependant
parameters [1]-[2], [30]-[32].

The existence of the parasitic capacitance C, reduces the gain of the first stage, which
makes the noise contribution from the cascode stage (F, ) larger. Thus, the noise factor of the

cascode CS-LNA [55] becomes

2
2
F= l:1 + Fc = Fl + 4R5Y2gd02[mo—cxj (48)

Tng
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where 0 =g, /Cy , 8402 18 the zero-bias drain conductance of M, and 7, is the

bias-dependent factor [1]. Same as in [55], the noise sources of the first stage include the gate
induced noise and drain noise sources, but only the drain noise of the second stage is modeled.
Including all other noise sources of the second stage only complicates the derivations while
adding little accuracy to the derived formulas [51]-[56]. From (4.3) and (4.8), it can be
observed that C, increases the noise factor of the LNA. The exact percentage of noise
contribution of M; in the overall LNA needs to simulate. For the design shown later, the M,
contribute around 0.5dB noise degradation for the overall 2.5dB LNA NF.
The transistor M, helps to reduce the Miller effect of the Cgdl of M1, to improve the
input output isolation, and to increase the output impedance.
The output impedance of Fig.4.1 without the cascode transistor is
Zo =71 Il g1Te1OL 4.9
The output impedance of Fig.4.1 with the cascode transistor is
Ly, =7, Ilg LT WL (4.10)
The output is a RLC resonant network as shown in Fig. 4.3. Lp is the load inductor, Rp is
the parasitic resistance of Lp and Cy, is the overall capacitance at the output. At the resonant

frequency o, , Zi can be derived as
Z1, =0, LpQr (4.11)

where Q; is the quality factor of the load inductor Lp.
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oV
o
-
Z L
LD )
total
1{D

Fig. 4.3 Typical load of the CS-LNA

4.3 Existing Solution to Reduce the Noise of the Cascode Transistor

The parasitic capacitance C, can be reduced by merging the main transistor and the

cascode transistor in the layout [58]. It is depicted in Fig. 4.4 [58].

Vbbb

: dual gate
I transistors

Fig. 4.4(a) CS-LNA schematic
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Fig. 4.4(b) Continued. Dual gate transistors layout

154

For the transistor M; and M, with the dual gate transistor layout, the source terminal area

of M, and the drain terminal area of M; are combined. It reduces the interconnect wires

between two transistors and helps to reduce the parasitic capacitor of interconnect. The

parasitic capacitance of the interconnect wire is not included in the following analysis.

Before the combination, Cy can be estimated as Cg+Cgqi. After the dual gate layout

technique, Cx is around Cgg. If Cgs2 is twice the value of Cgqi, one third of the C, is reduced.

An additional inductorL,; was added to cancel the effect of C, at the frequency of

interest [56]-[58].

1
o) =
Laddcx
or
1
C, = 5
Ladd('oo

where ®,1is the operating frequency of the LNA.

(4.12a)

(4.12b)
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The basic concept is shown in Fig. 4.5.

VoD
ZL
Vout
Vb
o—| 1\/[2
®o—rv‘w\—“—||||
Ladd Cy,
—
Ry Lo Vv, Cx
VinO_/\/\/\/_r'W\Ti M,
Cgsl
Ls

Fig. 4.5 Typical inductor based technique for cascode CS-LNA

C, is a DC blocking capacitor, which has to be large to reduce its effect at the operating
frequency of the LNA. As a result, if the r;and r, of M;and M, are large enough, the

noise current generated by the cascode transistor M, adds negligible noise current to the
output.

The large area requirement of on-chip inductor is a big concern for on-chip integration.
For a typical 0.35pum CMOS technology, the parasitic capacitance for a 200pum/0.4pm

NMOS transistor is nearly 0.3pF. Thus, it requires an inductor around 14nH to resonate at 2



156

GHz. In the advanced CMOS technology, it requires even larger inductor values. In addition,
the poor quality factor of the on-chip inductor increases the overall noise figure of the LNA.
In this chapter, we propose a technique to significantly reduce the noise and nonlinearity

contribution of the cascode transistors as well as the value of L ;.

The linearity of the LNA in Fig. 4.5 is dominated by the voltage to current conversion of the
transistor M; [1]-[2], [64]-[65]. The added inductor L,qq resonates with the parasitic
capacitance Cy, which eliminates the linearity degradation due to the transistor M2. The

linearity degradation of transistor M2 will be explained later in section 4.4.4.
4.4 Proposed Noise Reduction Technique for a Cascode LNA
4.4.1 Capacitive Cross-Coupling Technique for CG-LNA

The CG-LNA can achieve wideband input impedance matching, but suffers from poor
noise performance. To alleviate this problem, a capacitive cross-coupling technique was
proposed in [49]-[51] for CG-LNA. It can boost the transistor transconductance with passive
capacitors, as shown in Fig.4.6. Before applying the capacitive cross-coupling technique, the

original transconductance and the input capacitance are expressed as g, and C gy .

If the gate-bulk and gate-drain capacitances are ignored, the effective transconductance

and input capacitance of the LNA are here derived as (4.13) and (4.14).

2C C,
Zml =5 Smi (4.13)

Gm,eff = C—C
ot C. ZCgS
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Fig. 4.6 A capacitive cross-coupled differential CG-LNA

G
4CC C :2 m,effC

C =" ¢ S (4.14)
Cgs +Cc ¢ gmi ¢

WhenC_ >> C, , the effective transconductance is doubled, and the input capacitance

gs

is increased by four times.

It the input of the typical CG-LNA satisfies the matching condition

=1, the noise
gmiRs

performance of the CG-LNA without the capacitive cross-coupling technique is [54].

v, Sa

Feg-ina :1“‘& (&)2 “1"‘% (4.15)

5 o

With the capacitive cross-coupling technique, the input of the CG-LNA should satisty the

matching conditionﬁ = 1. The noise performance of the CG-LNA with the capacitive
EmiRs

cross-coupling technique is
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Y
Fre =]+— 4.16
CG-LNA _CCC o (4.16)

From (4.15) and (4.16), the noise performance of the CG-LNA improves.
The linearity of the CG-LNA with and without the capacitive cross-coupling technique

can be derived as [52]

2-G
HPSCG—LNA =8 3 2 (417)
3-‘—3K3gm +Kogm>/Gy
G
IIP3cG-LNA_ccc =4 | (4.18)
3 BK 3gm|

where G, is the source conductance, K, is the 3" order nonlinearity of M; and Koem 18

3gm
the 2" order nonlinearity of M;. The IIP3 is calculated using (41.7) and (4.18). It is decided

by the value of K, andK,,, . An example using the 0.18um CMOS process is given below.

3gm
For a NMOS transistor with W=83um and L=0.18um, biased with 0.58V V, through the

simulation, its K3gmis 0.44 and its K om is 0.14. At this condition, the IIP3 of the CG-LNA

is calculated as 1.58dBm using (4.17), and the IIP3 of the CG-LNA with the capacitive
cross-coupling technique is calculated as 0.28dBm using (4.18). The typical CG-LNA has
better linearity. For a NMOS transistor with W=83um and L=0.18um, biased with 0.61V Vg,

through the simulation, its K3, is-0.031 and its Ky, is 0.144. At this condition, the TIP3 of

3gm
the CG-LNA is calculated as 0.89dBm using (4.17), and the IIP3 of the CG-LNA with the
capacitive cross-coupling technique is calculated as 1.07dBm using (4.18). The CG-LNA

with the capacitive cross-coupling technique has the better linearity by 0.18dBm.
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4.4.2 Proposed Noise Reduction Cascode CS-LNA

The inductively degenerated cascode CS-LNA can be considered as a CS-CG two stage
LNA. The CS stage is designed to achieve the input impedance matching and also to obtain
best noise performance. The input voltage signal is converted to current through the CS
transistor. The cascode transistor works as a CG stage. It is designed mainly to reduce the
Miller effect of the parasitic gate-drain overlap capacitance in the CS transistor. It also helps

to increase the output impedance and to improve the input-output isolation.

\VbD
T
Lg Ly
Laddg V. V.. § Ladd
Mz Mz
Cg52$ H ¢ (—

1
(jgsZ
R, La L T
\€+ VvV [:: PVIl (jc ]qu I —V V’V’“*’\c_

gsl gsl

Lg L

Fig. 4.7 The inductor combined with capacitive cross-coupling technique in a
fully-differential cascode CS-LNA
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An additional inductor L,;; combined with the capacitive cross-coupling technique is

applied to the cascode transistors of the differential LNA to reduce the noise. The proposed
topology is implemented in a fully-differential inductively degenerated CS-LNA as shown in

Fig. 4.7.

4.4.3 Noise Effect of the Proposed Noise Reduction Technique for a Differential Cascode

CS-LNA

The effective transconductance of the cascode transistor in Fig. 4.7 is expressed as

1

20C, - L
' ()
G .eff = dd o (4.19)

1
OC. +0Cop ———
=7 0Lygg

The equivalent input susceptance at node X is not purely capacitive, which is derived as

1
oC. +0C X (—
o 40)Cc ( c gsZ) ( wLadd)
Beff = - - 1 ngsZ + - - 1 + ('OCde + (chdl + (DCsz
Q) +® — Q) +® —
C gs2 (DLadd C gs2 mLadd

(4.20)

where the other parasitic capacitances are ignored. If C, >>wC,, and

oC, >>0C,y, — , the effective transconductance is doubled and the equivalent

oL, 44

susceptance becomes
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1
' wCC(4ngsz —?)
Beff = Elldd +('0Csb2 +(,0ng1 +('0Cdb1 (4.21)
OC. +0Co0 ———
) ®7 olaa

When (4.21) equals to zero, the capacitive effect at node X is mainly eliminated, which
leads to

1

Ladd =~ (4.22)
0, (4Cgs0 + Cypp + Cyqy + Cap)
Using the small signal model, the noise figure of the cascode LNA yields
, 2
. . w,B
F =F +Fc=F +4R Y2gd02| — o — (4.23)
mTGm,eff

Since the effect of the parasitic capacitance at node X is cancelled as in (4.21)-(4.23), the

noise of the cascode transistors F. is negligible.

The inductor L, 4, can be implemented with either on-chip inductor or bonding wire
inductor. Its value is reduced by a factor of 3 with respect to the typical inductor based
technique [56]. Here L ,; is implemented as a bonding wire inductor. Since now the gates
of M, are connected out of the chip using the bonding wire inductor, it is desired to add ESD

protection structures for these pads. In this design, to verify the proposed concept and to get
the optimal results, there are no ESD protection structures for these pads. If the ESD
protection circuit [58] is used, it can be modeled in first order as a grounded capacitor parallel

with the bonding wire inductor. The parallel LC network should be used to replace the L,

in the analysis used in this paper.
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The LNA in Fig. 4.7 is designed with TSMC 0.35um CMOS technology and the noise

performance is shown in Fig. 4.8. L, is an ideal inductor, while L and L are on-chip

spiral inductors, which are modeled as pi model using ASITIC software [60]-[61]. The

proposed technique reduces the differential cascode CS-LNA NF from 2.22dB to 1.87dB. It

will be more significant for the LNAs working at higher frequency. At the lower frequency,

L, short circuited the gates of the cascode transistors to Vpp supply (AC ground). In that

case, the total capacitive effects at node X in Fig. 4.7 are not zero and the LNA has worse

noise performance.

2.78

268 L[

258 L[

240 L

2.8 L

{48 )

2.6 L

1.9 [

1.86

Noise Figure

»: Proposed TS—LNA
‘a: typical CS—LNA typical CS—LNA

propazed CS—LNA

1
2.8G 2.1G 2.2G 2,36 2.4G
freq ¢ Hz )

Fig. 4.8 Simulation results of the differential cascode CS-LNA with/without L, ,; andC,

The bonding wire inductance has different PVT values. Assume the L, ;; value has 10%

variation denoted as AL, , . From (4.21)-(4.23), at the operating frequency, we can get
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AGm,eff = Gm,eff (Lagq +ALggq) — Gm,eff (Lagq) = 0 (4.24)
' ' ' 1 AL
ABefr =Befr (Lagqg + ALggq) —Befr (Ladd) = L X L add (4.25)
o~add add
N
1 ' A 0) AB
AF =F (Lagq +ALggq) —F (Lagq) = 4R Y2 g0 | —>—i
O7G y eff

(4.26)

=4R¢Y28402

2
2

06 (4Cg52 +Csp2 +Coqi +Cap1) X(ALadd ]
Ladd

O7G meff
From (4.24)-(4.26), even with 10% variation in L_,; value, the proposed technique can
achieve around 96% noise reduction for the cascode device, assuming the ideal L,;; can

entirely eliminates the cascode transistor noise contribution. The noise performance of the

LNA with varied inductor L, value is shown in Fig. 4.9. The NF varied less than 0.01dB.

25 _

Moise Figure
1: ladd=3nH
74 F =1 ladd=3.14nH
41 ladd=3.3nH
23t
Tl Ladd=23.3nH (1&%) /,4

{ 4B}

Lodd=3.15nH (5%) | 7
Ladd=3nH (#%) /

291 bR

2.8t

Fig. 4.9 Simulated NF of the differential cascode CS-LNA with the inductor L ,, value
varied from 0% to 10%
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The LNA NF varies with temperature. The noise reduction with the proposed technique

through temperature variation is summarized in Table 4.1.

Table 4.1 NF improvement versus temperature

-45°C 27°C 85°C
NF without proposed 1.59dB 2.22dB 3.22dB
technique
NF with proposed technique 1.42dB 1.87dB 2.4dB

NF improvement

0.17dB (11%)

0.35dB (16%)

0.82dB (27%)

nominal NF

2.22dB

Since the noise of the transistor increases with the increasing temperature, the absolute

value of the cascode transistor noise contribution also increases. Thus if it is ideally

eliminated, the absolute noise reduction value becomes larger at higher temperature.

4.4.4 LNA Linearity Improvement with the Proposed Technique

The LNA linearity is normally dominated by the voltage to current conversion transistor

in CS stage. If the gain of the first stage is greater than one, the second stage linearity plays a

more important role [59]. Since the cascode CS-LNA can be treated as a CS-CG two stage

amplifier, the linearity of the proposed topology is analyzed in two parts: 1) the linearity of

the first voltage to current conversion stage; 2) the linearity of the cascode stage.
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The linearity of the common source MOS transistor or common emitter bipolar transistor
is well documented in the literature [62]-[67]. The linearity of the first voltage to current

conversion stage is analyzed based on Fig.4. 10.

C
Rg Lo Rg I:gdl /3
Vinc ——nmn_ I *—

ol

@)
(4)°]
w
~ |
1]
0Q<
2
[,
&
o
©
]
-

Fig. 4.10 Analyzed CS stage of cascode CS-LNA equivalent circuit

The drain currents of M1 and M2 in Fig.4.7 can be expressed as below up to 3™ order
: 2
1gs =Ipc + nggs +g2Vgs +g3Vgs3 (4.27)

The IIP3 of the first voltage to current conversion stage can be derived using Volterra

series as [59]-[61] [see Appendix C]

P ! (4.28)

37 3
6R; - [H(w)|-|A| (0)” -[e(Aw,20)|
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e(Am,2m) =g3—g,B (4.29)

2 5 2 1
goB =7 221 + ] (4.30)
3% e +g(Aw) g, +2(20)

B 1+ J0Coq[Z1(0) + Z3(0)]+ JOCys[Z1 (00) + Zy (w)]

g(w) Z (@

(4.31)

Zy (0)=Z5(0) + jOCoq[Z1 (0)Z (®) + Z1 (0)Z3(®) + Z5 (0)Z3(w)] (4.32)

where ®is the center frequency of two input tones: ®, and ®, , A(:):|0)1 -,

|H(0))| relates the equivalent input IM3 voltage to the IM3 response of the drain current
non-linear terms, A,(w)is the linear transfer function from the input voltage V;, to the
gate-source voltage V. €(A®,2w)shows the nonlinear contributions from the second and
third order terms in (4.25). For a MOS transistor, it can be found that g;and g s have
different signs. From (4.26)-(4.28), the reduction of g,and g gz can improve the 1IP3.

Z,1s the impedance looking out of the drain of the main transistor M, . For the

conventional cascode CS-LNA, its relation with the cascode transistor M, is described as

Z4(Aw) ~—— (4.33)

m2

Z;(20) ~ ! (4.34)

gm2t jszgSZ

From (4.17)-(4.18), for our proposed LNA, the above values become

Z5 (Aw) = —, ! - (4.35)

Gm,eff (A®) + Begr (A®)  8m2
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1 1
G'm,eff (Cw)+ B;:ff Q0) 28m2t jSCOCgsz

73 20) = (4.36)

Z, is the same at Aw, and is smaller at 2@ for the proposed LNA. From (4.28)-(4.36),
we can find that the proposed LNA reduces the load impedance of the main transistor
M, and therefore reduces g ; and €(A®,2m), resulting in a higher ITIP3.

The linearity of the cascode stage is next analyzed based on Fig. 4.11, where currents
i, and i,_ are the differential input signals and i,, and i,_ are the differential output
signals.

For the cascode stage without the proposed technique, we can express i, as
ig =i —g(®)- Vgs2 (4.37)
where 1,1s the differential input current (i, —1,_), i41s the differential output current
(144 —14-), Vg 1s the gate-source voltage of the cascode transistor, and
g(m) = joCyqo (4.38)

From (4.37)-(4.38), due toC the nonlinearity of transistor M, influences the overall

gs2 >
linearity of the LNA. The Ayps of the cascode stage without the proposed technique can be
derived using Volterra series as

1
H()|-|A (@) -[e(Aw,20)|

2 _
Alip, =

4
3 (4.39)

where e(Aw,2w)andg ; are defined the same as in (4.29) and (4.30).
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Fig. 4.11 Analyzed cascode stage equivalent circuit

H(w) = g® (4.40)
g

m

1

A(@)=——
1@ g, +2(w)

(4.41)

For the cascode stage with the proposed technique, we can get

iy =i;—g (@) Vg, (4.42)

4jcngS2 -JoC, + - (jcngS2 +joC,)

)

g () = +0Cy, + 0OCq + 0OC g, (4.43)

2j0C, +

JOL 44

1

If oC, >> «aC
oL

oC, >> 0C,, -

452 0 and inductor L, resonates with the

add

effective capacitance at node X, (4.43) changes to
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' 1 )
g ((D) =——+ 4](1)Cg52 + O)CSbZ + O‘)ngl + O‘)Cdbl =0 (4.44)
JOLa4q
and (4.40) changes to
iy =i —g (0) Vy, =i (4.45)

According to (4.45), there is no linearity degradation from the cascode stage.

Ajp, of the cascode stage with the proposed technique has the same expression as (4.34)

but with different g(w) defined as in (4.44). From the simulation, the proposed technique

increases the linearity by 2.35dBm as shown in Fig. 4.12.

407 IP3 - = - - typical LhA
a0 — Proposed LNA
| 2.05dBm
04 4.4dBm
E
=]
2
-
=}
o
'1 DEI T T T T T T 1
-0 -25 -20 -19 -10 -9 1] ]
Pin(dBm}

Fig. 4.12 IIP3 of the differential cascode CS-LNA with and without L, ,; andC,_
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Table 4.2 ITP3 versus L,gq

Proposed LNA with varied L,44
Typical LNA
3nH (0%) 3.15nH (5%) 3.3nH (10%)
ITP3(dBm) -4.4 -2.05 2.3 2.5
ITP3 improvement(dBm) ~ 2.35(53%) 2.1(48%) 1.9(43%)

From (4.42)-(4.45), the inductor L, is better to resonate with the effective capacitance
at node X to completely remove the nonlinearity contribution from the cascode transistor M, .
The linearity improvement will vary with different L, ,;, values due to the PVT variation.

The I1P3 of LNA is shown in Table.4.2. It varied less than 1.2dBm with inductor value varied
from 0% to 10%. From (4.28)-(4.45), we can draw the conclusion that the capacitive
cross-coupling technique increases the effective transconductance of the cascode stage,

reduces the load impedance of the main transistor M, and thus improves the linearity of CS
stage of the LNA. The inductor L, ;; removes the capacitive effects at node X and therefore

eliminates the nonlinearity contribution from the cascode stage. In sum, the proposed

technique improves the cascode CS-LNA linearity.

4.4.5 Effects of the Technique on the LNA S11

For the typical cascode CS-LNA, C, of the transistor M, reflects Miller impedance at

the gate of M. It is not purely capacitive and its susceptance is derived as
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jwcgdlgml 1
X

- (4.46)
gm2 +JOCy

B it (jo) =1+ Av(jw)) xsCyqq = 3
: s
1+ jogmg C _Lngsl
gsl
where Av (jm)is the voltage gain from the gate to the drain of M1, and C, is defined in

(4.3). For the proposed LNA, it changes to

JOCoq18m1 1
X

B il (j) = (1+ AV (jo) XsCygq = (4.47)

L ' .
1+ngm17S_Lngsl Gm,eff + JBefr

gsl
where G'm’eff and B'eff are defined in (4.19)-(4.20). According to (4.46)-(4.47), since the

effective transconductance of the cascode stage increases, the gain of the first stage reduces,

which leads to less Miller effect of C 4, of transistor M. Therefore the input matching is not
very sensitive to the variations of the inductor L ,; . According to Fig. 4.13, the input

resonant frequency varied less than 1% for 10% variation inL,,, value.

O 11

Ladd=3nH (#%)
Ladd=3.15nH (5%)
Ladd=3.3nH (10%)

(dB)

-3 L i

1 Il Il I}
286 216 2,26 236 2.4G
freq ( Hz }

Fig. 4.13 Simulated S11 of the CS-LNA with the inductor L_,, value varied from 0% to 10%
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4.4.6 Effects of the Technique on the LNA Voltage Gain

Under the input impedance matched condition, the voltage gain of the inductively

degenerated cascode CS-LNA can be derived from Fig.4.1 and Fig. 4. 2.

. 1 gm?2
Av (JO*)) =&ml = Z0
2R @, C g1 2 (w.C. )2
Vlema ) + (0oCs) s
g
=2m1QinZo > m= >

Vem)? +(©,C)

where Q, = . is the quality factor of the LNA input network and Z | is the overall

s('oo gsl
output impedance. With the proposed technique, the cascode CS-LNA gain of Fig. 4.7

becomes

G et
J@aﬂf+@&f

Gy et and B are defined in (4.19)-(4.20).

Ay (J0) =g2m1QinZo (4.49)

The gain of the designed fully-differential CS-LNA is shown in Fig. 4.14, where the LNA
drives 50Q resistor. According to (4.48)-(4.49) and simulation results in Fig. 4.14, the
proposed technique increases the overall LNA gain by around 2dB. In most of the wireless
transceivers, the following stage of the LNA is a mixer. It is a capacitive load rather than 50€2,
which is the case in this simulation. A source follower buffer is added after the LNA to drive
the 50Q2 load. Since the buffer provides a 250fF capacitive load rather than 50€2 resistive load,

the LNA voltage gain increases to 20.4dB as shown in Fig. 4.15.
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Fig. 4.14 S21 simulation results of the fully-differential cascode CS-LNA with and without
L, andC,

o1 4 LNA voltage gain

(dB8)

1.8G 286 2,26 2,46 2,66 2.86
freq ((Hz )

Fig. 4.15 Voltage gain simulation results of the fully-differential cascode CS-LNA with only
a load capacitance of 250fF
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4.4.7 Effects of the Technique on the LNA S12

The S12 reflects the input output isolation of the LNA. Compared with the typical LNA,

the added inductor Ladd in the gate of the cascade transistor M2 along with the inherent

capacitances provides a low impedance path for the output signal feedback to the input,

which helps to improve the input output isolation [68]. The cross-coupling capacitor Cc

forms a signal path from the gate of the cascade transistor M2 to the source of M2, which

reduces the isolation effect of the transistor M, The proposed technique presents an overall

comparable isolation effect with the typical LNA, as shown in Fig. 4.16. The proposed

LNA has around 3dB worse S12 value.

—48.8

—49.@

—SB.8

=538

=548

512

Proposed LMNA

2.8 216G 2.2G 2.3G 2.4
freq ( Hz )

Fig. 4.16 S12 simulation results of the fully-differential cascode CS-LNA with and without

L, andC,
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Table 4.3 Comparison of the proposed CS-LNA with the conventional CS-LNA

Parameters Conventional Proposed
Frequency(GHz) 2.2Hz 2.2GHz
S11(dB) <-10 <-10
S21(dB) 8 10
NF(dB) 222 1.87
[IP3(dBm) -4.4 -2.05
Power (mW) 16.2 16.2
Process 0.35um CMOS | 0.35um CMOS

The comparison of the proposed CS-LNA with the conventional CS-LNA is summarized
in Table 3. The proposed CS-LNA reduces the noise contribution of the cascode transistor
M,, and therefore improves the noise performance of the LNA. The voltage to current
conversion through the transistor M linearity is improved due to the lower impedance seen
out of the drain of the main transistor M. After apply the proposed technique, the
nonlinearity degradation due to the cascode transistor M2 is also eliminated. The overall
linearity performance of the proposed CS-LNA is better than the conventional CS-LNA.

There is also gain improvement of the proposed CS-LNA.
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4.5 Circuit Design Consideration, Design Procedure , Testing Setup and Experiment

Results
4.5.1 Design Procedure

A fully-differential cascode CS-LNA was designed and fabricated using a proposed
inclusive noise reduction and linearity improvement technique. Its design procedure is
similar to the typical inductively degenerated CS-LNA design procedure in Fig. 3.26 except
the cascode stage. The design procedure of the proposed LNA is shown in Fig. 4.17. It shares
the same procedure to design the input network, the transistor M;, and the LNA load network.
The only difference lies in the cascode stage with cross coupling capacitor C. and the added
inductor L,gq. The main target of this design is to verify the proposed technique in the
cascode stage and the comparison between the conventional CS-LNA and the proposed
CS-LNA is focused in the cascode stage. For this purpose, the conventional CS-LNA and the
proposed CS-LNA share the same input stage. The performance of the input stage does not
hurt the validation of the proposed technique.

First, input stage is designed following the design procedure of the typical inductively
degenerated CS-LNA in Fig. 3.16. From the noise figure versus Q relation, get the Q of the
input network. Q is chosen 4.8 to obtain the noise figure less than 2dB.

Second, from the Q of the input network, obtain the Cg, Ls and L,.

1
Cgsl P E——
2R .® Q

sTT0

= 300fF (4.50)



Design Specs
NF, Power, Gain, IIP3, Powe supply

operating frequency @_,R,

0, 1 2
Foq = 1+(0)—T)%5(1—2\c\xd +(4Q7 +1)x)

8u
(‘OT =Fu
Y= 0|
d S'Y
_ 1
£ 21R.0,Q
R
L =—*
Op
L, = 1y
mgcgsl
Cy
W=t
C,
Ihiaszluxw
C,
=_®¥R
8m Lx s
7ML
"eaQ

177

Process information
o, v,¢

Y

From DC and AC simulations, estimate .,
gm,Ces and s for a unit size NMOS
gu:gm/W, Cu:Cgs/W, lu=loias/W

L=Lmin

I

From NF, estimate Q of
the input matchingnetwork

y

From Q and input matching,

obtain Cgs, Ls and Lg

Y

obatin transistor size, bias

Iy

current and gm

Y
From voltage gain Av,

calculate load impedance Z.

y

Choose M: size same as Mi

to use the dual gate layout technique
Choose cross-coupling capacitor (Cc)

add

I
o (4Cg52)}

l

A

Choose aditional inductor value L

A

Simulation

Adjust the componet values

Higher Gain--> larger Q, larger gm, larger ZL
Higher IIP3--> larger Vegs-Vt, larger Ibias
Lower noise-> larger @y ,larger Q(typically)

i

No

A

Specificatons Satisfied?

Yes

End

Fig. 4.17 Design procedure for the noise reduction and linearity improvement CS-LNA
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L, = Re 050 (4.51)
(’Ot
1
L, =——-L, =165nH (4.52)
0)ocgsl

Third, the transistor M size is obtained by fixing the Cg; and gp1

Cgsl
g = L R, =22mS (4.53)

According to the gn and Cg, we get the transistor M; size as 200um/0.35um with
5.35bias current. The transistor M, size is chosen same as M; size as 200um/0.35um to
implement the dual gate layout technique as explained in Fig. 4.4. The cross-coupling
capacitor needs to be greater than 10 times C,q, which is around 0.29pF. Now Cc is chosen

as 6pF. The inductor Ladd needs to resonate with C, =4C,, +Cy +Cyp +Cg,, +C at

the operating frequency. Though the simulation, Cy is 1.7pF.

1 1
wgcx B 0)(2) (4Cg52 +ngl +Cdbl +Csb2 +Cx)

L, = = 3nH (4.54)

Following that, the load network is designed to achieve LNA gain and bandwidth

requirement. The overall load capacitor is C =1.8pF and Lpis calculated as

L, = =2.9nH (4.55)

Finally the simulation is processed to verify the design specifications.

The inductorL, is an off-chip inductor. The added inductor L4, (around 3nH) is a

bonding wire inductor. The inductors L, (0.5nH) and L, (2.9nH) are on-chip spiral
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inductors, with Q=3 . The design was implemented using TSMC 0.35 pm CMOS

technology. The chip micrograph is shown in Fig. 4.18. The LNA occupies

1300umx1000pum active area, with the LNA core using 850umx850um active area.
L, value is adjusted in the measurement to achieve the input impedance matching at the

desired frequency.

UL |
H NEENN NENE N
Fig. 4.18 Chip micrograph of the differential cascode CS-LNA

4.5.2 Testing Setup

The testing board photo is shown in Fig. 4.19. The PCB is fabricated using FR4 material.
The LNA input SMA connector is put close to the chip. The input and the output are

connected to the chip through the off-chip balun.
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LNA input

LNA output

Fig. 4.19 RF LNA testing board

The testing of the S-parameter of the LNA is using HP8719ES S-parameter network

analyzer (SOMHz~13.5GHz). The testing setup is shown in Fig. 4.20

HP8739ES

Fig. 4.20 RF LNA S-parameter testing setup
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The testing of the LNA NF is using the spectrum analyzer FSEB30 from Rohde &

Schwarz and NC346B noise source. The testing setup is shown in Fig. 4.21

FSEB30

Fig. 4.21 RF LNA NF testing setup

The testing of the LNA IIP3 is using two signal generators SMIQO3 and the spectrum

analyzer FSEB30 from Rohde & Schwarz. The testing setup is shown in Fig. 4.22

SMIQO3

FSEB30

Combiner

Fig. 4.22 RF LNA IIP3 testing setup
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4.5.3 Experiment Results

Fig. 4.23 shows the measured S11, S21 and S12. The LNA power gain is 8.4dB at
2.2GHz. If followed by a buffer, the LNA output impedance is larger than 502 and the LNA
gain increases up to 20.4dB in simulation. S11 is less than -13 dB. And S12 is less than -30dB.
Fig. 4.24 shows the measured NF of the LNA. The LNA has 1.92dB NF. The third-order
input intercept point (IIP3) was measured using a two-tone test: 2.2GHz and 2.22GHz. It is

shown in Fig. 4.25. The IIP3 is -2.55dBm. The core LNA draws 9mA from a 1.8V power

supply.

20 — — S21

0. ——Si11
T T ----812

0 - -~ —_— .

ot [ ———
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(dB)

_20,
_30,
'407 ‘4‘ -..l."-_ ‘_"

50 1, -

'60 T T T
1.75 1.9 2.05 2.2 2.35 25 2.65
Freq(GHz)

Fig. 4.23 Measured S11, S12 and S21 of the differential cascode CS-LNA
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Fig. 4.24 Measured NF of the differential cascode CS-LNA
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Fig. 4.25 Measured IIP3 of CS-LNA, with two tones at 2.2GHz and 2.22GHz
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The comparison of this LNA with the published literatures is summarized in Table 4.4.

The figure of merit (FOM) includes the power, linearity and noise. It is defined as below

EOM — TP [mW1]

_ (4.56)
P, [mW]x(F—1)

Table 4.4 Performances compared with the prior published cascode CS-LNAs

e This work
Parameters [69] [70] [71] [72]
Simulated Measured
Frequency
2.45 2.46 2.4GHz 2.4GHz 2.2 2.2
(GHz)
S11(dB) <-14.2 <-18.4 -10.1 -19 <-13 <-13
S21(dB) 15.17 14 10.1 20 10 (20.4)* 8.6
NF(dB) 2.88 2.36 2.9 2.4 1.87 1.92
1IP3(dBm) 2.2 2.2 4 34 -2.05 -2.55
Power (mW) 24.3 4.65 11.7 7.26 16.2 16.2
vdd
3 1.5 1.8 3.3 1.8 1.8
V)
FOMx 10’ 73 180 226 85 72 62
Single Single Single Fully- Fully-
Topology s s s Differential Y Y
ended ended ended differential | differential
0.25um 0.15um 0.25um 0.25um 0.35um 0.35um
Process
CMOS CMOS CMOS CMOS CMOS CMOS

* In fact in [69] they reported the transducer gain.

*:20.4 dB is obtained when an output buffer is used instead of 50Q load.

" Simulation results are given in [72]
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Although the designed LNA is a fully-differential structure in 0.35um process, it
provides better noise performance. The published LNAs consume less bias current because
of the single-ended structure and more advanced technology. The differential LNA in [72]
consumes much smaller power consumption with 3.3V. It has no special technique to reduce
the power consumption. There is no clue why it can have that less bias current. The gain is
not included in the figure of merit since the proposed LNA has much larger voltage gain up to
20dB if followed by a buffer. Most important thing is that for the same input stage CS-LNA,
with the proposed technique, the LNA performance significantly improves as shown in Table
4.2, which verifies the proposed concept. The linearity in [69] is higher due to the higher bias
current and more voltage headroom for the transistors. Although the current source of the
designed fully-differential LNA reduces the voltage headroom, it still achieves comparable
linearity with respect to [70]. The LNA gain is proportional to the inductor quality factor and

the inductor value as shown below [70]

Gain o< R, o< QiR 4 o< 00,Q L (4.57)
where R, is the series resistance of Ly, R is the parallel resistance of L, obtained from the
series to parallel transformation, and Q,1s the quality factor of L ;. The LNA is designed in

0.35um process with a low Q on-chip inductor, which results in a smaller gain. After adding
a buffer (with similar input impedance of a typical CMOS Gilbert Cell) after the LNA, the

LNA can achieve around 20.4dB voltage gain, which is sufficient for wireless application.
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4.6 Summary of the Proposed Noise Reduction LNA

In this chapter, a noise reduction and linearity improvement technique for a differential
cascode CS-LNA was proposed. The inductor connected at the gate of the cascode transistor
and the capacitive cross-coupling are strategically combined to reduce the noise and
nonlinearity contributions of the cascode transistors. It is the first time that the capacitive
cross-coupling technique is applied to the cascode transistors of the CS-LNA. It increases the
effective transconductance of the cascode transistor, reduces the impedance seen out of the
drain of the main transistor, and thus improves the linearity of the CS stage in the LNA. The

inductor L, , resonates with the effective capacitance at the drain of the main transistor

with smaller value compared with the typical inductor based technique. It ideally removes
the noise and linearity influences from the cascode transistor. Finally it results in lower LNA
NF, better LNA linearity and higher LNA voltage gain. The proposed technique is
theoretically formulated. From simulation, it reduces the LNA NF by 0.35dB, and improves
the LNA IIP3 by 2.35dBm. A 2.2GHz LNA was fabricated using TSMC 0.35um CMOS
process. Experiment results show 1.92dB NF, -2.55dBm IIP3, and 8.4dB power gain, with

the core LNA consuming 9mA current from a 1.8V power supply.
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CHAPTER V

PROPOSED WIDEBAND COMMON GATE LNA*

5.1 Background

In February, 2002, Federal Communications Commission (FCC) allocated the frequency
(3.1GHz-10.6GHz) to unlicensed use. The research and commercial activities in UWB
system and circuit design increased rapidly. The frequency spectrum allocation of the UWB

system is drawn in Fig. 5.1

Bluetooth, 802.11b
0 and 802.11g 802.11a
3 WiMAX
s 30 |- 1 Y
3
5]
o
s 0 |- ﬂ
_:3 UWB spectrum
£ -40 |-
= A
24253135 5 5.7 10.6
frequency (GHz)

Fig. 5.1 Frequency spectrum of the UWB system

*©[2007] IEEE. Reprinted, with permission, from “A 3GHz-10GHz Common Gate
Ultrawideband Low Noise Amplifier”, by Xiaohua Fan, Edgar Sanchez-Sinencio, and

Jose Silva-Martinez, IEEE International MIDWEST Symposium on Circuits and Systems,
pp-631-634, August 2005
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Table 5.1 Summary of characteristics of different wireless communication standard

Characteristic | Bluetooth | IEEE802.11b | IEEE 802.11g | IEEE802.11a UWB

Maximum

10-100m 100m 100m 50m 10m
distance
Frequency 2.4GHz 2.4GHz 2.4GHz 5GHz

3.1-10.6GHz

allocation (ISM) (ISM) (ISM) (UNID)
Number of RF

79 3 3 12(US) 1-15
channels
Modulation GFSK QPSK(CCK) OFDM OFDM BPSK,QPSK

Maximum RF
0~20dBm | 30dBm(US) 30dBm(US) 17dBm(US) -41.3dBm/MHz

power

Receiver -76dBm for | -74dBm for | -64dBm for | -70.4dBm for
-70dBm

sensitivity 11Mb/s 33Mb/s 54Mb/s 480Mb/s

The different standards are summarized in Table 5.1 [73].

Two major proposals are now the candidates for the IEEE 802.15.3 standard [39]: Direct
Sequence (DS)-UWB approach [40] and Multi-Band OFDM UWB approach [41]. The
DS-UWB approach is a single band approach that uses narrow UWB pulses and time-domain
signal processing. The Multi-Band OFDM UWB approach divided the 7400MHz frequency
band into multiple smaller bands with bandwidths greater than or equal to S00MHz. The
Multi-Band OFDM UWB approach is similar to the narrowband frequency-hopping
technique. The Multi-Band UWB can avoid some wireless application bands, such as
802.11a at 5GHz. The DS-UWB approach has simpler system architecture than the

Multi-Band OFDM approach. The Wideband LNA servers as an important building block for
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the UWB receiver. It needs to provide constant gain for the input signal through the entire
bandwidth, which is 3GHz~10GHz fro UWB receiver. The requirement of UWB LNA for
the DS-UWB approach and the Multi-Band OFDM UWB system are similar. The UWB
LNA needs to have flat and large gain, good impedance matching, lower Noise Figure, good
linearity, and lower power consumption are desired.

Different typologies have been proposed to design the UWB LNA. (a) Distributed
amplifier (DA) [43]-[45]: Distributed amplifier absorbs the parasitic capacitance of the input
transistor as part of the transmission line, which leads to a broadband operating performance.
DA needs several amplifier unit connected by the transmission line to form multiple signal
paths from the input to the output. Due to the large area and much more power consumption,
it 1s unsuitable for the UWB LNA design. (b) Feedback configuration: LNA with the
feedback configuration can achieve the Wideband performance. Because of the existence of
parasitic capacitance in the transistor, the LNA with feedback configuration doesn’t perform
well in the high frequency [49]. (c). Filter configuration: The source inductance degeneration
is widely used in the narrow band LNA design. The extension of this narrow band LNA to
UWB LNA is achieved using filter theory concepts with the filter configuration [50]-[51].
The common source (CS) and common gate (CG) typologies are two popular architecture
choices for the narrow band LNA design. The common source typology with the source
inductor degeneration achieves the input impedance matching with the noiseless components,
which leads to a smaller Noise Figure. The common gate typology has inherent Wideband
operating performance, and good linearity and input-output isolation property [34]. The

parasitic capacitance of the transistor degrades the CGLNA performance in the higher
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frequency. The CG-LNA with the filter typology can solve this problem and achieve the
broadband operating property, which also holds the same beauties of the original CG LNA
architecture at the same time. In this research, a common gate (CG) UWB LNA is first
proposed, discussed. Previous UWB LNA normally is common source design. The CG-LNA
has inherent wideband input matching property, better linearity, better input and output
isolation, less process variation than the CS-LNA design. The proposed UWB CG-LNA has
overall better performance during that time.

A direct-conversion UWB receiver architecture is shown in Fig. 5.2 [74]-[75]

Mixer

»@T;i—r ji !» ADC |

Control

DSP

Mixer
LPF i>
o % N S \ GA> > p+ ADC [—p»
T ]
I Q

Frequency
Synthesizer

Fig.5.2 A direct-conversion UWB receiver topology

The specifications of the building blocks of the receiver is summarized in Table 5.2

[74]-[76]
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Table 5.2 Specifications of the UWB receiver building blocks

Parameter LNA Mixer VGAI Filter VGA2
NF(dB) 3 15 12 36 25
Max. Gain(dB) 15 15 6 0 42
Min. Gain(dB) 15 15 0 0 0
IP3(dBm) -10 5 20 18 12
Power consumption(mW) 12.5 5 10 37.5 20

*The frequency synthesizer consumes 200mW power.

The UWB receiver in [74]—-[75] is designed using SiGe 0.25um CMOS technology. For

the CMOS LNA, the typical specifications are listed below.

Table 5.3 Specifications of the typical UWB LNA

Parameter LNA

Frequency(GHz) | 3.1~10.6

NF (dB). <45
11P3(dBm) >-5dBm
S11(dB) <10
S21(dB) >10
S12(dB) >-30

Power(mW) <10
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One important property of the UWB LNA is the wideband impedance matching. The
UWB LNA input needs to be matched to 50€2 from 3GHz to 10GHz.

The other UWB LNA topologies can be found in section 3.2.2. In this research, the UWB
CG-LNA is first proposed. Different from the typical approach that uses the CS-LNA, the
CG-LNA is proposed to design the UWB LNA. The proposed UWB CG-LNA has better
linearity, lower power and overall better performance than the other topologies.

In the following sections, first the typical common gate LNA is described. Second, the
bandpass filter design is presented to implement the input impedance matching of the LNA.

Following that, the proposed UWB CG-LNA is explained and in the end, the simulation

results and the comparison are given to prove the superiority of the proposed architecture.

5.2 Proposed Filter Based Common Gate UWB LNA

5.2.1 Common Gate LNA(CG-LNA)

Fig. 5.3 (a) A common gate LNA (CG-LNA) (b) Its equivalent input network
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The typical common gate LNA (CG-LNA) is shown in Fig.5.3.

There are two important factors to design the wideband LNA: wideband impedance
matching and flat voltage gain. The UWB LNA needs to have a wideband input matching
network, which can match to the source impedance of the previous block, which is typically
50€2, over the whole interested bandwidth.

The typical common gate transistor can provide real impedance parallel with a parasitic
capacitance. The real impedance is matched to 50€2, and the parasitic capacitance is absorbed
to the bandpass filter network. Following this approach, the CG-LNA is designed to a
wideband LNA.

Without the shunt inductor L, and pad capacitor C,.qg, the input impedance of the
common gate transistor M; is calculated as below:

. 1
Ziw(JO) = ——F—— (5.1)
joC

m+ gs

In the low frequency, the input impedance of M is approximately as Z. (jo) = e . It has

to be matched to the 50Q. With the increasing of the operating frequency, the parasitic

transistor capacitance C,, starts playing a key role, which degrades the amplifier
performance in the high frequency. In the narrow band application, a shunt inductor L, is
added in the input to resonate with C,to have a good impedance matching in the designed

frequency.

With the shunt inductor Lg, the input impedance of the CG-LNA becomes
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Z,, (jo0) = —— (5.2)

g +jo)Cgs +

JoL,

The difference from the CS matching network lies that it is a parallel resonant network.

Due to the lower quality factor of the resonant network, it is more robust against the process,

electrical variation [32]. Due to the missing of the C,y path from the input to the output, the

CG LNA shows better reverse isolation and stability versus CS-LNA. As discussed in [32],

the noise factor of CG LNA is constant with respect to®, / ®;, and the noise factor of CS
LNA is linear with ®, / ®; . The CG LNA outperforms CS LNA in the higher frequency.

To make the CG LNA working for the UWB receiver, CG LNA needs to achieve the

broadband impedance matching. The parasitic C,, of the input transistor has to be taken

care of. The distributed circuit configuration is one way to absorb it. Since distributed circuits
occupy large area, and consume more power, they are unsuitable for UWB LNA design. The

filter theory can be used to absorb the parasitic capacitor C,,, make the CG-LNA working in

gs’
the broadband range, and holds the beauties of the original CG amplifier. Different from

[47]-[48)], the 3™ Butterworth filter is chosen in this typology.

5.2.2 Proposed UWB Common Gate LNA (CG-LNA)

A UWB LNA, using a common gate topology, is first proposed in this research. It inherits

the advantage of the CG-LNA: low power consumption, high linearity, good input-output
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isolation and stable matching condition. The proposed Common Gate (CG) UWB LNA is

shown in Fig. 5.4.

Fig. 5.4 The proposed UWB common gate LNA

O NZY\
v in 2
L, G
V4 in
V-1
O—- BPF )
conversion
Vv in

Butterworth filter
based matching
network

Inductor
Peaking O
Vv
out
load

Fig. 5.5 The conceptual topology of the proposed UWB common gate LNA
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The input parasitic capacitor C, is absorbed as the part of the band pass filter (Cy). The

input real impedance of the common gate transistor is designed to implement the resistance
(R,, =500 ). The conceptual topology is shown in Fig. 5.5. The 6™ order bandpass

Butterworth filter is used to implement the broadband matching. The transistor M; converts
the incoming voltage signal to the current signal. The inductor peaking load helps to achieve
a flat LNA voltage gain over the operating frequency band.

The 6™ order Butterworth filter configuration guarantees the input stage as a broadband
input impedance matching network. The inductor L;, C;, L, C,, L3, C3 and input impedance
of transistor M; form a 6" Butterworth filter configuration. The capacitor Cs is added to make
the choosing of the transistor size of M; more flexible. The bandpass filter is explained in the

next part.

523 6™ order Bandpass Butterworth Filter

The filter theory is used to implement the broadband matching for the UWB LNA
[SO]-[51]. Several filter types can be used to achieve the broadband performance. Since the
input stage of the CGLNA is the parallel connection, the 6™ order Butterworth band pass
filter is easier to be used to implement the broadband impedance matching in this design. The

filter circuit is shown in Fig 5.6.
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Fig. 5.6 6™ order bandpass Butterworth filter

The choice of reactive components in the filter is decided by the corner frequency. The
filter type is chosen as 6" order bandpass Butterworth filter. The component value of the 6™
bandpass filter is obtained using Filter Free design software [76]. Using the Filter Free
software, first, the filter is chosen as 6™ order bandpass Butterworth filter. Second, the corner
frequency is chosen as 2GHz-13GHz to cover the UWB frequency range (3.1GHz-10.6GHz).
After that, the voltage source is chosen with 50Q2 as the resistance. Finally, the filter is
synthesized using the Filter Free software [76]. According to the bandwidth requirement and
also the available reasonable component value, the Filter Free software [76] gives the

components values as shown in Table 5.4.

Table 5.4 Components values for a 6™ order bandpass Butterworth filter

Components L1 Cl L2 C2 L3 C3 Rin

Values 3.367nH | 289.4fF | 1.447nH | 673.3fF | 3.367nH | 289.4{F 50Q

The transfer function of the 6™ order bandpass Butterworth filter using the components

value shown in Table 5.4 is (5.3), where H(s) is the insertion loss.
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H(s) =
3.3x10%s3
s +1.382x10"s% +1.263%x10%%s* +6.139x10°%s> +1.297x10%s% +1.456x10%s +1.08x10%

(5.3)

The root locus of the filter is shown in Fig 5.7.
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Figure 5.7 Root locus of the 6™ order bandpass Butterworth filter

The poles of a Butterworth lowpass filter are located on a circle with radius ®. and are
spaced apart by an angle 180°n in which n is the order of the filter (number of poles). After
the lowpass filter to bandpass filter transformation, the poles are not around the circle as
shown in Fig. 5.7.

The insertion loss is the attenuation of the pass band caused by the insertion of the filter.
It equals to the difference in dB power measured at the filter input and at the filter output. The

lower the value for Insertion Loss, the better the filter is. The insertion loss (gain) of the filter
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is shown in Fig. 5.8. The filter itself shows the flat magnitude response within 3GHz-10GHz

frequency range.
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Fig. 5.8 Insertion loss frequency response of the filter

A filter’s reflection coefficient is defined as the ratio of the reflected wave to incident
wave at point of reflection. A filter’s return loss is the dB value of the absolute reflection
coefficient, which refers to the attenuation of reflected signals within the pass band. Here, the
filter source resistance and the load resistance are set as 50€2. The filter’s return loss is the
S11 of the LNA in the first order. The higher the return loss, the better the filter’s impedance
match and the lower the reflected signals that occur when signals pass from the line through

the filter. A filter system is shown in Fig. 5.9
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Fig. 5.9 Two port filter network

Where Vi, is the input voltage signal and R; is the impedance of the voltage source Vi,
The return coefficient I' is defined as

Z, -7
=i S (5.4)
Zy+Z,

The return loss RL is defined as

7. —7
RL =20log(I") = 20log(—/——) (5.5)
Z. +7

m S

The return loss of the filter is shown in Fig.5.10. It is less than —10 dB within

3GHz-10GHz frequency range.

Return loss of the filter
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Fig. 5.10 Return loss of the filter
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5.3 Circuit Analysis and Design
5.3.1 Design Procedure

The design procedure is similar as the one for the filter based UWB CS-LNA in Fig. 3.29.
It is shown in Fig. 5.11.

The input component values are got from the filter design simulation software [76]: Filter
Free. Using the Filter Free software, first, the filter is chosen as 6" order bandpass
Butterworth filter. Second, the corner frequency is chosen as 2GHz-13GHz to cover the
UWB frequency range (3.1GHz-10.6GHz). After that, the voltage source is chosen with 50€2
as the resistance. Finally, the filter is synthesized using the Filter Free software [76].
According to the bandwidth requirement and also the available reasonable component value,
the Filter Free software [76] gives the components values as shown in Table 5.4.
L1=3.367nH, C1=289.4fF, L2=1.447nH, C2=673.3fF, L3=3.367nH and C3=289.4fF.

The input impedance is the parallel of the LC Butterworth filter and real impedance g, .

According to Fig. 5.4, filter has unit gain transfer function in band, and smaller gain out of
band.
The input transistor M; needs to provide 289.3fF parasitic capacitance. To give more

freedom to choose the M size, a real capacitor is added parallel with the Cg; of M;.The input

impedance for the LNA is approximated as Lin band, which has to equal to 50Q to
gmi

achieve the impedance matching.
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The transconductance of the transistor M; is

Emi :RL=%=O.OZS (5.6)
gm1 of M can be estimated by
W
Emi :uncox r(vgs _Vt) (57)

For 0.18um CMOS process, n,C., is around 352uA/V?, and V, is around 0.49V.

According to (5.7), there are different combination of V4, and W/L of M, that can generate
20mS transconductance. According to Fig. 3.30 and Fig. 3.31, bias voltage 0.6V is chosen for
better linearity. The transistor size W/L of M1 is obtained through the simulation to obtain
20mS transconductance. In this design, the size of the M; is 160um/0.18um, and it has 231{F
parasitic capacitor. To satisfy the requirement of the filter C3=289.4fF, an additional real
capacitor is added with 58fF value.

Transistor M, mainly serves as the isolation between the input and output. The smaller
the size of transistor M is, the smaller parasitic capacitance is. Transistor M, also influences
the overall LNA noise performance as explained in Chapter IV. The parasitic gate source
capacitor Cg of M, combined with the gate drain capacitor Cgq; of M; contributes a pole in
the signal path and damage the flat gain requirement of the UWB LNA. A series inductor Lc
will be added to compensation this roll-off effect. To obtain a flat gain ladder filter from Lc
Cqo and Cgqy, the size of transistor My is chosen as half of the transistor M;’s. M, size is

80pum/0.18um.
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Another important factor for UWB LNA design is the flat gain over the full bandwidth.
The transistor M, serves as a V-1 conversion. The current is translated back to voltage at the
load.

In Fig.5.4, the current converted from the input by the transistor M; should completely
transfer to output. The parasitic capacitors of M; and M, provide additional paths for the
signal current. The parasitic capacitance Cgq of the transistor M; and the parasitic capacitance
C,g of the transistor M, degrade the broadband performance of the LNA. A passive inductor
L. is added between the transistor M; and M, to absorb the influences of the parasitic
capacitances [77]. Cgq of M; and Cgs of My form a broadband & section LC network. Proper
choice of inductor L. can resonate with the parasitic capacitor and show a broadband
operating property. In general, it is computationally difficult to calculate the component
values for the optimizing the LC network directly. Here, the experiment approach is used to
decide the inductor Lc. Through the simulation, it is found that when the inserted inductor
Lc=1.82nH, the LNA has flat gain over the frequency band. It is chosen in this design as

1.82nH.

5.3.2 Inductor Peaking Technique

The capacitive load impedance of the amplifier reduces with the increasing of the

operating frequency. To compensate the influence of the capacitance load, the inductance

peaking configuration is used as the load of the LNA [78]-[79]. The inductor peaking
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impedance increases with the increasing of the operating frequency. The inductor (Lp)

peaking technique for a simple transistor M is shown in Fig. 5.12 and Fig.5.13 [78]-[79].

Fig. 5.12 Simple common source amplifier with resistor as the load

Fig. 5.13 Simple common source amplifier with inductor peaking as the load

The output impedance of the amplifier in Fig. 5.12 1s
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. Rp
Zo (jOO) = ——2—— 5.8
out (JO) T+ joRpCL (5.8)

With the inductor peaking technique, the output impedance of the amplifier in Fig. 5.13 is

RD +jOJLD _ RD +jOJLD
1+j0)CL(RD +j0‘)LD) 1—(02LDCL +j(DCLRD

Zoy (jO) = (5.9)

From (5.8), the typical common source amplifier has a pole at1/(R,C,), which
determines the bandwidth of the amplifier. The inductor peaking technique in (5.9) has one
zero at R /L at two poles. An example is used to explain the function of the inductor
peaking. In the first order, the CG-LNA gain (A,) is calculated as

Ay =gmRp (5.10)

To obtain 12dB voltage gain, the load resistor is chosen as R ; =200€2 . The capacitor Cp
is the overall parasitic capacitance and the load capacitor, which emulates the mixer load for
the LNA in the wireless receiver. The overall capacitance Cy, is assumed around 400fF. The
inductor peaking Lp is defined as L, =mR3C, , where m is the scaling factor. The

frequency and phase response is as following.

Table 5.5 Inductor peaking performance versus m factor

Factor(m) 0,5 Normalized factor(m) ;5 Normalized
0 1 0.6 1.87
0.2 1.32 0.8 1.87

0.4 1.73 1 1.84
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M54

Where m=Ly /(R3C,) and m,pis normalized as———98
W35 (M =0)

From Fig. 5.14, the 3dB cut-off frequency (®,,5) of the load impedance is extended

through the inductor peaking technique. The results are summarized in Table 5.5

Gix]

Pagitude (0B}
=

o8 B ¥ # OB
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Fig. 5.14 Magnitude and phase response of the inductor peaking technique
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From Table 5.5, the maximum flat appears when m is 0.4. According to Fig. 5.14, the
large the m value is, the more peaking in the frequency response. The load resistor Rp is
added to increase the low frequency gain. The resistor is limited by the voltage headroom. In
Fig. 5.4, the transconductance gy, is 0.02S to match the input impedance. The Ry, is obtained

from the LNA gain requirement.

R, =" (5.11)
gml

To have 14dB voltage gain, RD is chosen as 250€2. The overall capacitance is simulated

around 150fF. The peaking inductor is calculated using
L, =mR3C, (5.12)

Using m=4, Rp=250Q, C; =150fF, Lp is 3.75nH. In this design, the inductor L is chosen
as 3.82nH, to have some peaking in the load impedance to compensate the rolling-off.

The inductor peaking load and the shunt insertion inductor together can achieve the best
the best flatness of the LNA gain. The inductor in the design used the inductor provided by
TSMC 0.18um, including the inductor model and layout.

A buffer is added at the output to drive the output testing equipment and also the output
pad capacitance. It is composed of transistors M3 and My. The output impedance is designed
to be 50Q2 to achieve the output impedance matching. The parasitic capacitance of the
transistor M3 serves as the load of the UWB LNA, which emulates the input impedance of the
following MIXER in the UWB receiver. The buffer also emulates the equivalent load as the
Mixer. The transistor size is chosen as 80um/0.18um for M3 and My. The current for the

source follower buffer is 2.78mA to have output impedance as 50Q2. The buffer is separately
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characterized and removed from the final performance. Its absolute performance does not
matter much since it is only used for testing and characterization.

The parameters of the LNA are summarized in Table 5.6

Table 5.6 Component values of the UWB LNA

Component Value Component Value

M, (um/um) 40%*(4/0.18) M, (um/pm) 40%(2/0.18)

M;(um/um) 40x(2/0.18) My(um/pm) 40 %(2/0.18)

L, L3(nH) 3.37 L>(nH) 1.447
C,(fF) 289.4 Cy(fF) 673.3
Cs(fF) 50 Lc(nH) 1.82
Lp(nH) 3.8 Rp(€2) 250

5.3.3 UWB LNA Noise Performance

If the input bandpass filter has no insertion loss, using the small signal model of the

CG-LNA, the noise figure of the proposed UWB CG-LNA can be calculated as

2 2

R Z.

Foi+te R+2[ 2] 4 ] (5.13)
(X, S(X (")T (0) LD +RD) Zin +RS

where vy, a, and o are conventional process dependent parameters [1]-[2], the 2" term is the
thermal noise contribution, the 3" term is the gate induced noise contribution, the 4™ term is

the noise contribution of the load resistor and the noise from the other inductors are ignored
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for simplification. The noise contribution from the cascode transistor is smaller compared
to others and also can be reduced by the inserted inductor L., thus it is ignored for simplicity.
The noise is mainly dominated by the thermal noise (2" term), which is
frequency-independent. The noise contribution of the gate induced noise 1is
frequency-dependent due to the noise property [1]-[2]. This mainly leads to the variation of
the LNA noise factor over the frequency range. Although the resistor noise is frequency

independent, the noise transfer function is frequency dependent.
5.3.4 UWB LNA Linearity Performance

The drain current of a MOS transistor can be modelled in terms of its gate-source voltage
up to 3 order terms as below:

1gs =Ipc + 8mi Vs +g2V2S +g3V3gS +... (5.14)

o
where gn;, g and gz are the main transconductance, the pnd order, and the 3" order
nonlinearity coefficients respectively.

The small signal model used to analyze the LNA linearity is shown in Fig. 5.15, where
Z 1s the impedance looking out of the drain of the transistor M.

Since the input bandpass filter gain 1is ideally one, using the Volterra Series theory, the
linearity [63]-[65] of the input stage can be calculated as below:

1
6R - [H(®)|-|A, (0| -[e(Am,2w)|

(5.15)

e(AM20)=g;—g.p (5.16)
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Fig. 5.15. Analyzed input stage of UWB CG-LNA equivalent circuit

2 2 1
| + ] (5.17)
3 gml +g(A(’0) gml +g(2(’0)
() —L+ ! +joC (5.18)
g RS ](DLg J gsl .
+
H(w) :gml—g(w) (5.19)
g(m)

In the optimum matching condition, the input network impedance Z;, is estimated as

1/gmi1, and LNA transconductance is calculated as

=_Em__ (5.20)
1+ gmle

m
Equation (5.20) is the same as for the resistive source degenerated transistor, which helps

to improve the voltage-current conversion linearity. Therefore, the linearity benefit of the

resistive degenerated transistor still holds true for the CG-LNA. Furthermore, the gate
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terminal of M; is AC grounded, which helps to reduce the interdependence between the 2nd
and 3" order nonlinearities. This dependence is due to the gate-drain overlap parasitic
capacitance, Cgq1, which degrades the CS-LNA linearity [64]. All the above reasons lead to a

better linearity for the CG-LNA than the CS-LNA.

5.4 Simulation Results

The UWB LNA is simulated using Cadence Specter RF. The LNA s-parameters and
Noise Figure are obtained using the Cadence s-parameter simulation [see Appendix B]. The
IIP3 of the LNA is simulated using the Cadence PSS simulation with two tone inputs. The
LNA operates with the 1.8V power supply. Fig. 5.16 shows the S11 and gain of the LNA
without the output buffer. The input impedance matching S11 is less than —8.27dB over the
whole band. The LNA achieves 14.5~15.3dB gain within the bandwidth, which doesn’t
consider the loss of the output buffer. Fig. 5.17 shows the S22 and S12 of the LNA. The
output impedance matching is less than —10dB within the bandwidth. The isolation S12 is
less than —50dB over the bandwidth. Fig. 5.18 shows the Noise Figure of the LNA. The NF of
the LNA 1is 3.57dB~4.27dB from 3GHz to 10GHz. The linearity is checked in SGHz with
5.1GHz and 5GHz two-tone inputs. Fig. 5.19 shows the 1IP3 of the LNA. The IIP3 of the
LNA is 3.43dBm.

The simple drain current (Ip) expression can be expressed as (5.21) [80]

_MHCOXE X2

5.21
2 L 1+6x ( )

Ip
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The power consumption can be calculated as

C 2
P, = VDDxI,, = VDDx Fnor W _X (5.22)
2 L 1+6x
where
Vgs ~Vih
N0y (5.23)

x=2n0,In/1+e

Vi is the threshold voltage, ¢,is the thermal Voltage%, 01is the normal field mobility

degradation factor, and mn is the rate of exponential increase of drain current with

gate-source voltage in sub-threshold region and the size of the moderate inversion region. 6

is typically 0.3~0.7 V.

In this design, the power consumption of the LNA is 4.3mW without the output buffer.
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Fig. 5.19 Simulated IIP3 of the LNA

The designed LNA is compared with the design targets, which is shown in Table 5.7

Table 5.7 Simulation results compared with the design targets

Parameters Design targets Simulation results
Frequency(GHz) 3.1~10.6 3~10
S11(dB) <-10 <-8.28
S21(dB) >10 14.5~15.3
NF(dB) <4.5 3.57~4.27
IP3(dBm) >-5dBm 3.43
Power(mW) <10 4.43
Power supply(V) 1.8 1.8
Topology Filter based CG-LNA Filter based CG-LNA
Process 0.18um CMOS 0.18um CMOS
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From Table 5.7, the designed UWB CG LNA satisfies most of the specifications. The
input matching is a little worse than the design targets due to the low Q on-chip inductors and
capacitors. The common gate UWB LNA topology consumes less power and achieves higher

linearity. The designed LNA performances in different frequencies are summarized in Table

5.8.
Table 5.8 Simulation results in different frequency bands
Parameters Simulation results
Frequenc
; Y 3.5 5.5 7.5 10
(GHz)
S11(dB) -13.5 -17.8 -15.5 -8.8
S21(dB) 8.49 8.7 8.7 6.7
NF(dB) 4.72 4.48 4.28 4.5
IIP3(dBm) 4.16 3.08 6.4 3.3
Power(mW) 443 443 443 443
Power
1.8 1.8 1.8 1.8
supply(V)
Filter based Filter based Filter based Filter based
Topology
CG-LNA CG-LNA CG-LNA CG-LNA
Process 0.18um CMOS | 0.18um CMOS | 0.18um CMOS | 0.18um CMOS

The comparison of the proposed UWB LNA performance and the published LNA’s
performances is shown in Table 5.9. From Table 5.9, the proposed UWB LNA consumes
minimal power consumption, has the best linearity performance and also has reasonable flat

noise performance over the frequency region.
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[50]
Parameters [49] ™ [51] [74] [81] [82] This work
LNA
Frequency
2-4.6 2.4-9.5 2-10 2-10 2-5.2 2-10 3~10
(GHz)
S11(dB) <9 <94 <-10 <-10 <9 <7 <-8.28
S21(dB) 9.8 6.3-10.4 21~17 21 16 11.5-13.5 14.5~15.3
NF(dB) 2.3-4 429 2.5-4.5 4.7-5.7 4.7-5.7 3.3-3.5 3.57~4.27
1IP3(dBm) -7 -8.8 -5.5 -4 ~ -7.5 343
Power
12.6 95x1.8 27 12.5 38 9.6 443
(mw)
Power
1.8 1.8 3 2.5 2 2.4 1.8
supply(V)
Filter Filter Filter
Feedback Feedback Feedback Filter based
Topology based based based
CS-LNA CS-LNA CE-LNA CG-LNA
CS-LNA | CE-LNA | CE-LNA
0.18um 0.25um )
0.18um 0.18um 0.13um 0.18um SiGe 0.18um
Process SiGe SiGe
CMOS CMOS CMOS BiCMOS CMOS
BiCMOS | BiCMOS

5.5 Summary of the Proposed Common Gate UWB LNA

The UWB LNA faces a wideband incoming signal from 3GHz to 10GHz, which is

different from the typical Narrowband LNA. To be suitable for the portable device, the LNA
should consume less power. It also needs to have small Noise Figure, large gain and high
linearity. The Common Gate LNA for the UWB application has been introduced, analyzed
and simulated. The proposed technique UWB CG-LNA extends the typical narrowband

CG-LNA to UWB CG_LNA using the bandpass filter based technique. The obtained UWB
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CG-LNA consumes less power consumption, achieves higher linearity with similar gain and
noise figure performance. The Butterworth filter configuration is effectively used in the
input stage to absorb the parasitic capacitance of the common gate transistor, achieving
broadband input impedance matching (S11<-8.28dB from 3GHz-10GHz). The combination
of the shunt inductor insertion and the load inductor peaking achieves the flat gain over the
whole bandwidth of the interest. The LNA is designed in standard 0.18um CMOS

technology. The simulation results verify the design procedure of the LNA.
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PROPOSED CURRENT INJECTION BASED BUILT-IN-TEST TECHNIQUE FOR RF

6.1 Background

Off-Chip
Balun and

BandPass | A
|
|

_J

Filter

Receiver_

I
I_J__1
| |

BIT |
|Loopbacki
| Circuits |

L_f___
|

Transmitter
I pa

: Mixer
<_L< <_< +
RFout > m er

FRONT-END*

Mixer

Al

ADC —p»

DSP

—pt ADC [—pp

Power
Management

LPF

¢———— From DAC

LPF

L\

< From DAC

Fig. 6.1 BIT technique for the wireless transceiver
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In recent years, the complexity of integrated wireless communication systems has grown
considerably. One of them, the transceiver, is the interface between the antenna and the
digital signal processor. It includes the RF front-end, analog baseband, and mixed-signal data
conversion circuits. Testing of integrated transceivers has become a difficult and expensive
(about the same as the design cost) task that makes up a significant portion of the total
production cost due the rising level of integration and high operating frequencies [83].
Expensive automatic test equipment (ATE) and long test times are required with the
traditional RF production test approach. Therefore, it is important to develop efficient and
low-cost test procedures [84]. According to [85], a state of the art ATE in the year 2000
applies test vectors at clock rates up to SOOMHz. Its cost is around $4.272M.The test cost is
around 4.5 cents/second.

Built-in test (BIT) techniques can reduce the test cost by shortening test time as well as
enabling the utilization of less costly measurement equipment and interface hardware. The
BIT technique for the transceiver is shown in Fig. 6.1. Without the dashed block and
connections, it is a typically wireless transceiver. For the conventional testing approach, to
test the receiver, the signal is fed from the off-chip testing instrument and the output of the
receiver blocks and system is fed to the off-chip testing instrument. Same is the transmitter. It
costs a lot of time and the testing instrument is expensive. BIT technique uses the signal out
of the transmitter and feeds it to the receiver through the loopback circuits. The power
detectors are added at the input and output of each block to test the functionality and the

performance. Therefore, less off-chip testing instruments are needed.



221

Among the recently reported RF BIT methods is the on-chip loopback, which was
presented and modeled in [86]-[89]. For the on-chip loopback system as in Fig. 6.1, the signal
from the transmitter is fed back to the receiver through the loopback circuits, which typically
includes the switch, the attenuator, and the offset mixer. The signal out of the receiver is used
to diagnose the functionality and the performance of the transceiver. There is another
approach which uses the on-chip power detector at the input and the output of each building
block to diagnose the functionality of each building block of the transceiver. In [88], for
instance, the test input was obtained from a voltage signal and a preamplifier that drives the
receiver through switches and an attenuator. Another RF BIT scheme for which an extra test
amplifier and two power detectors are needed to characterize a low-noise amplifier (LNA)
was reported in [90]. In the aforementioned works, block-level characterization was
performed with input and output signals in the voltage domain, which is adequate for on-chip
gain measurements. However, voltage-mode testing of impedance-matched RF circuits
involves some previously unaddressed concerns discussed in the next section. Extending BIT
capability to include off-chip components of the matching network has the benefit that the
same BIT can be re-used at stages subsequent to wafer test.

From Table 6.1, all the previous reported topologies are either not suitable or area
consuming for LNA S21 measurement with off-chip matching. In this research, a BIT
technique is proposed for the LNA S21 estimation with the off-chip impedance matching.

In following sections, we examine the restrictions associated with the voltage-mode gain
estimation and provide an expression applicable under ideal input impedance matching

conditions. We also present a current injection based RF BIT technique as an alternative to
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using a voltage input signal. The conceptual figure for the BIT technique of Table 6.1 is
shown in Fig. 6.2, where the LNA and Mixer are used for illustration. The input signal comes

from the on-chip voltage source V. The power detectors at the gate of the LNA and the

output of the LNA are used to estimate the LNA gain.

Table 6.1 Summary of the reported BIT techniques

[88] [90] [91]
Using the switch to
Using the voltage input | Using additional RF | close the transceiver
Approach | drive through a switch | amplifier and two peak | and using several power
and an attenuator detectors detectors to estimate the
RF circuits gain.
Good for loop back Good for loop back
Advantage technique and good | Good LNA S21 | technique and good
on-chip voltage gain | measurement on-chip gain
measurement measurement
Large area requirement
Not suitable for LNA | and not identical signal | Not suitable for LNA
Drawback | S21 measurement with | path for the RF LNA | S21 measurement with
off-chip matching and the additional RF | off-chip matching
amplifier
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Fig. 6.2 Typical on-chip RF BIT configuration

6.2 RF Front-End BIT Issues

The transceiver topology using the Built-in-Test (BIT) is shown in Fig. 6.1. Minimization
of die area, the number of additional test input/output pins, and test time are essential for cost
efficient BIT. While considering these constraints, it is also desirable to integrate as much
measurement and processing capability on-chip in order to utilize low-cost ATE during
production testing. One of the most critical devices to be characterized in the front-end is the
LNA. In this section, the feasibility of the proposed approach is demonstrated for its
characterization. In a practical application, the incoming RF signal of the RF LNA is coming
from the antenna with the off-chip matching network. The typical voltage mode BIT usually
applies two power detectors at that gate terminal of the input transistor and the output of the
LNA. It uses the different of the power level between two detection locations, which is not
sensitive to the input matching network. And thus the typical voltage mode BIT can not
accurately estimate the LNA gain with the off-chip components. In this research, fist a

modified voltage based BIT method is proposed and also a current based BIT method is
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proposed. The modified voltage based BIT method can estimate the LNA gain with the
perfect input matching condition. If the input network of the LNA is not matched, it can not
accurately estimate the LNA gain. Using the current injection technique, the gain estimation
of the LNA does not depend on the input impedance matching condition of the LNA. It can
estimate the LNA gain with the off-chip matching network.

In the following sections, first, the typical inductively degenerated CS-LNA is analyzed.
Second, the conventional voltage based on-chip testing method is analyzed and the drawback
is presented when testing the packaged LNA circuits. And then the current injection based
BIT technique is proposed and analyzed. Following that, the implementation of the proposed

scheme is discussed. Finally, the simulation results are given to verify the proposed concept.

6.2.1 Inductively Degenerated CS-LNA

Fig. 6.3 (a) Inductively degenerated cascode CS-LNA (b) Equivalent circuit of the LNA
input network
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For the CS-LNA, the gain estimation is a very important target for the built-in-test
method. Most RF front-ends have some off-chip components as part of the input matching
network to fulfill the low noise requirement and to absorb the impedance of the package
bonding wire. Thus, it is necessary to preserve the impedance matching conditions for final
test (in-package or board-level). The inductor- degenerated common-source LNA (CSLNA)
in Fig. 6.3 has an inductor at the source, which allows generation of real impedance at the
input to achieve impedance matching and significant noise figure (NF) improvement [1]
[30]-[32].

It can be derived that the equivalent input impedance of the LNA is

1 L
Z (s)=s(L.+L)+—+ 2 6.1
() =SLAL)+—F g (6.1)

gs gs
where gm is the transconductance of M| and s=jo. The input impedance Z;, must be matched
to Ry (normally 50€2) at the operating frequency.

The quality factor (Qj,) of the CS-LNA input matching network is calculated as

olL, +L
B R (62)
2R, 20C R

The overall voltage gain, G, of the CSLNA can be expressed as

gmZo gmZo

\Y SC 4 sC
G(S) — \]Out (S) - _ L g 1 - _ = gz (6.3)

in(5) Ri+g, +s(L,+L)+—— s ¥ Zin
Cy SCys

where Z, is the equivalent output impedance at the drain of M,.
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Only under impedance-matched conditions at ® , , when ©, (Ly+Ly)= 1/(0)0Cgs) and

R, =g,L;/C,. (6.3) reduces to

gmZo
2R, ,C

s 0~ gs

G(jo)| = = 2,Qun|Z,| 6.4)

If the noise contribution from the cascode stage is ignored, the noise factor of the cascode

CS-LNA becomes [30]-[32]

R
Fooleri e Y X O 6.5)
Rs Rs o QL ('OT
do®  So?
x=1-2ld.[— +——1+Q.%) (6.6)
5y 5y
i,
c=—2%  ~_0.395] (6.7)
2002
Vig g
o, (L, +L,)
= g _ 1 6.8)
Rs (DOCgSRS

where R(is the input voltage source resistance, R, represents the series resistance of the

inductor L, , R, is the gate resistance of M;, @, is the operating frequency, and o, Y

g 9

and d are bias-dependant parameters [30]-[32]. Typically vy is 2/3 for long channel device in
the saturation region and is around 2-3 or even higher for short channel device [1]. o0 ===,

which is typically 1 for long channel device and smaller than one for shout channel device.

O is typically around 5.
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Since the quality factors of on-chip inductors are low, L, is often implemented with
off-chip inductor and bonding wire inductance to minimize the noise figure of the LNA;
hence, it is reasonable to assume that its value is well-controlled. Being part of the test
interface hardware, Ry is also external and its value is reliable. However, due to
process-voltage-temperature (PVT) variations, it is very difficult to accurately predict the

values of other relevant parameters such as g, Cg, and L.

6.2.2 Typical (Voltage-Mode) On-Chip Testing

RF LO
i V V IF,
Matching > LNA out out

(=]

Network f I |

1 | Mixer 1
__Y_ . __¥__
Testing Ry : Power : : Power :
Voltage source Ve Detector | Detector

Fig. 6.4 Typical on-chip RF BIT configuration

Previously reported RF BIT testing techniques use on-chip voltage generators with 50€2
impedances, which can come from the transmitter through the switch and the attenuator or
come from the on-chip frequency synthesizer. But unfortunately the signal cannot be
connected at the input of the matching network unless this is done externally, which would
require an extra pad and add interconnect parasitics. It is typically connected to the gate
terminal of the LNA. In [88], an available signal source as shown in Fig. 6.1 was used to

generate the test tone by employing switches and a 50Q2 attenuator circuit that adjusts the
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signal power to a satisfactory level according to the LNA input specification. A simplified
diagram of that approach is shown in Fig. 6.4. Power detectors are used to monitor the power
level at the LNA’s output and other relevant nodes for full testing and better fault coverage.

In the voltage-mode BIT for the LNA, the test voltage signal is applied at the gate of the
input transistor, which leads to loading of the input matching network by the low output
impedance of the source. As a result, the off-chip matching network is bypassed because the
gate voltage is forced by the test voltage source regardless of the passive component values.

It can be shown that the estimated gain from Vi to Vo, in this case is given by

gmZo
% SCys
Gtested (s)= \]out = R L £ ) (6.9)
* I+ g S 45l +— [+R,
R, +ng Cgs j ngS
gmZo
Y SCys
Gtested (s)= \;)ut == R : (6.10)
" 1+—% |z, —R,—sL,)+R
R, +sL, ‘ ‘

where R is the terminal impedance of the on-chip test voltage source and Z, is the LNA
output impedance. The magnitude of equation (6.9)-(6.10) is quite different from the voltage
gain in (6.3), which complicates the assessment of the LNA performance. Unfortunately, the
50€2 output impedance of the on-chip signal generator has unfavorable effects on the input
matching properties that are crucial for the signal processing in the RF front-end. The
impedance matching is dependent on the carefully-designed resonant circuit at the gate of the

LNA, but the loading effect of the 50Q source impedance inserted in test mode alters the
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equivalent impedance at the input gate node. For better LNA characterization, it is desirable
that the test source does not significantly load the impedance matching network.
Nevertheless, two power detectors allow measuring the voltage gain from the gate of

transistor M1 to the drain of M2 (Fig. 6.3):

gmZo
Vout __ SCes ©.11)
\Y, L 1 '
g €m - tsLg +
Cos sCgs

With ideal input matching, (6.4) and (6.11) can be combined and rearranged as:

R, —sL,|
2R, |

|G(S)| — \\];ut :%\\](])m X

in g

(6.12)

The positive aspect of using (6.12) to estimate the gain for frequencies close to m, is that
the highly process dependent parameters are measured with V./V, [equation (6.11)], while
the parameters of the correction factor in (6.12) are usually well-controlled. Still, a drawback
of the above estimation is that impedance matching is required for the expression to be valid.
As demonstrated by the results later, the above estimation methodology fails when the
matching network is influenced by parasitic effects and unanticipated leakage paths due to
process variation or defects. Assuming the input matching network impedance Z;, has a AZ

mismatch from Ry, thus (6.12) changes to

G+ ] = Yo —|Vou , Rs =5L +42
Vi |V, 2R, +AZ |

in g

v

(6.13)

If |AZ| <<R¢, (6.13) can be derived as
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\Y \Y R, —sL
G +AG| = VO“I o D e g A2 (6.14)

in g s S

Vv R, —sL
where AG = ——t x £ x AZ =—G><£.
v 2R, 2R 2R,

g s s

From (6.14), the estimated LNA gain accuracy is influenced by the input network
mismatch. Only when the input network has the perfect matching, the modified voltage based
method can accurately estimate the LNA gain. For a LNA with G=20dB gain, if the input

impedance is changed from 50Q2 to 702, AG is 1.6dB.

6.3 Proposed Current Injection Based RF BIT Technique

Accurate performance prediction of the circuit during final test requires that the front-end

is properly terminated by the matching network. For a RF front-end BIT to be re-used during

package and board test, its fault coverage must include the defects in the matching network in

the presence of package parasitics.

6.3.1 RF Front-End BIT with Current Injection

CUT,
ESD,
1/0 Pad

cut, | V

o
ESD, —o0 %
1/0 Pad

R

b=

S

Fig. 6.5 (a) Equivalent voltage domain test input signal and (b) Equivalent current domain
input test signal.
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Notice that the current injection approach is comparable to the standard characterization
method used in expensive RF network analyzers. Fig. 6.5 visualizes the Thévenin-Norton
transformation to obtain a current source from a voltage source with a series resistor (Rs) and
an inductor (L,) at the input of the circuit. The transformation is independent of the elements
at the right of the dotted line, which usually include the circuit under test (CUT), electrostatic
discharge (ESD) circuitry, and parasitic elements due to the input/output (I/O) bonding pad.

The equivalent Thévenin voltage (V) and the voltage gain can be expressed in terms of

the output voltage and the input current source as follows:

Vi = et X (Rg + jO)Lg) (6.15)
_ Vout _ 1 Vout
G B Vs _(Rs'i'ijg j( Itest ) (616)

It can be verified as below.
The voltage at node X in Fig. 6.5a should equal to that in Fig. 6.5b.
It can be obtained that the voltage at node X in Fig. 6.5a is

7.
V, =V, in (6.17)
R, +joL, +Z;,

where Zi, is the equivalent input impedance to the right of the dash line in Fig. 6.5.

The voltage at node X in Fig. 6.5a is obtained as
Vi =lew X(R +joL )/ Z,, (6.18)
From (6.17) and (6.18), we also can get the following relation

Vg = Liegt X(Rg + ijg) (6.19)
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Thus, to fully characterize the circuit, it is necessary to measure the test current and the
output voltage. In the following derivation it will be exemplified how the gain of the LNA
can be estimated. ESD circuitry [92] and 1/O bonding pads [92] are not included in the
mathematical expressions for simplicity, but it will be shown that the final results are valid in

the general case if the appropriate models for ESD and /O parasitics are included.
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M
D, b,
Vny,_/szAﬁml:i Vg ‘ M )
‘ 1
ERE.
C pad T ]D2 Ls
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- =
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M “,,_J\/\/\/_NVV\ 41»1" Vé ‘
1
C lc i Cgs
T Ls
JR .
Ry —JoL
(b)

Fig. 6.6(a) ESD protected LNA and (b) Equivalent circuit
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A conventional ESD protected RF LNA and its input stage are shown in Fig. 6.6 [92].
The gate terminal of the transistor M1 is protected by two diodes: D1 and D2. Due to the
existence of D1, the gate voltage of M1 can not exceed Vx=Vdd+V o, where V,, is the turn
on voltage of D1. Similarly, the gate voltage of M1 can not be lower than V,;;=GND-V .
The ESD diodes in Fig. 6.6a are replaced by a grounded capacitor Cesq in Fig. 6.6b.

The equivalent impedance seen to the left of the reference plate isR,. R and L, are

given by

= Rs (6.20)

M OMCLR2 + (1~ 02C Ly’

lea

212 2
L, -C, (0L} +R?)

g = (6.21)
! wgclzeakRsz +(1_0‘)gcleakLg)2
where C,, = Cpad +C.y
The impedance matching condition changes to
R L
eq = : = 8m (6.22)
! cogclzeakRz +(1_0)§CleakLg)2 1 Cgs
L, -C ()L +R?
OL., + 0L, — L _o —* 2"( = % 5 +oL,———=0 (6.23)
ngS mocleakRs +(1- mocleakLg) ngS

In this research, we want to estimate the LNA gain with the off-chip matching network.
Since the current injection technique does not significantly loading the LNA input network,
and it can estimate the LNA gain using the Thévenin-Norton transformation, the proposed
technique has the advantage over the voltage mode technique. The proposed RF BIT

approach is displayed in Fig. 6.7.
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Fig. 6.7 Proposed RF BIT with current injection

It is based on current injection with all components of the matching network in place.
External resistor R from the ATE interface hardware has a dependable value. If it is desired
to check the components that are implemented on-chip during wafer test without matching
network, the current injection method can also be applied with a minor modification as
explained later.

An on-chip current signal is injected at the gate of the LNA using a current generator with
high output impedance to avoid loading effects at the injection node. Two power or peak
detectors such as the ones reported in [93] and [94] are required for this BIT. Similar to other
previously reported techniques, power detectors can be placed at relevant testing points of
the transceiver to increase fault coverage. The power detectors typically sense the root mean
square (RMS) of the signal amplitude. The peak detectors measure the maximum signal

amplitude. The power detector dynamic region needs to cover the LNA input and output
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signal power level region. In this design, 25dB dynamic region is desired for the power
detector. The current generator accuracy is not critical because the BIT scheme uses the
power detector to estimate the input current signal level. It is only required for the output

current to be large enough to satisfy the requirement of the power detector.

6.3.2 Implementation of the Current Injection BIT Scheme

The proposed testing scheme applied to LNA characterization is shown in Fig. 6.8.

Power

Detector (PD 0ut)

VOllt

M,

Fig. 6.8 CSLNA test with on-chip current injection (C; and C, are DC blocking capacitors)

The current generator poses high impedance (Z) at the test node. Z of the current

generator is a network of resistor and capacitor, which is presented later. Assuming that the
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gate inductor value (L,) and external (Ry) are accurate; the LNA’s gain can be predicted
based on the following derivation. Zg,. represents the reactive impedance seen out of the
testing voltage source, which including the contributions of Ce, Ceo, Ry, Lg, Ls and Cgg. Zgaee
and Z. should satisfy (6.24) in the operating frequency, so that the current source does not
load the input matching network too much.

Ziest >> Lgaee (6.24)

Let us consider the magnitude of the transimpedance gain, Zy;, defined as

|V | (wclgj(\/Rs2+(ng)2j(gm|Zo|)
_|Yout| _ §

st | L 1
‘ test ‘ \/(RS +gm Cis)z +(0)(Lg +Ls)_ - )2
gs gs

|Z]

(6.25)

where Z, is the overall output impedance of the LNA and Z is large enough to be ignored
as discussed in section IV. From (6.3) and (6.25) it follows that the voltage gain, ideally
given by (6.3), can be measured using the current input signal if the following de-embedding

function is employed:

@ o] a1 |2 (6.26)
‘Vin ‘ ‘Itest HRS +SLgH B R 2 +((,0L )2
s=j® g

According to (6.26), if 1IR32+(coLg)2 is determined by the reliable external

components, then finding Zy=V ou/liest allows the calculation of the LNA’s gain. Contrary to
(6.12), equation (6.26) is valid even when the input is not impedance-matched.
In a Cadence simulation, the gain of the LNA in Fig. 6.9 is determined from the output

voltage and the voltage after R; of the s-parameter port. Because the input is matched to 50€2,
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the terminal voltage is attenuated 6dB relative to the source voltage within the port. Using the

conditions mentioned above and removing the units, (6.26) becomes
S21,dB = Zwm,aB —1010g(R > +(0Ly)?) +6 (6.27)

Since the control over the external components R, and L, is typically good enough, the
accuracy of (6.27) relies on the precision of the Zy measurement, which is addressed in the

next section.

6.3.3 RF Current Generation and Testing

RF voltage test input signals can be produced on-chip using the voltage-controlled
oscillators already present in integrated transceivers. If necessary, the power of the input
signal can be adjusted with passive attenuators as demonstrated in [88]. In this paper it is
assumed that the RF voltage signal is available on-chip; the goal is to generate and measure
the test current.

The proposed RF test current generator for the current injection BIT is shown in Fig. 6.9.
where Zgate is the impedance seen to the gate terminal of the LNA, which is typically the

parallel connection of R¢+sL, and the inductively degenerated transistor M;.
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Fig. 6.9 RF test current generator (a) Circuit diagram (b) Equivalent circuit

Transistor M, in this circuit performs the conversion of the voltage signal to current; the
resulting current flows through the load components, leading to current components flowing
through R,, Cp, im and ieso. The linearity of the current is not an issue; it can be shown [83]
that proper AC characterization can be done even if the total harmonic distortion is as high as
10%. The current of interest is its2, Which must be measured for proper CUT characterization.
For that purpose a bank of capacitors and a termination resistor R; are used to generate the
auxiliary current i, An important design consideration that is needed to accurately
characterize the CUT is: Zies>> Zgae. Under this condition, the ratio of the test current (iese2)
and the measured current (i) relies predominantly on the matching of the unit capacitors
(Cs/m and Cs in Fig. 6.9), having the advantage of robustness to process variations. The

measured current and test current are related according to:
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Zgate n 1
I (j jOC
—Im(JF’)) —m IO Jl s =m (6.28)
test(.]('o) Rl + -
joC,

%=‘Zgate‘

For a current division magnitude equal to m; good precision in predicting s by
measuring iy, is obtained if R; is selected to be m times smaller than the impedance looking
into the LNA gate node (Zg,). Under the aforementioned conditions, the ratio of these two
currents depends on the parameter m. The impedance seen at the gate of the LNA (Zga) in
Fig. 6.8 is equal to the equivalent impedance of the resonant circuit at the desirable frequency.
In the LNA being used, the magnitude of Zy, at resonance is approximately 1.2k€.

The magnitude of i can be accurately predicted by measuring the voltage across Ry, as
shown in Fig. 6.9. When the output of the root-mean-square (RMS) voltage detector reported
in [93] is used for measurements of i. (through the voltage across R;) and v, of the CUT,
and then the measurement error due to the power detector is cancelled, except for the errors
due to the unavoidable mismatches between the two detectors. These errors, however, do not
significantly affect the precision of the characterization. In [91], this differential method was
used to achieve less than 5% deviation between the measured RMS voltages and the
theoretical values. The impedance at the drain of M, without including the capacitor banks is
RollrollI1/s@Cp, where 1, is the output resistance of M,. The overall impedance seen by the

CUT at the resonant frequency is

Zog == 4 [Ry+—L IR, Iy I —L— 6.29
test ]mOCs (( 1 ](‘)OCs) 2 0 ]mOCp ( )
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The small-sized series capacitors used to inject the current into the CUT allow to achieve
high output impedance (Zes>10XZg.). This leaves sufficient freedom to optimize M, and R,
for the test current magnitude, voltage headroom, and noise performance.

Assuming that the RF current generator is utilized as part of the BIT configuration in Fig.
6.8 and power detectors are used for finding the magnitudes of iws and Vouts im_rms = Vm_rms/R1

can be substituted into equation (6.21). Thus, S;; can be predicted as follows:

S21.dB =20 log(le XMJ — lOlog(RS2 +(oL, )2 )+ 6 (6.30)

Vm_rms

where vy, s 1S the voltage measured by PD,, in Fig. 6.8. Alternatively, the RF current
through R; could be measured using the approach described in [95], in which a sense
amplifier and peak detector are utilized together with other processing circuitry in a
self-calibration scheme. The conceptual diagram is shown in Fig. 6.10. The current is sensed

by resistor R and processed by the sense amplifier and peak detector after the follower.

VoD

v
Ce1 Lo Vg
P m

Gl |

Ls

To source |_,,| sense » peak
= R follower amplifier detector

test

Fig. 6.10 Conceptual diagram of the current sensing approach [95]
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The absolute value of the on-chip R; within typical variations (30%) may introduce errors
of the order of 2.5 dB in equation (6.30). For this reason, the proposed BIT should be
preceded by a quick DC measurement of a replica of R; with the ATE. Internal mismatches
due to process tolerances and temperature gradients between the R; used in the BIT and the
replica may not exceed 5%; therefore the measurement error will not exceed 0.4dB. The
calibration resistor R; could be connected to a multiplexed test bus for DC measurements
such as quiescent current tests to avoid the cost of an extra pin. In the remainder of the
discussion, it is assumed that the value of R; has been determined prior to the BIT with an
error low enough to be disregarded (<0.5 dB).

The typical voltage based method is shown in Fig. 6.2. The difference between two
power detectors is used to estimate the LNA gain. Since the off-chip matching network L,
and R, are bypassed, the conventional voltage based method can not accurately estimate the
real LNA gain. The modified voltage based method is proposed, which use (6.12) to estimate
the LNA gain. If the input network is perfectly matched, (6.12) can estimate the LNA gain.

The proposed current injection method is summarized in Table 6.2.
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Table 6.2 Summary of the proposed methods

Proposed modified voltage based

Method Proposed current injection method
method
A voltage source, two power
Assumption A voltage source, two power detector,
detector and a well controlled
(requirements) and a perfect input matching condition
q p p g
off-chip inductor
\Y |V R, —sL |
Sa1ap = Zaas ~10l0gR >+ (0Ly)")+§  |G=~oub = "out 578
Vin |Ve 2Ry
Estimation
1
equation |Zt] = |~out| = g Vv sC
Liest \/(Rs+gmi)2+(m(Lg+Ls)* 1 ) out _ _ gs
C oC
LS s Vv LS 1
g €m +sL +——
Cy SCys

6.3.4 Design Procedure

The design of the current injection based testing circuits is as shown in Fig. 6.11



Analyze the under testing circuits, obtain gain Av,
input impedance Zgate, and desired input signal
level Vinfrms

Y

Design the current generator to have large
output impedance and generate required
output current power level

Y

Adjust the output impedance Ztest, to |
have Ztest>>Zgate

h

Adjust the injected current level itest, to
have itest*Zgate=Vin_rms

Design the power detector to obtain the
designed dynamic region, input impedance

A

Y
Adjust the PD with more than
25dB dynamic range

A

A4

Adjust the PD input capacitance |
less than 20fF for a 2.4GHz LNA [~

\ 4
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Connect the blocks -
\J Adjust the current generator output impedance
Simulation Increase the current generator output signal level

Reduce the power detector input capacitance

Specificatons Satisfied?

¢ Yes

End

Fig. 6.11 Design procedure of the current injection based testing technique
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6.4 Simulation Results

6.4.1 LNA and Current Generator Design and Performance

Table 6.3 Component values of RF BIT

LNA (Fig. 6.6) Current Generator (Fig. 6.9)
Component Value Component Value
M;(um ) 120/0.18 M, (um ) 4.32/0.18
M,(um ) 120/0.18 R1(Q) 150
L, (off-chip)( nH) 23 R,(kQ) 2.7
Ly(bonding wire)( nH) 0.288 C.(fF) 40
Lg(on-chip)( nH) 3 m 8
Ivi(mA) 4.22
Bias Circuit Ig(HA) 260
My (pum ) 4.32/0.18 Rp(kQ) 9

First, the under testing circuits are obtained. In this case a 2.4GHz CS-LNA is used as the
under testing circuits. Second, analyze the desired signal level at the input and the input
impedance of the under testing circuits. After that, the current generation circuit is designed
to satisfy the signal power level requirement and high output impedance not to load the input
of the testing too much. And then the power detector is designed with enough dynamic range
according to gain and the linearity requirements of the under testing circuits. It needs to have
larger than 25dB dynamic range and less than 20dF input capacitance. Following that,

connect all the blocks and use the simulation to verify the concepts.
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A 2.4GHz CSLNA was designed using TSMC 0.18um CMOS technology to validate the
proposed method. It is designed following the same procedure as the design procedure shown
in Fig. 3.26. The detail step by step design procedure of LNA is not included here. In the
simulation setup, the output of the current generator (Fig. 6.8) was injected at the gate of the
LNA as shown in Fig. 6.7. The inductor L, was assumed to be an off-chip component to
minimize the noise figure; The inductor Ly was a bonding wire inductor and L4 is
implemented with on-chip spiral inductor from the design kits, which can also be modeled
using ASITIC [60]-[61]. The circuit parameters for the LNA and current generator are listed
in Table 6. 3. The requirements for the test current generator design depend on the available
voltage source, the typical input power level of the CUT, and the dynamic range of the
on-chip power detectors. From the simulation, the impedance of the LNA at the gate of the
transistor M (gate) is around 1.2K€Q. The Z., should be ten times great than Zge.

7z =2 57 6.31)

test ate
oC, £

From (6.31), according to the practical consideration, m=8 and C,=40fF.
The resistor R is used to sense the current flowing though the LNA. To satisfy (6.28), the

following relation should hold true

gate

z 1
+—

m  joC,
— =

JoC

1 (6.32)
R, +

R was selected equal to Zgae/m = 150€.
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The current generated should flow to the LNA rather than R; in Fig. 6.9. R2 needs to be

very large and satisfy

(6.33)

v/
R, <<( ge 1 j//R1+
joC

m  joC,

Since the current will be measured by R, the absolute value of R; is not very important.
The R; is chosen to be 2.7K( in consideration of the voltage headroom.

In the discussed case, a -15dBm input signal from on-chip loop-back or an attenuator fed
by a local oscillator is expected and the value of the output current was selected to generate
approximately 10mV_RMS at the gate of the LNA for compatibility with the RMS detector
reported in [94]. The transistor M1 needs to provide the desired transconductance. From the
simulation, it is chosen as 4.32um/0.18um. It needs 0.28mA bias current and has 1.74mS
transconductance.

R was selected equal to Zgye/m = 150Q. Under these conditions, the power levels at the
LNA gate and across R; are comparable so that the dynamic range of the power detectors
PDy-PDy, only has to cover the gain from the gate of M; to the drain of M, in Fig. 6.6. The
89.61A_rmMs measurement current through R creates a voltage drop of 13.4mV_grwms, which
corresponds to -24.5dBm to be detected by PD,,. Table 6.3 summarizes the Cadence
SpectreRF simulation results for the performance parameters of the standalone LNA and the
test current generator with the equivalent load of 1.2k€ at the resonant frequency.

LNA is an example used to verify the proposed testing method. The specifications of the
LNA are not the design target. Its performance is shown in Table 6.4. The current generator

circuit needs to provide an injected current with high output impedance. The injected current
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is measured using the power detector, which is explained in [93]. The power detector has
more than 25dB dynamic range and less than 20fF input capacitance. In this design, the
signal level is measured directly using the simulator tools rather than a real power detector. In
a similar design in UMC 0.13um technology, a power detector is used, which is similar as

that in [93]. Its basic conceptual diagram is shown in Fig. 6.12

~, N /A [

Vin_po —m Amplifier —® Rectifier —® LPF —® Vouroc

Zin Pp

Current

Amplifier [~ To rectifier
Vin_po © | | }{
r CGS

(b)
Fig. 6.12 (a) Power detector conceptual block diagram and (b) Power detector equivalent
input (amplifier) stage
The basic concept behind the pseudo-RMS power detection is visualized in Fig. 12a. First,
the input stage senses the RF signal and amplifies it to a desired level at which further
manipulation is achievable. This signal is then rectified and finally low-pass filtered to

generate a pseudo-RMS equivalent DC output element [93]. The relation between Vo pc as a

function of Vj,pp, Amplification is shown in Fig. 6.13 using a 0.13um design as an example.
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Fig. 6.13 Power detector DC voltage output vs. input power in dBm

The input stage of the PD is conceptually depicted in Fig. 6.12b. The noise of the power

detector is typical in the range of microvolt and does not limit the dynamic range.

Table 6.4 Simulated LNA and current generator specifications

LNA (Fig. 6.8) Current Generator (Fig. 6.9)
Parameter Value Parameter Value
S, @2.4GHz 15.4dB Emefrective (test / Vin) 142uS
NF @2.4GHz 1.24dB I1P3 0.94dBm
S| @2.4GHz -23.3dB 1dB Comp. Point -9.0dBm
Spot Noise 17472
S, @2.4GHz -13.9dB @2 4GHz 1.93x10"' V°/Hz
Supply 1.8V Supply 1.8V
Power 7.6mW Power 0.97mW
Technology 0.18um CMOS Technology 0.18um CMOS
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To test the CUT at different power levels, several options exist: 1) the current division
ratio can be changed by using a digital control and switches to alter m; ii) the power of the
input signal (Vj, in Fig. 6.9) can be adjusted through a programmable attenuator; iii) a
variable resistor can be used for R, in Fig. 6.6 to vary to test current, which would be the most
efficient option since a PMOS transistor operating in triode region may serve for that purpose.
In this design, the current iees (~11pA_rms) was adjusted such that V,=11mV_gys at the LNA
gate, which is chosen to match the same power level when the input of the LNA is -30dBm
power level signal. The spot noise measured at the gate of the LNA was around 1.93x10™"’
V¥Hz at 2.4GHz; consequently, the SNR in the presented scenario is approximately
130dB-10xlog(BW), where BW is the channel bandwidth defined by the targeted
communication standard, i.e. for Bluetooth, BW=83.5MHz (2400MHz-2483.5MHz) [28].
There is sufficient room for attenuation of the current generator input signal and added noise

from an attenuator circuit to generate voltages down to several micro-volts at the LNA gate.

6.4.2 Voltage Gain Estimation Using the Proposed Modified Voltage Based Method and

the Current Injection Based Method

This section uses the simulation to verify the proposed testing topology. First, the
equation used to estimate the LNA gain is repeated. Second, the LNA gain, the estimated
LNA gain using the current injection method, which is calculated using (6.17) and the
estimated LNA gain using the proposed modified voltage mode method, which is calculated

using (6.12), are compared. Finally the summary is achieved.
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For the proposed method, an example is given for a numerical example. Assuming
R=150€2, L,=23nH, and R=50€2 are either accurately known or determined with a DC test
prior to the BIT as suggested earlier; the estimated gain (Gjy) using the proposed current

injection methodology can be determined by substituting the known values into (6.30):

\Y

m_rms

_ Vout_rms 2 -9.2
GI’dB—ZOIOg 1200 —1010g|50” + (wx23e ") )+ 6 (6.34)

The predicted gain with the voltage-mode approach (Gy) based on equation (6.12) is

_ Vour_mms 502 +(wx23e)?
GV,dB = 2010g( Vg_rms X %50 +6 (635)

A comparison among the LNA S,; vs. frequency and the estimated gains using the

current method (6.34) and the proposed modified voltage method (6.35) is plotted in Fig.

6.14.
15
o 14
m
-
13
16 S B B Lo v u u oy 0 I
280G 2,256 250G 2.75G 380G

Fig. 6.14 Comparison of S;; and the estimated gains: proposed current technique with (6.34)
and proposed modified voltage mode technique with (6.35)
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The error of the estimation using the current method (6.34) and the proposed modified

voltage method (6.35) is plotted in Fig. 6.15.
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Fig. 6.15 Comparison of estimation error of the proposed current technique with (6.34) and
the proposed modified voltage mode technique with (6.35)

According to the Cadence simulation results at 2.4GHz, the error between S21 and the
estimated gain using the current-mode BIT system was less than 0.15dB. Additional errors
will be introduced from mismatch and intrinsic linearity limitations of the power detectors.
Taking 0.5dB mismatch error into account, the gain of the LNA at the operating frequency
can still be estimated within 0.65dB using the proposed technique. As a reference, the
results of the testing technique based on voltage-mode are depicted for the case where
perfect impedance matching and de-embedding techniques are used. Notice in this plot that
the current-mode testing technique is able to predict S21 over a wide frequency range.

Since the voltage-mode prediction is based on the assumption that the circuit is at

resonance, the estimation error is very frequency-dependent and remains smaller than 1dB
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only within 100MHz of the resonant frequency. The measurement accuracy decreases much
less when the test is conducted through the current injection because the matching network
is not significantly affected during characterization. The frequency-dependent error was
approximately 0.5dB at 3GHz; testing at frequencies far away from the operating frequency
is rarely needed. Current injection characterization error is caused by high-frequency
parasitic effects and by the load impedance change at the output of the current generator
when the LNA input matching circuit is not at resonance. The accuracy of the
characterization is further affected by the ratio ip/ies.

The ideal ratio of these currents is 8 in this design, but it changed from 7.71 to 8.40
over the 2-3GHz frequency range. The fact that the deviation of the ratio was within 5% of
the ideal value can be credited to the accuracy of the capacitor banks used in the in the
current divider together with the proper selection of R;. In addition to being minimally
affected by process variation, the ratio of the capacitor impedances in the divider remains
constant over frequency. The noise of the current generator is injected into the LNA same
as the injected testing signal. The spot noise is very small as shown in Table 6.4, which
results in a large SNR testing signal. The injected current is also measured by the power
detector. And then the noise of the current injection has very small influence. The noise of
the power detector is typical in the range of microvolt and does not limit the dynamic range.

The detail of the power detector is as shown in Fig. 6.12 before.
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Equations (6.12) and (6.35) rely on the accuracy of the off-chip inductor value L.

However, L, varies according to its tolerance specification.

The sensitivity of the inductor L, in the input impedance of the source inductively

degenerated LNA is

SZin _ aZin Lg _ SLg

e oL, Z, Z

mn

(6.36)

In order to assess the sensitivity of the two methods to L, variation, simulations were

conducted with L, values in the test setup that deviate +5% from the value used in equations

(6.12) and (6.36). The results are summarized in Table 6.5.

Table 6.5 Gain estimation at 2.4GHz with +5% Lg tolerance

Estimation Estimation
Simulation
(voltage-mode) (current-mode)
L,
Error* Error*
Soi S Gy Gy
(S21 vs. Gy) (S21 vs. Gy
23.0nH 15.4dB | -23.3dB 15.3dB 0.06dB 15.3dB 0.11dB
24.2nH 15.4dB | -19.6dB 15.3dB 0.03dB 15.5dB -0.17dB
21.9nH 152dB | -12.4dB 15.3dB -0.17dB 14.7dB 0.44dB

* Excludes ~0.5dB power detector error.
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It can be observed from the results in Table 6.5 that the current injection approach can
tolerate +5% discrepancy between the assumed gate inductor and actual value while ensuring
an error less than 0.44dB. Since L, is an off-chip 23nH inductor, it normally can have better
than £5% tolerance according to the inductor manufacturer information. It can be observed
from Table 6.5 that the current injection approach can tolerate £5% inductor variation from
the ideal inductor value with an error less than 0.5dB. From Table 6.5, we also can find that
during this condition, although the proposed modified voltage mode method can not detect
the variation of the gate inductor, it has better accuracy. The conventional voltage mode
method can not accurately estimate the LNA gain with the existence of the input matching
network. In a similar design using 0.13um CMOS process, due to the lower Q of the input
matching network, the proposed current injection based technique shows better accuracy
over the proposed based technique. The drawback of the proposed modified voltage mode
method will be explained further in the section later.

The typical voltage mode technique can not estimate accurately the LNA voltage gain
with the existence of the off-chip matching network. The modified voltage-mode expression
in equation (6.35) was proposed in this work to estimate S;; of the LNA even with the
off-chip matching network. Its estimation is based on the perfect input matching condition
(S11=-0). From Fig. 6.14, the proposed voltage mode method can not estimate the LNA gain
in the wide frequency range. It heavily relies on the perfect input impedance matching
condition. In practice, the S;; requirement might up to -10dB. For example, for another
design with the same topologies, the accuracy of the voltage-mode estimation degraded

approximately 0.5dB for the re-designed LNA (S;;=-15.8dB) in 0.13um technology in
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comparison with the previous design (S;;=-23.3dB). From the table, the voltage-mode

estimation technique is not able to predict the variations of L,

Table 6.6 Gain estimation at 2.4GHz with process corner models (L, =23nH)

Simulation | Estimation (voltage-mode) | Estimation (current-mode)
Model
Error* Error*
Type Soi Gy Gi
(521 VS. Gv) (Szl VS. GI)
Typical 15.4dB 15.3dB 0.06dB 15.3dB 0.11dB
Slow 13.4dB 13.2dB 0.21dB 13.2dB 0.23dB
Fast 17.6dB 17.8dB -0.24dB 17.5dB 0.04dB

* Excludes ~0.5dB power detector error.

The robustness to process variation of the proposed technique was evaluated by
simulating the circuits in the test setup with the fast and slow process corner models for the
active and passive components of the LNA and RF current generator. In the presence of
process variations, the estimated gain matches with the simulated gain of the LNA within
0.24dB in both cases; the results are provided in Table 6.6. The conventional voltage mode
method can not estimate LNA gain with the existence of the input matching network.
Although the proposed modified voltage mode method can estimate the LNA gain when the
input is perfectly matched, it can not sense the variation of the gate inductor and thus can not
detect the defects of the input network. It may be accurate than the proposed current injection

method when the input network has a high quality factor and in some frequencies. The
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current injection technique can detect the variation of L, value and thus detects the defects of
the input matching network. The current injection based method shows better accuracy in a

wide frequency region.

6.4.4 Accounting for Parasitics

For a product in the high-volume production phase, the external inductor L, must be
selected to meet the specification targets for the design. This is done by choosing the value
for L, taking into account the ESD [92] protection circuitry as well as bonding pad and
package parasitics. ESD protection diodes (perimeter = 40um) were added to the test setup
(Fig. 6.16) with the goal to evaluate the effectiveness of the current injection BIT when

designers include the parasitic models along with the CUT in simulations.

VbD

Power
Detector

Fig. 6.16 Current injection BIT with ESD protection diodes (D, D;) and an undesired
leakage capacitance (Cieax)
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A capacitor can be used to roughly model bonding pad effects and unanticipated
parasitics. Let us suppose that an unexpected leakage path to ground exists due to fabrication
defects or variations. This leakage can be introduced by connecting a grounded capacitor
(Cieak) between the inductor terminal and the circuitry under test. The bonding wire
inductance is lumped with the L, in this model.

Since all the parasitic elements affect the CUT impedance matching, the current-mode
BIT technique is sensitive to them while voltage-mode BIT cannot detect these faults due to
the low sensitivity to the variation of components in the matching network. The voltage mode
can not detect the variation of the input matching network and thus can not detect the defects
of the input matching network. The proposed modified voltage mode method may be more
accurate in a low Q input network and in a small frequency region than the current injection
based method. Fig. 6.17 shows the plots of S,; and the estimated gains at 2.4GHz from

simulations with a sweep of the leakage capacitor value.
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Fig. 6.17 Comparison of S;;, Gy, and Gy at 2.4GHz with ESD protection diodes and leakage
variation (modeled by sweeping Cie.x at node “x” in Fig. 6.16)
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As Sy degraded from 12.9dB to 2.1dB, it was tracked correctly by Gy with a maximum
error of 0.53dB. This result confirms that the transformation in Fig. 6.4 is valid regardless of
the circuitry to the right of node “x”. In contrast, Gy from the voltage-mode projection was
unaffected by the alteration of the matching conditions at the input, resulting in errors of
2.5dB or more. If the matching is optimal, the proposed modified voltage mode method has
better accuracy. The only error comes from the mismatches of the power detector at the input

and the output. The current injection method has the current sensing error plus the mismatch

error of the power detectors at the input and the output.

6.4.5 Impedance Termination Options

Current injection can also be used with the same circuitry for on-wafer testing or other
test scenarios in which the matched impedance termination is not practical or expensive to
realize. With an accurate 50Q termination from the ATE interface hardware without L,
equation (6.34) predicts the voltage gain when L,=0. Thus, it is possible to perform a
functionality check of the on-chip components at the wafer test stage. Likewise, L,=0 was
substituted into the voltage-mode correction factor in (6.35). S;; and Gy plots in Fig. 6.14
were obtained by removing L, from the circuit in Fig. 6.17 and repeating the simulations with
a sweep of the leakage capacitor at node “x” as in the previous subsection.

Gy is not included in the figure because the error was more than 5dB, but the results from

the corner simulations are listed in Table 6.7. As expected, simulation results without the gate

inductor demonstrated the shortcoming of the voltage-mode estimation to detect changes in
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the impedance-matching network. The underlying assumption to extrapolate S;; using
expression (6.12) is that the input matching network is fault-free, which is not guaranteed

with potential fabrication and packaging defects.

1 Gi at Z2.4GHz
4.5 a7 S21 ot 2.4GH=z
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Fig. 6.18 Comparison of the simulated S,; with a 50Q2 impedance termination vs. Gy using
L,=0 in the estimation (simulated at 2.4GHz with ESD protection diodes and leakage
variation)

The plots in Fig. 6.18 show that the gain reduction effect due to unexpected capacitance
(Cieax) 1s less significant and therefore more difficult to detect with a 50€2 termination
because the input network is not at resonance. In this case, the equivalent impedance at node
“x” in Fig. 6.16 is dominated by the 50Q resistor, which is significantly lower than the
equivalent impedance of the parallel leakage capacitor at 2.4GHz. Defects and parametric
variation of M; and subsequent devices in the signal path are still detectable as indicated by

the results from the corner simulations in Table 6.7. On the other hand, the maximum

difference between S21 and Gy with the current-mode BIT was 0.12dB. S21 is the LNA
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power gain. Gy is the estimated gain using the current injection method (6.34). Gv is the

estimated gain using the proposed modified voltage mode method (6.35).

Table 6.7 Impedance termination (R=50€2, L,=0)

[Gain estimation at 2.4GHz with process corner models]

) . Estimation Estimation
Simulation
Model Type (voltage-mode) (current-mode)

S,/(dB) Gv(dB) Error*(dB) Gy (dB) Error* (dB)
! Y (Sa1 vs. Gv) : (Sa1 vs. G

Typical 3.96 -1.57 5.53dB 4.06dB -0.10dB

Slow 1.75 -3.77 5.52dB 1.86dB -0.11dB

Fast 6.34 0.82 5.52dB 6.46dB -0.12dB

* Excludes ~0.5dB power detector error.

Table 6.8 Comparison of gain estimation accuracy for the LNA (With process variation)

Voltage-Mode

Current Injection

impedance-matching?

(for comparison)

Test Goals / Conditions Intended Application | (Estimation Error) (Estimation Error)
Magnitude/% Magnitude/%
On-chip voltage gain X
On-wafer test 0.5dB /3.25% 0.62dB/4.02%
measurement

S, estimation with 3

hypothetical scenario’
perfect input 0.74dB/4.55% 0.73dB/4.74%

S, measurement with
degraded

impedance-matching’

In-package/

board-level test

not suitable

1.17dB/7.6%

' Due to power detector mismatch only. Other results in this table include the 0.5dB power

detector error discussed in section V.

2 Without L, variation and parasitics at the LNA input gate node.
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3 Error corrections for non-ideal matching could be explored by combining the voltage-mode
S, estimation with an input-match BIT such as the one in [12].

* Test coverage for effects of L, variation and unexpected leakage due to parasitics/defects.

Table 6.8 contains an overview of the results from the comparison of the two techniques
under investigation. From Table 6.8, both the proposed modified voltage mode method and
the current injection based technique can estimate the LNA gain with the less than 5%
estimation error. In the condition that the input impedance is not perfectly matched and is
degraded, the current injection based technique is more suitable to use.

The power, area overhead of the BIT circuits are provided in Table 6.9. The data is

coming from the similar design in a standard 0.13um CMOS process

Table 6.9 Power, area overhead of BIT circuits

Block Current Power detector | Total BIT circuits
Generator
Area (mW) 0.002 0.010 0.023
Area overhead (%) 1.3% 6.3% 14.4%
Power (mW) 0.4mW 0.6mW 1.6mW
Power overhead (%) 7.14% 10.7% 28.6%

This work is to verify the validity of the proposed techniques; the signal power level is

obtained through the simulator rather than the power detector. The power detector power,
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area and overhead are borrowed from a similar design in UMC 0.13pm CMOS process. The
power detector circuit diagram is similar to Fig.6.12 [93]. The detail circuit and the
component values are not included here.

The BIT area and power consumption used for RF LNA testing will be even smaller if
integrated in the wireless transceiver.

The current generator needs 3 pins besides the power supply and ground pins. The power

detector needs 7 pins besides the power supply and ground pins.

6.5 Summary of the Proposed Current Injection BIT Technique for RF LNA

A BIT technique that involves current injection into the RF front-end has been presented.
With this approach, the input matching network is not significantly affected; neither in
testing mode nor under normal operation. The current injection circuit has large output
impedance (more than ten times of the impedance seen at the gate of the LNA). The power
detector has a small input capacitance (less than 20fF capacitance). The BIT circuits cause
less than 5dB S11changes. A remarkable benefit of the proposed approach is that the same
BIT can be used during on-wafer test without proper matching and during package or
board-level test with the impedance termination network.

A suitable current generation circuit with high output impedance was utilized along with
a robust measurement methodology that requires two RMS or power detectors. The
components of the current generator would only require a small chip area overhead of

2

approximately 0.6x10”°mm” and each of the two referenced power detectors less than
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0.02mm”. It was demonstrated that the ratio of the injected and measured currents does not
deviate more than 5% from the ideal value between 2GHz and 3GHz.

Valid gain estimation for the LNA example was achieved on the basis of a simple
formula that can be evaluated by the ATE in a production test environment. The feasibility of
the current injection BIT scheme was demonstrated with the characterization of a 2.4GHz
LNA using simulations in Cadence. The measured S,; gain and the gain estimation with the
BIT circuitry matched with an error of less than 1.2dB (8%) for all corner parameters. The
proposed testing methodology is suitable for on-wafer good-die characterization as well as

for good chip package identification.
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CHAPTER VII

CONCLUSIONS

7.1 Conclusion

In this thesis, several building blocks of the wireless receiver are examined. The existing
design techniques are reviewed and their problems are pointed out. Several novel high
performance circuits are proposed.

Two low power, low area and large bandwidth amplifier architectures are proposed,

using a single Miller capacitor to stabilize the amplifier, which reduce the area, increase the
bandwidth, and improve the settling time and slew rate performance of the amplifiers.
A noise reduction technique is proposed for a differential cascode RF LNA to reduce the
noise contribution of the cascode transistor and improve the linearity performance of the
LNA. The noise and linearity influence of the cascode transistor in the RF LNA is detailed
analyzed. A capacitive cross-coupling technique combined with the inductor is applied to
improve the RF LNA noise and linearity performance. With the propose technique, the RF
LNA has 0.35dB NF and 3dB IIP3 improvement. A differential cascode CS-LNA is designed
and fabricated to verify the concepts.

A filter based CG LNA is proposed for Ultra-wideband application. The input matching
is obtained through the bandpass filter concept. The input stage is based on common gate

LNA, which inherits the advantages of the CG-LNA for UWB application. The designed
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LNA has lower power consumption, with better linearity, isolation and less sensitivity to
process variation. The simulated results verify the concept.

A BIT technique is proposed for RF Front-Ends, which utilizes a current injection
technique rather than typical voltage based technique to test the gain of the LNA. With the
proposed technique, the LNA gain can be estimated with less than 8% error even with 10%
inductor value variations. The estimated accuracy is immune to the pad capacitance and the
ESD of the circuits. The proposed technique is theoretically analyzed and verified using

simulation.

7.2 Future Work

A promising direction for multi-stage amplifier design lies in the low voltage and power
amplifier designs in advanced CMOS technology design, such as 90nm, 60nm, 45nm and
32nm processes. In most advanced processes, the gain of the transistor is smaller while the
process variation is larger, and the flicker noise corner frequency is higher. Novel amplifier
circuits and design procedures are needed.

The Low Noise Amplifier design research falls in the following categories: 1)
Fundamental improvement of the LNA in noise and the linearity. The noise reduction
technique used in feedback LNA and CG-LNA reduces the thermal noise contributions of the
transistor in LNA [35]-[36]. Meaning there should be a similar noise reduction design
topology for the gate induced noise for CS-LNA. Typical linearity improvement techniques

use the multiple transistors working in different regions to cancel the nonlinearity of the LNA
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and improve the linearity. Almost all of the techniques use the transistor working in the weak
inversion region. Since a transistor working in the weak inversion region has a lower
frequency performance, it is desirable to propose an improved technique for LNA working in
the higher frequency. Since the reported linearity improvement LNA were only designed for
a narrowband LNA, it is desired to propose some linearity improvement techniques for the
wideband LNA in the applications such as DTV Tuner and UWB. 2) LNA designs for
different applications. Many wireless applications have been proposed and will reach the
markets. The LNA designs for different wireless application systems are needed to satisfy the
requirements. 3) Millimeter-wave LNA designs. Since the operating frequency of the
wireless systems are increasing higher and higher while the bandwidth wider and wider, the
LNA designs using the microwave components are attracting a lot of research effort. The
noise performance of the transistor in millimeter-wave frequency regions needs to be
analyzed. Millimeter-wave LNA design provides a new challenge for the researchers and the
designers.

The RF circuits testing costs a lot in terms of both testing time and expense. The
integration of the BIT circuits in the design reduces both the testing time and the testing cost.
Typical RF BIT technique tests the gain and the 1dB compression point of the RF circuits. It
will be very useful to explore the possibility of testing all the specifications of the RF
circuit’s on-chip in addition to the gain and 1dB compression point, such as the noise
performance and inter-modulation distortion performance of the RF circuits. The power

detector serves as an important building block for the BIT system. It is desired to design the
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high performance power detector, which has the better resolution, occupies the less area,
consumes the less power and has the larger dynamic region.

Finally, tunable RF circuits are a good direction for research. They can be integrated into
the testing system. The performance of the RF circuits are detected and compared with the
required specifications. The RF circuits are tuned or corrected accordingly using an analog
and/or digital approach to satisfy system requirements. Novel algorithms and circuits are

needed in this area.
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APPENDIX A

ROUTH-HURWITZ STABILITY CRITERIA AND STABILITY OF SMC AND SMFFC

AMPLIFIERS

A.1 Routh-Hurwitz Stability Criteria

The Routh-Hurwitz stability criterion is a method to analyze the stability of the system.
For a given system with single input and single output, if the characteristic equation of the
closed loop transfer function is given as a polynomial, using the coefficients of that

polynomial can have the idea if the system is stable or not. The characteristic equation is
H, (s)=a,s" +a, ;8" +..+a;s' +a, (A.1)
Rule 1: All the coefficients in (A.1) need to be positive (same sign) and can not be zero.

Rule 2: The Routh array in Table A.1 should be positive

Table A.1 Routh array
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In Table A.1, a,is the coefficient of (A.1); b,and c;is obtained from (A.2) - (A.5)

bn—l = a (an—lan—Z _anan—3)
n-1
bn—3 = a (an—lan—4 _anan—S)
n—1
1
Ch1 = (bn—lan—3 _an—lbn—3)
n—1
1
Ch3 = b (bn—lan—S - an—lbn—S)
n—1

(A.2)

(A.3)

(A4)

(A.5)

Stability conditions impose that all coefficients are greater than zero. i.e. b,_; >0or

an—lan—2 > a’nan—3 .

A.2 Stability of the SMC Amplifier

The Close loop transfer function of SMC is

1

A sme) (8) =
1 (

where

+3
nggmL gmlgmL

3 2
N sij(H_s C.g. ) CPZCLJ aps’ +a;s” +a,s+a,
gml

CpZCLCm
Qg =—
gmlgmlgmL

(A.6)

(A.7)
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C, C
a1: g02 L~m (AS)
Em1&m28mL
C
a,=—=2 (A.9)
gml
a, =1 (A.10)

The stability condition of the SMC amplifier can be determined by analyzing the
closed-loop transfer function with a unity-gain feedback configuration. From the equation

(A.6), the order of the numerator of A gyc)(S)is less than that of the denominator, so the

stability of the amplifier is basically determined by the denominator.

The Routh Array of the SMC amplifier is given in Table A.2

Table A.2 Routh array of SMC

s? a )
52 ay aj
g! b, =(a,a, —aja;)/a,

g0 ¢ =(bja;)/b, =a,

Applying the Routh-Hurwitz stability criterion rule 2 to the characteristic equation of
transfer function (A.6), all the coefficients in Table A.2 should be positive to stabilize the

system. It yields
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a,a, —aga; >0 (A.11)
82  8m _ W (A.12)
Cp2 Cm

A.2 Stability of the SMFFC Amplifier

The stability analysis utilizes the same theory as that of SMC. Neglecting the effect of the

RHP zero in (2.26), the Close loop transfer function of SMFFC is

1+ngflcm
gmlgml
A cismrec) (8) = (A.13)
C_,C
1+sgmf1Cm +SCm (14‘8 CLgOZ +82 p2—L j
gmlgm2 gml gm2gmL gm2gmL
C,,C; C
and g =—2—Lm (A.14)
gmlnggmL
C,C
a, = 8o2%Ltm (A.15)
gmlnggmL
C C
a2 —__—m + mgmfl (A16)
gml gmlgm2
a, =1 (A17)

From the equation (A.7), the order of the numerator of A guvprc) (8)1s less than that of

the denominator, so the stability of the amplifier is basically determined by the denominator.
The Routh Array of the SMFFC amplifier is same as that given in Table A.2

The Routh-Hurwitz stability criterion provides the following condition:
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a,a, —aga; >0 (A.18)
e & . 1 (A.19)
Cp2 Cm 1—i_gmfl /gm2
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APPENDIX B

CADENCE SIMULATION PROCEDURE OF THE LNA

The LNA simulation includes the s-parameter simulation, noise simulation and the
linearity simulation.
A common source LNA is used to demonstrate the simulation procedure.

The LNA and the setup for the s-parameter and noise simulation are shown in Fig. B.1.

VDD

{INB-
I
i .

In L e
- g -IE.—.—[}
. = " ot _buf
e
% Forl !
I F-——Hj
LNA Buffer

Fig. B.1 S-parameter simulation and noise figure simulation setup
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A) The Simulation of S-Parameter and Noise Figure of LNA

The input is a power source “psin”’, PORT1. Typically, the buffer following the LNA
drives the off-chip 502 impedance. Here, to obtain the voltage gain and the noise figure of
the LNA, a VCVS voltage source is used to sense the output voltage of the LNA and
transform the output voltage signal to a power port, PORT2. A 50 Q resistance R is placed in
parallel with the PORT2 for matching purpose. The setup for PORT] is shown in Fig. B.2. Its

source type is “sine” with a 50€2 resistance.

Edit Object Properties E|
OK | Cancel | Apply | Defaults| Previous | Mext Help
Apply To only current instance
Show system [l user W CDF
Browse Reset Instance Labels Display
Froperty Value Display
Library Mame analoglik off
Cell Hame pein off
View NHame symbol] off
Instance Mame | PORTL off
Add Delete Modify
User Property Master Value Local Value Display
Ivslgnore TRUE off
CDF Parameter Value Display
Frequency name | £ off
Second frequency name off
Moise file name off
Mumber of noise/ffreq pairs | 4. off
Resistance 50 ohng off
Port number i off
DC voltage off
Source type sing off
Delay time off

Fig. B.2 PORTI setup
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Port 2 source type is DC with a 50Q resistance. It is shown in Fig. B.3

OK | Cam:el‘ Apply | Defaults| Previuus| Nexl‘ Help
Apply To only current . | instance W
Show _| system M user l CDF

Browse | Reset Instance Labels Display |

Property Value Display

Ubrary Hame [ 3naloglid | orr

Cell Hame psid off —

View Name | syibol off

Instance Hame ‘PDRTZ off

Add | Delete | Modify |

User Property Master Value Local Value Display

Ivsignore ‘TRUE } off

CDF Parameter Value Display
Frequency name l— off
Second frequency name l— off
Hoise file name IV— off
Humber of noise/freq pairs IU— off
Resistance W off
Port number IZ— off
DC voltage F off
Source type Id\f— off
Delay time l— off

Fig. B.2 PORT?2 setup

OF | Cancel | Defaults| spply | Hel

*

w2 *sp LoEVIp ops
v pak wopnoise .- pRl
~ psp - QPSS v/ Gpac
- qpnioise - qpxf - QPR
3- Parametar Analysis
Ports Select
|.fpom-1 /BORTE —

|

msumap Variahle
+ Frequency
-~ Dexsign Variable
-~ Temperature
- Component Parameter
-~ Model Parameter

Sweep Range
*Slnt-Stop g, id | siep [
- Canter- Span !
Sweep Type
i W_ - Points Per Decaile |znt{
S e # Number of Steps

FPORTE |
Output poet - Seluct |

no Input part /PORT Select !:

Erabled Oplions...

Fig. B.3. SP analysis setup
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In the simulation window, select sp analysis. The ports are PORT1 and PORT?2. The
sweep region is the interested frequency: from 1GHz to 3GHz in this case. The noise analysis
is activated. The output port is PORT2, and the input port is PORT1. The sp simulation setup
is shown in Fig. B.3. Results can be shown in Analog Artist: Results/Direct Plot/Main Form/.
The form of s-parameter results and that of the noise results are shown in Fig. B.4(a) and in
Fig.B.4(b). The simulated s-parameter plot is shown in Fig. B.5 and Fig. B.6 shows the

simulated noise figure plot. The LNA has 15.6dB voltage gain, -31dB S11 and 0.62dB NF.

UK | Concel Help
Mot HMode & Append Replare
Pnaly3is
# sp
Funrlinmn
QK | Cancel Help
% 5r Zr W 1nr
G W3R MFmin Gmin Plot Mode & Append Replace
Rn L1l HF Kf Analysis
H11 51 (ST} ] H
G Gy G M
ZM HC GAc .
Function
GPC LEH S5B
5P £P YP HP
Descriplivn: 3 - Pazmeler GD VSWR HEmin Gmin
Fiol Ty Rn m & NF Kf
& Ruv Laigular Z-Snalh =l & Lt <
32— Snith Polar Gmax GImsy Guim
M HC GAC
Modifier GPC LSB SSB
Maggrudo Hasc ¥ odfl A .
Descrption: Noise Figure
Rual I eginery
Modifier
an Hik
aM g Magnitude 4 dB10
ndd 1o Dhiputs Add To Qutputs Flot
* 1o plot, press 3 button on ths fom... = Press plot button on this form...

Fig. B.4. (a) Form of the s-parameter results (b) Form of the noise results
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Fig. B.5 S-parameter plot of LNA

S—Farameter Response

i1 NF dB18

3.8G
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Fig. B.6 NF plot of LNA
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B) The Linearity Simulation of LNA (IIP3 and 1dB Compression Point)

The IIP3 and 1dB compression point is simulated using SPSS analysis. The power source,

PORT1, is set as in Fig B.7

OK | Cancel Apply | Defaults| Previous Hext Help
OK | Cancel| Apply | Defaults| Previous| Next Help
Apply To only current instance A off
Show system [l user Il CDF Amplitude {dBm) prt off
Initial phase for Sinusoid off
Browse Reset Instance Labels Display -
. Fregquency frf Hz off
Property Value Display =
: Aamplitude 2 off
Library Hame analogLih off
= Amplitude 2 (dBm) prk off
Cell Hame [prnlig] off =
_ Initial phase for Sinusoid 2~ . off
L i B
View Name symbo, o Frequency 2 frf? HE off
Instance Hame  PORTY o] FM modulation index H off
Add Delete HModify FM modulation frequency off
User Property Master Value Local Value Display A modulation index off
Ivsignore TRUE H off AM modulation Trequency |- of f
AM modulation phase off
CDF Farameter Value Display i =
. Damping factor off
Frequency name £ off =
4 v _ Multiplier H off
Second frequency name £2 off .
= Temperature coefficient 1 off
i H off
Hoise file name Temperature coefficient 2 off
i i i} off B
Humber of noiseffreq pairs L i A e off
j 50 Ohms
Port number L off AC magnitude off
DC voltage : o] AC phase ol
Source type sind off XF magnitude off
(DElEe7 L (i PAC magnitude off
Sine DC level off PAC maghitude {dBm) off
Amplitude H off PAC phase off

Fig. B.7 PORT1 setup for IM3 simulation

The PORT1 has two input tones at frq (2.4GHz) and frq2 (2.41GHz). The input signal power at
frq and frq?2 is set equal to a variable prf, which is swept from -35dBm to 5dBm in the IIP3 and 1dB

compression point simulation.
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OK | Cancel  Defaults Apply Help
Analysis tran de ac noise
xf sens dcmatch - sth

Accuracy Defaults (enpreset)

pz P Y R conservative Il moderate | liberal
pac pnoise pxf -
Additional Time for Stabilization (istab) |
psp qpss qpac
gpnoise gpxf qpsp Save Initial Transient Results (saveinit) | no Yes
Perindic Steady State Analysis
Oscillator
Fundamental Tones
# Neme Expr Falue Signal Sreld
1 f1 frf 2. 40 Large PORT1
2 f2 frfd 2,416 Large PORT1
J Sureep M Frequency Variable? 4 no yes
Variahle
. i £
|:| Large Varahle Mame |prf;
Clearffudd Delete Update From Schematic selectliesini/anabie
Beat Fi
¥ Beat Frequency i Al Gl || Sweep Range
Beat Period
4 Start- Stop Start [-3g Stop |9
. - Center- Span
Output harmonics From (Hz)| 2G. Max. Order P
Select from range To (Hz) ET 10 Sweep Type
Index Frequency f1 £2 4 Linear # Step Size =
Logarithmic Mumber of Steps
Add Specific Points
Enabled Options...

Fig. B.8 PSS analyze setup for IM3 simulation

The PSS analyze setup in shown in Fig. B.8. The beat frequency is the highest frequency common
to two inputs. In the sweep section, the IIP3 simulation needs to sweep prf from -35dBm to 5dBm.
The output harmonics is chosen from 2GHz to 3GHz up to 10" order to save the disk space. Run the
simulation. The results of IIP3 can be observed from Analog Artist: Results/Direct Display/Main
Form/PSS. The results form is shown in Fig. B.9. IPN curve is chosen to show the IIP3 curve. The 1*
order harmonic is at 2.4GHz and the 3™ intermodulation is at 2.39GHz. The output power is variable
sweep, “prf’. The input power extrapolation point is selected at -30dBm. For the output, select net
(specify R} and then in the schematic, click the interest net to show the IIP3 curve at that node. The

simulated IIP3 of the LNA is shown in Fig. B.10. The IIP3 of the LNA is -6.85dBm.



# pss

Function
Voltage Current
Power Yoltage Gain
Current Gain Powrer Gain
Transconductance Transimpedance
Compression Point 4 IPN Curves
Power Contours Reflection Contours

Harmonic Freguency Power Added ETT.
Power Gain ¥s Pout Comp. Vs Pout
Hode Complex Imp.

Select Het { specify R )

Resistance (Default is 50.)

Circuit Input Power Single Point
# Variable Sweep ('Pr’)

prf" ranges from -35 to 5

Input Power Extrapolation Point (dBm) -30

238
PR

Input. Referred IP3 Order 3rd
Jrd Order Harnmonic 15t Order Harmonic
1] 1] 1] 1]
236 2. 3606 236 2. 3606
237 2. 376 237 2. 375
2. 386 238 2. 380

390G

A0 245

239 2. 3090

Add To Outputs Replot
Fig. B.9 Results form of the PSS simulation
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Feriodic Steady Stote Response
troce="1st Order”;ipnCurves

h troce="3rd Order';ipnCurves

1 troce="1dB/dB";ipnCurves
troce="34B/dB";ipnCurves

60 v
w E
o | )
F Input Referred IP3’,———"—§.’8§52-1-""'
Be £ e T b ot
E e =
E Mﬂ‘:::!:”- ‘," [
-0 e
: R
40 Power = "{50. {/netd44))"
E o
E ep = —3@ e
-8 | e 3rd Order freq = 2.39G
- 'G’
_ap E L T::./. L L 1S.t.0.rd.er flrelq = 24@ L
—3@ —2@ —1@ @@ 1@
prf { dBm )

—41

Fig. B.10 Simulated IIP3 of the LNA

Similarly, the results of 1dB compression point can be observed from Analog Artist:
Results/Direct Display/Main Form/PSS. The results form is shown in Fig. B.11. Compression point is
chosen to show the 1dB compression point. The gain compression is selected as 1dB. For the output,

select net (specify R}. The input power extrapolation point is selected at -30dBm. The 1* order

harmonic is at 2.4GHz. And then in the schematic, click the interest net to show the IIP3 curve at that

node. The simulated 1dB compression point of the LNA is shown in Fig. B.12. The 1dB compression

point of the LNA is -17.5dBm.
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& pss
Function

Voltage Current
FPower Voltage Gain
Current Gain Powrer Gain
Transconductance Transimpedance

# Compression Point IPH Curves
Fower Contours Reflection Contours

Harmonic Freguency Powrer Added ETT.
Power Gain ¥s Pout Comp. ¥s Pout
Hode Complex Imp.

Select Met { specify R )

Resistance (Default is 50.)

Format Output Power

Gain Compression (dB) T

"prf" ranges from -35 to 5
Input. Povrer Extrapolation Point (dBm) | -30

Input Referred 1dB Compression

15t Order Harmonic

233 2.386¢
239 2396

241 Z2.41c
242 2.4Z06
243 2.430
fdd To Outputs Replot

Fig. B.11 Result form of 1dB compression point
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{ dBm )

2@

B.E

—1d

—20

-6

w

Fericdic Steady Stote Response

trace="1st Order';compressionCurves
trace="14dB/dB";compressionCurves

Pawer = "{5@. {/net@44))"

1st Order freq = 2.4G

S

pri { dBm )
Fig. B.12 Simulated 1dB compression point of the LNA
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APPENDIX C

VOLTERRA ANALYSIS OF THE PROPOSED NOISE REDUCTION AND LINEARITY

IMPROVEMENT LNA

Volterra series theory is widely used to analyze the nonlinearity of the frequency
dependant circuits and systems.
The typical inductively degenerated CS-LNA is shown in Fig. 3.10. The analyzed

cascode stage equivalent circuit is shown in Fig. C.1.

Ls

(a) (b)
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Vi,

ds2

i— N

(©)

Fig.C.1 (a) Inductively degenerated cascode CS-LNA (b) Equivalent small signal model of
the LNA input network. (c) Analyzed cascode stage equivalent circuit

Here the Volterra series theory is applied to the cross-coupled cascode stage of the

proposed CS-LNA in Fig. C.1

Applying KCL to the each node of the model in Fig.C.1, we can get

V, =i, xZ, (C2)

1j is the input, and i4 is the output. We need to derive the relation between 1; and i4 up to

d
3" order

. . . . ) .3
1y =14, =1(1;) =cy1; + 0,17 +C51) (C.3)
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The drain currents M2 relation with the gate source voltage Vg in Fig.3.10 can be

expressed up to 3 order
4o = 8m Va2 T gZVg522 + g3Vgs23 (C4)
Assuming the relation between V,, and the input i, can be expressed up to 3" order

using Volterra series as

Ve = a (0 +a,(51,8,)i;” +a5(s1,8,,85)i; (C.5)
where a,(s) is the first order coefficient term with one input frequency a,(s,,s,) is the
second order coefficient term with two input frequencies and a;(s;,s,,s;) is the third order
coefficient term with three input frequencies. They represent the mixed nonlinear effect for
multiple input frequencies. a,(s), a,(s;,s,) and a,(s,;,s,,s;) can be obtained by solving

(C.1)-(C.5) by equating the same order tem of 1; at both side of the equations.

Substituting (C.4) into (C.5), we can get

iy =g = 2na (91 +[g132(51’52)+g231(51)al(52)]112

(C.6)
+[2125(81,8,,83) +2g,2a,(s))a,(s,,83) + gza1(s1)a1(sz)a1(s3)]i13

where

_ 1

a;(s;)a,(s,,83) :g[al(sl)az(sz,s3)+a1(sz)a2(sl,s3)+al(s3)a2(sl,sz)] (C.D
Substituting (C.5), (C.6) into (C.1), we can get

SCy (al(s)il +a2(51’52)i12 +a3(s1,s2,s3)i13 )+gma1(s)i1 "‘(glaz(sl’sz)+g2a1(51)31(52))i12

+ (g1a3(sl’sz’s3)+ 2g,a,(s))a,(s,,83) + gza1(s1)a1(sz)a1(s3))i13 =1,
(C.8)
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For the harmonic input method, (C.8) needs to hold true for 1* order term, 2" order term
and 3" order term. With a single input tone, i, =e", equating the coefficients of * of (C.8),

we can get

a(s) =; (C.9

gm +ch52

Applying the two tones input, i, =e*" +¢*', to (C.8) and by equating the coefficient of

S t
G120t we can get

the term e
— 2,3 ()
2291V (C.10)

a,(S)=—
2() gm+scg52

Applying the three tones input,i, =e""' +e*' +e*', to (C.8) and by equating the

(s +s,+83)t

coefficient of e , We can get

_2g2al(sl)a2(sl’82) (C.lO)
gm +ch52

a;(s)=—

Substituting (C.8)-(C.10) into (C.4), we can get

c(s) =ga,(s) (C.11)
Cr(8) =813, (81,8,) +8,2,(51)a,(s,) (C.12)
c3(s) =ga5(s;,8,,83) +2g,a,(8;)a,(S,,85) +8,a,(8;)a;(s,)a,(s3) (C.13)

The third order intermodulation is the coefficient value whens, =s, =s, ands; =—s, .

The App; of the cascode stage can be derived as

4 1
= — .14
3 (C.14)

A? :
"33 H)| [, (@) -e(A0,20)
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2() = joC,, (C.15)
E(AD20) = g; — 2.5 (C.16)
2, 2 1
_= C.17
S8 73 gz[gm redo) g, 2w (17
H(w) = 2@ (C.18)
0

For the cascode stage with the proposed technique shown in Fig.4.4, the analyzed
cascode stage equivalent circuit is shown in Fig. 4.8.

Applying KCL to every node of the model in Fig.4.8,

SCoo (Vo = Vi) +i4, +SC (Voo — Vi) =1y, (C.19)
SC (Vi =V, ) =SCys (V5 = Vi) +5L 4y Vo (C.20)
V==V, (C.21)

V,_.=-V,, (C.22)

1. =1, (C.23)

1. =—g, (C.24)

For the cascode stage with the proposed technique, we can get

ig =i, =g (@) Vg, (C.25)
4joC,, - JOC, +- (JOCy, + jC,)
g (0) = add +0Cy; + OC,q; +0C gy (C.26)
2joC, +-
JOL 44

Replacing (C.14) with (C.26), all the other results from (C.13) to (C.17) are still valid.
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For the proposed technique, if (C.26) equals to zero, the current generated by M; will all
flow to the output without nonlinearity degradation. It helps to improve the LNA linearity.

For the typical CS-LNA with a cascode transistor, the nonlinearity degradation can be
evaluated by (C.14). From DC simulation, calculate the gate source capacitance Cgy, the 1%
order transconductance gm, the 2" order nonlinearity term g2 and the 3 order nonlinearity

term g3. Calculate g(®), g5, €(A®,20) and H(w) using (C.15)-(C.18). Calculate the input

3" order intermodulation using (C.14).
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