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ABSTRACT

A Novel Approach to Process Debottlenecking andrsification: Integrated
Techniques for Targeting and Design. (December 2007
Musaed Muhammad M. Al Thubaiti, B.S., King Fhad nsity
of Petroleum and Minerals;
M.S., Rice University

Chair of Advisory Committee: Dr. Mahmoud El-Halwagi

Continuous process improvement is a critical eldnmremaintaining competitiveness of
the process industries. An important category afcess improvement is process
debottlenecking which is associated with plantst thave sold-out products while
making a profit. In such cases, market conditiond #he prospects for enhancing
revenues and profits drive the process to incrpesduction.

To overcome the Ilimitation of conventional sequantiunit-by-unit
debottlenecking approach, this work introduces & approach. This new approach is
simultaneous in nature and is based on posing ¢hettlenecking task as a process
integration task which links all the design andragiag degrees of freedom and exploits
synergies among the units and streams to attaimmouax debottlenecking. Additionally,
this new approach considers heat integration of ghmcess while simultaneously
performing the debottlenecking. Because of the ggn@onconvexity of the process
model, a rigorous interval-based bounding technigugsed to determine the target for

maximum extent of debottlenecking aside from thebf@m nonconvexity. Inclusion



isotonicity using interval arithmetic is used totetenine a global bound for the
maximum extent of process debottlenecking. Focusgien to no/low cost
debottlenecking such as modest changes in desigropérating degrees of freedom.
Two case studies are solved to illustrate the egbility of the new approach and its
superior results compared to the conventional sgeglepproach.

Intensification, to debottleneck a process andriprove process safety is also
addressed in this work. A new definition and classtion of intensification is
introduced. This classification distinguishes betwéwo types of intensification: single
unit and whole process. Process integration andn@ation techniques are used to
develop a systematic procedure for process inieasdn. Focus is given to the
interaction among the process units while enhanitiagntensification of the process. A

case study is solved to illustrate the usefulnésiseodeveloped approach.
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CHAPTER|

INTRODUCTION

The chemical process industries may be classifital husiness sectors based on their
products that include: petrochemicals, polymergcigity products, biotech products,
and pharmaceuticals. These sectors differ in tefrikeir production quantities and/or
profit margins. For instance, the petrochemicatdmes geared towards manufacturing
bulk products that typically garner low profit margg On the other hand, the
pharmaceuticals sector produces smaller quantitias generate considerable profits.
Though each of these industries face their ownuenmhallenges in manufacture of their
respective products, the chemical industry, inipaldr, is facing a number of important
challenges that affect them exclusively and in aietya of different ways. These
challenges include:

1. Competition: Due to globalization (e.g., easier ement of capital, information
technology, new production technologies, new majkéthe chemical industry is
taking advantage of larger markets and is optingizis resources within a larger
sphere of opportunities. At the same time, howewgobalization is also
imposing enormous competitive pressures on compafikler chemical plants
that were built in an era when profit margins we@reater, face increasing
pressure today to redesign and modernize while lsameously improving their

cost efficiency and production capacity of existiagilities.

This dissertation follows the style and formatlotirnal of Environmental Engineering



2. Environmental Concerns and Regulations: Increapudgic awareness through
the coordinated efforts of local communities, regoly agencies and non-
governmental agencies has exerted considerablaemfé on the chemical
industry toward preserving the environment. Addiéilly, governmental
regulations, particularly in the areas of the emwiment and process safety, are
also impacting the business performance of chensmalpanies. As a result, the
chemical industry has had to change its understgndf process design and
operations, while constantly undertaking efforts iticrease its resource
efficiency from a raw material and energy poinvigiw (Van der Helm and High
1996).

3. Others: Additional factors or challenges facing ttteemical industry include
increases in the cost of raw material and eneltgy,availability of more cost
efficient technologies, etc.

As a result of abovementioned challenges, mosnotf all, existing chemical
processes must be continually retrofitted durirgrthfetime (Diwekar 2003; Fisher et
al. 1987; Rapoport et al. 1994; Turton et al. 2008rdingen et al. 2003) There are
several different retrofitting approaches that dedhasarying levels of effort and
expertise. Retrofitting problems can be one or mofethe following types of
modifications (Fisher et al. 1987):

1. The operating conditions of the plant are alteidad:process equipment changes
are needed and thus, almost no investment cosisaoeiated with this type of

modification.



2. The piping which connects an equipment is altefdte equipment might be
used for a new purpose. Repiping generally involeesinvestment costs.

3. The flowsheet topology is unchanged but equipmen¢fitted: Some equipment
can be altered without having to replace it altbgetAn example of this is the
retrofitting of a distillation column with new cahn internals. This type of
modification incurs moderate investment costs.

4. New equipment is added and old equipment decomomedi This type of
modification can change the process flowsheet tapolat a considerable
investment expense. This kind of retrofit includes,example, the integration of

new technologies into an existing process.

I mportance of retrofitting in the chemical industry

Since the so-called energy crisis in the 1970game$ on retrofit design has accelerated.
Earlier work concentrated on applications of hedédration methods to increase the
energy efficiency of process plants. In additioretergy conservation, retrofit projects

now address mass conservation, environmental daty €mncerns, etc.

The Chemical Manufacturers Association reportE@99) that the total capital
expenditures of the U.S. chemical industry for 1988re distributed over five
categories:

1. Plants and equipment
2. Research and development

3. Health and safety



4. Environmental protection
5. Hazardous waste site clean-up and remediation
These expenditures amounted to about 53.9% fortland equipment, 27.5% for
research and development, 7.8% for health and ysaf6% for environmental
protection, and 4.2% for hazardous waste site elgaand remediation.
Moreover, the survey also identified the capitapenditure distribution by
different project types in the plants and equipnoatégory:
» Capacity expansions (of existing production plants)
* Plant maintenance (replacement of worn-out equipmen
e Improvement of production cost efficiency (raw nietieand energy efficiency)
* New production plants
e Environmental protection
* Health and safety
e Other projects
Amazingly, only 14.7% of the capital expenditurasthe plant and equipment
category accounted for the construction of new petidn plants — the only non-retrofit
category. Higher capital investments were spentr@mofitting projects (capacity
expansions, plant maintenance, and improvementgprofiuction cost efficiency.)
Additionally, it has been estimated that 70-80%albfprocess design projects between

1984 and 1989 have dealt with retrofit designs §&noann et al. 1987).



Differences between grassroot and retrofitting designs

In many cases, retrofitting problems are analyzed evaluated with tools that were
specifically developed for grassroot design. Howgtleere are fundamental differences
between the two design approaches. These diffesenckide:

* Retrofitting is highly plant-specific: Solutions #oretrofit problem are most often
pre-determined to a certain degree by the histoealution of the structure of
the process plant. As a result, a solution hasetinbividually “tailored” to the
process plant investigated.

» Retrofitting is driven by constraints: In conjurmsti with the previous point, a
number of important constraints (e.g., limited spawailability, availability of
different types of utilities) limit the search spdor solutions.

* Retrofit implementation is a challenge: The implaeta¢gion of a solution to a
retrofit problem has to be coordinated in a marthat minimizes the impact on
plant operations (Cabano 1987). Different impleratoh strategies are listed in
order of preference:

1. Implementation in the plant without impact on protilon capacity and
minor impact on plant operations: This can be ddoe,example, by
installing and testing of new equipment in the plaile the plant is
operating; then by connecting the new equipmenthi® plant in a
minimum of timeframe when the plant is not requitedoe operating at
maximum production capacity; and then by compengatine resulting

production losses afterwards.



2. Implementation during the routine maintenance slon: This may
lead to a longer process downtime and possiblyripoaduction losses.

3. Implementation during a non-routine shut-down: Bysequence, there
is a fair chance that the yearly production cagauiight not be met since
production losses result from this strategy.

Furthermore, data on the changes in operating tiondiafter retrofitting might
have to be gathered and extrapolated from tests irunhe plant, prior to the
planned plant modifications.

The combinatorial size of the evaluation problenite Tsolution of a retrofit
problem requires the evaluation of a larger nunabelternatives as compared to
grassroot problems. For instance, Grossmann &88l7| show that for retrofit of
a distillation sequence separating a mixtureNo€omponents, the number of
tasks considered i — 1times that for the grassroots design. This is duthé¢
fact that not only do process retrofit alternativesve to be evaluated, but also
that the reuse of existing equipment has to beiderexd since economics dictate
the reuse of existing equipment as much as posdthisting equipment might,
however, be required to operate far from its designditions. Therefore, both
the evaluation of process retrofit alternatives #redrating of existing equipment
under different operating conditions need to beeutatken in search of a solution
to the retrofit problem. It is difficult to treabth tasks independently from each

other as can be easily done in grassroot design.



* Retrofitting requires different mathematical tooBifferent mathematical tools
are needed to rate existing equipment as comparegtassroot design. The
presence of existing equipment requires differemdl @ften more complex
simulation models for evaluating retrofit desigirs.particular, shortcut design
methods, which are used successfully to screemattees for new designs, are
often not appropriate or inadequate for retrofisnsequently, the evaluation of
design alternatives with rigorous models for erigtiequipment is a more
complex task.

» Experience in plant operations is available: Theeeence in operating the
investigated plant is a source of important infaiorafor retrofit design. These
insights can be used to reduce considerably théor@torial size of the retrofit
problem. Experience can be transformed into spekduristic rules and can help

to quickly rate process retrofit alternatives.

Different retrofitting methods
Different retrofitting methods were proposed toveotlifferent retrofitting problems. In
some cases, one method can be used for more tieaproblem. Below is a list of the
most commonly used methods for plant retrofitting:
» Methods to improve economics through increased ggnegfficiency or
conversion of raw material: Proposed retrofittingthods that target energy
saving through Heat Exchange Network (HEN) rettiofit are either based on

the concept of pinch technology, mathematical @ogning techniques, or both.



The pinch technology was first introduced by Linfihand Flower (1978) to
design optimal heat exchanger networks and was éxtended by Linnhoff et
al. (1982) for the minimization of energy-use ire thesign of entire processes
(including the HEN). Tjoe and Linnhoff (198@hen presented a method that
adapts the latter method to the specific contexéwbfit design.

Important contributions to develop the mathematigabgramming
technigues were made by Jones et al. (198&hoo et al. (1986), and Ciric and
Floudas (1989.)

Each of above mentioned approaches have its adyentnd limitations.
To combined the advantages of both types of appesm&hu and Asante (1999)
developed an approach that uses the pinch technotogrder to generate
promising HEN designs and then finding the besfitemh through mathematical
programming techniques. A similar approach was ttbpy Kovac and Glavic
(1995) and Kovac-Kralj et al. (2000) but extendedthe retrofitting of entire
processes (not only the HEN) with respect to eneaysumption (Wang et al.
2003.)

Zheng and Cao (2007) introduced a new graphic ndefbo process
energy analysis and integration, involving an epdftpw Framework Diagram
(EFD), which consists of a series node and nodm@a between utility buses
and energy loss buses, thermodynamic principlesnefgy analysis and energy
integration by the EFD, and a series of restrictovi#éerions and revelatory

criterions to use the EFD. Some measures were damated by application of



the EFD method for a synthetic gas-based 56 ktoae-step dimethyl ether
production process.

Energy efficiency can be improved through retrofgtunits or systems
other than HEN. For example, a leading Asian chamicompany was
conducting a retrofit within a large aromatics plafss part of this process, an
energy improvement study was performed that consitléne energy needs of
the aromatic complex as a whole, and not just tigévidual units. This study
showed that by incorporating process design chatméise separation system,
significant operating cost benefit could be achievEhe result was 20 percent
reduction in the overall energy required by thenpleomplex (Evans 2003).
Additionally, Energy requirements can be reducedhgyuse of a more reactive
solvent (Oyenekan and Rochelle 2006).

Al-Otaibi and El-Halwagi (2006) developed a procedéor plant
retrofitting to maximize the process vyield, and d¢enreduce the
consumption of raw material. This procedure cossiétthe following key
steps:

1. Maximize routing of targeted raw material to thaaton system

2. Maximize reactor yield

3. Reroute desired product from undesirable outletsh&o desirable
outlet, and

4. Minimize the fresh consumption of the targeted ravaterial

through recovery and recycle
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Methods for improving the overall cost efficiencdn important approach to
improving the overall cost efficiency was propod®d Fisher et al. (1987). It
combines sensitivity analysis with elements of tinerarchically structured and
heuristically-driven method for grassroot desigtraduced by Douglas (1985).
This work was partially automated and further egtmhby Nelson and Douglas
(1990). Uerdingen et al. (2003 and 2005), introduaenew methodology for
identifying and screening the retrofit potentialeoEhemical process. The method
is organized in five steps: (1) base case analy&)s,generation of retrofit
options, (3) rough economic evaluation of the fétroptions, (4) process
optimization with regard to retrofit options thab dot require investment, and
(5) feasibility study as well as the economic gaddility of the retrofit options
that require investment. Jackson and Grossmann2j2@@dressed the retrofit
problem using a hierarchical approach and mathealapirogramming tools.
Unlike the hierarchy of five decision levels propdsby Douglas for process
synthesis, this method uses two levels: a highl i@resimultaneously analyzing
the entire network, and a low level for analyzingpecific process flowsheet in
detail.

Methods for waste minimization: Due to increasediremmental awareness and
regulations, more attention was given to the wastkiction and the reuse of
waste instead of end-of-pipe methods. A numbeetbfit design methods that
tackle the problem of waste minimization in exigtiprocesses have been

reported in literature. Douglas (1992pdified his hierarchically-structured and
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heuristic-driven approach for the design of newcpsses to include the objective
of waste minimization. Later, two different apprbas to perform retrofit design

for waste minimization were proposed by Van derntand High (1996) and

Dantus and High (1996). Both approaches are stemttin a procedure that
includes three main steps: base case modeling eofeltisting process in a
flowsheet simulator, identification of process oéitralternatives on the basis of
a case specific study of the process (not genatdé}, and optimization with

regard to economic performance while minimizing t@asy source reduction.

Another retrofit design method for waste minimiratihas been introduced by
Halim and Srinivasan ((2002a,b.)

El-Halwagi and Manousiouthakis (1989) introduceck throblem of
synthesizing mass-exchange netwofiENS), which seeks to transfer certain
species from a set of rich streams (typically teahistreams) to a set of lean
streams (such as solvents, adsorbents, etc.) Togpged systematic composite
representations to identify targets for the maximextent of mass exchange
among process streams and minimum usage of extézaal streams. The
synthesis of MENs has also been successfully usedhste recovery/separation
applications. Dhole et al. (1996) and El-Halwagd épriggs (1998) addressed
the recycling/reuse problem through a source—sepkesentation. Polley and
Polley (2000) proposed a set of rules for sequgnemxing and recycling
options. In addition to recycle/reuse, stream g®ption has been used as an

effective strategy for material recovery and wastuction. Interception refers
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to the use of a separation device or network tookemargeted species from in-
plant streams. El-Halwagi et al. (1996) developedr@egrated approach to the
synthesis of waste interception networks using msapsrating agents. Gabriel
and El-Halwagi (2005)ntroduced a systematic procedure for material reo
and pollution prevention through simultaneous réangéreuse and interception.
Methods to improve other objectives such as fldixybiContinuous processes
are constantly influenced by varying input paramsetend external disturbances
(e.g. varying feed-rates from other plants, extrevaeations of the outside
temperature). Most of these uncertainties are leantlly the process control
system. However, variations in operating conditiczenot be completely
prevented. Therefore, processes have to exhibért@io degree of operational
flexibility to encompass sudden changes in opegatonditions. A retrofit
design method that focuses on improving the fléixybin plant operations was
presented by Pistikopoulos and Grossmann (1988)198is method makes use
of a flexibility index that defines the maximum @ilable variation range of
uncertain parameters in order to maintain operati@rossmann and Floudas
1987; Swaney and Grossmann 1985). Given a preatkfindex value of
flexibility, this method minimizes the capital cestrelated to process
modifications in order to achieve the desired value

Papalexandri and Pistikopoulos (199Byesented a mixed integer
nonlinear programming (MINLP) model for the rettofif HENs in order to

improve their flexibility. As stream flowrates amilet temperatures and/or heat
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transfer coefficients are allowed to vary withither specified ranges or discrete
sets, a multiperiod hyperstructure network repriedem is developed based on
critical operating conditions (i.e. periods of ogéwn) that limit the network's
flexibility. This multiperiod hyperstructure incled all possible network
configurations. Structural modifications, such asvrstream matches, exchanger
reassignments, splitting and mixing of streams explicitly modeled either
considering one-to-one or one-to-many assignmeheat exchangers to stream
matches. Energy recovery and utility consumptienrast predetermined but are
optimized as part of a total annualized cost alii the structural modification
cost in the objective function.

Methods for increasing the throughput of a curpggotess by debottlenecking it:
Although capacity expansion was identified as thestmimportant retrofit
incentive in terms of capital expenditure, very festrofit design methods that
approach this aspect of retrofit design are regoirtditerature. Rapoport et al.,
(1994) presented a method that mainly aims at edipgrihe production capacity
of a plant, but also targets retrofit incentivesuge new raw materials. The
method consists of an interactive algorithm thdiased on heuristics rules and is
organized in a hierarchical procedure. Moreovenlstofor the design of
equipment and for the calculation of capital coste used to evaluate the
generated process retrofit alternatives. Later,-B8aang et al. (2000) proposed
another systematic procedure to deal with incrgagiroduction capacity in

continuous processes. However, the procedure isintdnded as a conceptual
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guide to efficient project management with regavdrétrofitting for capacity
expansion since at each step of the method theedpgtrategies are formulated
in a rather general context. This type of processofitting, which is also called

process debottlenecking, will be discussed in ndetail in next chapter.

Processretrofitting through processintensification

Process intensification is gaining much attentian ame of the key objectives in
designing new plants and retrofitting existing antbeveral drivers have contributed to
this increasing attention. For instance, enhancedegss safety and homeland security
are tied to process intensification. As the inventand flows of hazardous substances
are lowered, the process risk is typically redudsdditionally, conservation of natural
resources (including better utilization of mass amegrgy) may be linked to process
intensification.

The term “Process Intensification” has differenfimi@ons. The most general
definition of Process Intensification as, “Any cheab engineering development that
leads to a substantially smaller, cleaner and nesrergy efficient technology” was
proposed by Stankiewicz and Moulijn (2000). Based this definition, Process
Intensification is categorized into two classesuiment and Methods. This definition
and classification of process intensification asedssed in detail in Chapter V.

While cost reduction was the main motivation foogass intensification, it
quickly became apparent that there are other irmpbgotential benefits, particularly in

respect of improved intrinsic safety. It is obvidhat smaller is safer. Huge inventories
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of hazardous materials were the main causes ahtre severe chemical disasters of the
past century (e.g., Oppau/Ludwigshafen Flixborough974, San Juan, Mexico City in
1984, and Bhopal in 1984). Process Intensificattan dramatically reduce inventory
through smaller equipment, improve reactor/yield,inimizing feedstock, etc.
Furthermore, process intensification enhances \safletough the development of
products that cannot be safely or successfully ywed because of high reaction rates,
dangerously exothermic reactions, or reactantsoar@azardous.

Other important benefits of process intensificatiare improving process
chemistry, reducing environmental impact and eneagsumption, enhancing corporate
image through being innovative and environmentdhgndly, and finally, value
customers through “just in-time” manufacturing dilpsophy.

Process Intensification is used in different rettioly problems. For example, a
process can be retrofitted by using intensifiedimgents to minimize waste, increase
process vyield, improve safety, reduce operating,d ameduce energy
consumption(Harmsen and Hinderink 1999; Meili 192hjllips et al. 1997; Rijkens

2000; Xu 2001)

Main objectives of thiswork

This work addresses the problem of plant retrofittassociated with plants that have
sold-out and profitable products. In such casesketaonditions and the prospects for
enhancing the company’s revenues and profits dhgegorocess to increase production.

When the process reaches maximum production ratieowti satisfying the market
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demand, it is referred to as being “bottleneckebhie process units restricting the
production are designated by “bottlenecks.” Thé& tfseliminating these bottlenecks is
called “debottlenecking.” This work discusses fingt two types of process retrofitting
to debottleneck a plant. Theses two types of platnofitting (manipulation of operating
conditions and simple piping) will be referred ts ao/low cost debottlenecking
approach throughout this work. A separate Chapterthis dissertation has been
designated to discuss the current understandimpgaaess intensification and the use of
process intensification in the debottlenecking pssc The dissertation introduces
several novel techniques for retrofitting and isi@oation. These techniques are
systematic and generally applicable. Principlespodcess integration and systems
optimization are used in developing these techriglibe usefulness of these techniques

is illustrated by addressing several case studigglastrial relevance.
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CHAPTER I

PROBLEM STATEMENT

The overall problem to be addressed in this diagert deals with the development of
design tools for enhancing the productivity of mssing facilities. In particular, two
process objectives are considered: debottleneckmagintensification. Debottlenecking
is aimed at increasing production by eliminatinggassing hurdles (bottlenecks) that
limit the product throughput. Intensification isaged towards issues such as increasing
the throughput through the same processing equiproerdecreasing the process
physical size or the utilities for a given prodoctirate. The problem may be formally
stated as follows:

Given a process with certain feedstock of raw nm{g) and existing process
units, which are referred to as sinks. The setimissis SINKS= {u:u= 1, Nwg and
each sink has a set of input streams (INPUWhd a set of output streams (OUTRYUT

The input streami,, has a flowrat&,; at temperaturdl; . Each stream has a set K of
desired components. Thé" kcomponent has a composition referred to as. Each

stream is either a hot stream wilh**"Yto be cooled toT ™®'or a cooled stream with

t5*"Y to be heated tot™®'. Each sink has a range of acceptable flowrate and
composition of species; and any stream must satsfyrange before being fed to that
sink, i.e.

G™ <G, <G™ iWJINPUT,, ULISINKS (2.1)

XS X S X iLLJINPUT,, UulSINKS, kUK (2.2)
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-I-ir:]in STiu S-I-ir:ax (23)
For each sink, there are vectors of design andatipgr degrees of freedom

abbreviated asd,and o,), respectively. These vectors are subjected toipukation

and optimization. They correspond to no/low cosdifications such as the changes in

design and operating conditionS, and O, designate the intervals of permissible values
of design and operating degrees of freedom for sjnmespectively. Henced, [ D, and

o, 0O

, 00, .
The aim of this dissertation is to develop systéntgchniques that enable
answering the following questions:
1. What is the true potential or the maximum productifsom the process
(Targeting)?
2. How this maximum production can be achieved at rhast cost effective
manner?
3. What are the minimum utility requirements to ackig¢lre maximum production
flowrate?
4. What is the maximum achievable production flownageng existing equipments
and without the addition of new pieces of equipra@ent
5. How Process Intensification can be utilized forga®s production maximization,

process safety, yield enhancement, etc.
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These five questions will be addressed throughoetdissertation. Chapter 1l
will address the first two questions, Chapter IMIaddress questions three and four,

and Chapter V will address the last question.
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CHAPTER 11
NO/LOW-COST SIMULTANEOUS
PROCESS DEBOTTLENECKING

Introduction

Continuous process improvement is a critical elgnremaintaining competitiveness of

the process industries. There are various formprotess improvement such as yield
enhancement, quality improvement, material and g@neconservation, waste

minimization, and safety enhancement (e.g., El-l4giw2006). In particular, there is an
important category of process improvement whicltagsociated with plants that have
sold-out and profitable products. In such caseskebaonditions and the prospects for
enhancing the company’s revenues and profits dheegorocess to increase production.
When the process reaches maximum production ratieouti satisfying the market

demand, it is referred to as being “bottleneckethie process units restricting the
production are designated by “bottlenecks.” Thé tafseliminating these bottlenecks is
called “debottlenecking.”

Debottlenecking of individual units (in contrast ttte more complex scope of
overall plant debottlenecking) has received comalole attention in literature. For
example, individual distillation columns have beéeabottlenecked through internal
modifications (Fair and Seibert, 1996; Shakur ef a000; Summer et al., 1995),
hydraulic analysis (Bellner and Kister, 2004), ajiag the reflux ratio, and the feed tray
modification (Modashia et al., 2000). Stripping wohs have been debottlenecked

through solvent replacement (Saremi et al., 2000).
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The area of developing systematic techniques fbotlienecking a total site has
received much less attention than the debottlengckof individual units. The
conventional approach in total-site debottleneckiag been sequential in nature where
bottlenecks are identified and removed one at @.tiithe active bottleneck is first
identified then relaxed or removed through capaexpansion of the unit, changes in
design and operating variables, unit replacemeiiddition, and stream rerouting. As a
result of debottlenecking the unit, a new bottldnex formed somewhere else in the
process. The same approach is repeated for remawiegnew bottleneck. This
sequential debottlenecking approach involves twtivities: identification of active
bottlenecks and removal of bottlenecks. Bottlenaténtification may be achieved
through various means. Actual process performareebe analyzed to detect the active
bottleneck. Process experience may be used to foolikely bottlenecks.

Process simulation may be used to recognize abidenecks by increasing
production and detecting the first unit to reashntaximum capacity. Litzen and Bravo
(1999) used simulation software to relate the flterof the finished product into feed
rates of various equipment and then summarizedbttdenecks on a "stair-stepped"
chart by arranging them from lowest to highestthi next stage, equipment bottlenecks
were sequentially removed by taking advantage ttheequipment capacities elsewhere.
In addition to the limitation of being sequenti#ihis approach does not provide a
methodical way of relating the flowrate of the §ihed product to the feed rate of the

equipment, particularly for highly interacting systs.
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Hierarchical and heuristic techniques have beemnl @ise debottlenecking. The
hierarchical approach relies on intuition, engimegeknowledge, and physical principles
to decompose the problem into sequential stageshiekarchical approach was
introduced by Fisher et al. (1985) who proposedethod for screening alternatives and
modifying equipment sizes, replacing units, andirglshew equipment. Rapoport et al.
(1994) developed a heuristic approach that inclymlesedure for equipments deign, for
capital costs, and for economic evaluation. Thigragch was applied to add a new unit
into an aromatic plant. While heuristic approachtiize engineering insights, they are
not guaranteed to identify optimum solutions fongel cases.

Optimization techniques may be used to solve a ywmiah maximization
problem and identify the bottleneck as the unit\idrich at least one of its constraints
becomes active (Ben-Guang et al., 2000). Oncetkebeck is identified, a combination
of process analysis and process synthesis teclmiqua be used to screen
debottlenecking alternatives and select a soludrang et al., (2001) proposed a two-
stage debottlenecking approach for refinery opanati In the first stage, a linear
programming model is used to identify major bottleks by locating the equipment that
required extra capacity. It is also worth mentignthat only throughput to the reactors
and columns are constrained instead of modelingaglipment in the refinery. In the
second stage, bottlenecks are relaxed or remoVéd method first deals with high-
level bottlenecks that may be removed by modifytimg hydrogen and energy network
structures without involving the process detalar other types of bottlenecks (referred

to as low-level bottlenecks), the method uses kdetgorocess models to search for



23

debottlenecking options. Although this method empla simultaneous approach for
identifying bottlenecks, only capacity constraimisre considered. Process operational
constraints (temperature, pressure, etc.) wererassuinlikely to be overcome and were
not included in the bottlenecks identification mibd&his assumption excludes the
option of using different/new technologies and pqents. Additionally, the option of
adding new equipment during the bottleneck-idesdifon stage was not considered
(assuming a fixed configuration). Consequentligash rerouting was not an option in
the debottlenecking stage and the target for delnettking is not identified. Finally, in
the debottlenecking stage, high-level bottlenecies @moved first, then a detailed
process model is used to remove the low-level &a¢itks. Hence, this debottlenecking
procedure is sequential and may lead to sub-opswiations.

Harsh et al., (1989) developed an algorithmic apgnoand applied it to the
retrofitting of an ammonia process. After identifyi the process bottlenecks, mixed
integer nonlinear programming (MINLP) was appliedl relax binding constraints
through addition or modification of process equipmd@ecause of the nonconvexity of
most process debottlenecking problems, it is alehgé to develop general-purpose
algorithmic approaches that guarantee efficientveagence (and in some cases even
convergence) to a global optimum (Mizsey and Foig80).

A combination of more than one approach can alsaodesl. Kovac and Glavic
(1995) introduced a combined approach based ommtitymamic principles and
algorithmic method. Mizsey and Fonyo (1990) usecbmbination of the hierarchical

and algorithmic methods. They used the hierarchaggbroach in the preliminary
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screening to generate good initial estimates fadldwy the use of an algorithmic
approach to synthesize the final flowsheet.

As mentioned earlier, the most commonly-used debwtking approach is the
sequential method. In spite of its extensive us#dge,important to examine the ability
of a sequential approach in attaining the true ni@kof the process and in achieving
maximum debottlenecking. In particular, the follogiquestions are important:

= Does the sequence of debottlenecking the units, (thg active bottlenecks)
affect the ultimate extent of debottlenecking tHele process? If so, what is the
optimal sequence of debottlenecking?

= In tackling an active bottleneck, should it be d#boecked to the maximum
extent? If not, then to what extent?

= If no new units are added to the process, is isipbs to identify a target for
maximum extent of debottlenecking ahead of detatedottlenecking and
without commitment to the debottlenecking strategie

In order to answer these questions, the followimgivating example is analyzed.

Motivating example

Consider the hydrocarbon processing facility shdwnFig. 3-1. Two feeds (mass
flowrates are Fand k) are mixed in 2:1 ratio. The productyfs cooled, compressed,
and fed to the first separator. The bottom of in& Separator is cooled and fed to the
first reactive separator while the top productes to the second separator. The top

product of the first reactive separator and thedmotproduct of the second separator are
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fed to the second reactive separation system alatiigan additional stream (§. The
top cut of the second reactive separation systaheisnain product of the process. It is a
sold-out product and there is a need to increaséugtion by debottlenecking the
process by manipulating design and operating visalof existing units without
investing in new units. The volumetric flowratettee compressor should not exceed a

maximum valueV,"™*. At present, the values of,QQ;, and @ are 2x16, 1x1¢, and

3x10 kJ/hr, respectively and the flow rate af, 5 29,421 kg/hr.

Qo= 0.30x16 kJ/hr

Fo
E Product
8 o| Separator F1,=29,421 kg/hr
d I >
FlC
Q4= 2.0x16 kJ/hr
Fy Fs Fs Fi3
Separator — P Reactive
310K ' Separator
Il
Fi
—>
Reactor
F Fi
2 > I
Reactive [ =
Separator
|
L—p F7
F B \_,
Q,= 0.10x16 kd/hr F
F1z 18

Fig. 3-1. Flowsheet of motivating example (base case)
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The objective of this case study is to identify maxm extent of debottlenecking
needed to maximize production f= In this case, we limit the study to the situatio
when debottlenecking is achieved without investmgew capital. As such, the no/low
cost modifications of design and operating varialalee considered. Let us also consider
the case when a total cooling duty of up to 5x¥Q/hr is the only available
debottlenecking tool.

Sequential Approach: As mentioned earlier, thisragch relies on two steps:
identification of the currently active bottleneckhda maximum relaxation of this
bottleneck. These two steps result in the creatiba new active bottleneck and the
procedure is repeated. To increase mass flowtsdetmperature of the compressor feed
can be decreased. The reactor constraints mustbalsmnsidered to insure that the
maximum capacity of the reactor will not be viotht8y reducing the temperature of the
compressor feed from 310 K to the minimum value®8 K (which corresponds to a
cooling duty Q = 4.18+*1¢ kJ/hr), maximum debottlenecking of the compressor
95,000 kg/hr. The corresponding flow of 5 calculated to be 44,122 kg/hr which
exceeds the current capacity of the second separatolumn (41,000 kg/hr).
Consequently, the first reactive separation colusimow the bottleneck. It can be
debottlenecked to a maximum capacity of 45,200 rkg/hen the cooling duty Qis
increased to 0.52*f0kJ/hr. Finally, the remaining cooling capacityuised to increase
Qs to consume the remaining cooling utility in them (Q9 = 0.30*1®kJ/hr) in order

to increase the production flowratesFThe result is that the flowrate ofsAs 31,113
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kg/hr (an increase of about 6%). This is the maxmproduct flowrate achievable using
the sequential debottlenecking approach (Fig. 3-2).

Suppose that an alternate solution is selectedirfstaeince, let us choose some
arbitrary (but feasible) values of cooling dutigsstead of the values determined from
the sequential approach {/QQ;, and Q@ = 4.18*1¢, 0.52*1CF, and 0.30*168 kJ/hr,
respectively), let us choose the following arbigraglues: Q, Q;, and @ = 3.00*10,
0.10*1(, and 1.90*18 kJ/hr, respectively. For these cooling duties,\ihleie of product
flowrate, k4, is 48,460 kg/hr which is superior to the resubtained through the
sequential approach. There are important obsensafrom this example:

= Conventional engineering approach of sequentiabtiieimecking can lead to
sub-optimal results,

= A new perspective is needed in debottleneckinglestic approach is needed to
treat the process as a whole and to integrateaheus units, streams, design and
operating variables, simultaneously. In this copterocess integration can
provide a uniquely useful framework for this nevsige paradigm, and

= Because of the non-linearity and non-convexity oftrprocess models, a global

bounding approach is needed to yield meaningfulltes

Objective
The objective of this work is to introduce a newpgach to no/low-cost debottlenecking

by focusing on the integrated nature of the pracAsswill be shown, this approach is
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superior to the conventional sequential approaplectiically, this work will contribute
the following:
1. A systematic procedure for the simultaneous dedrwttking will be developed,
2. A targeting approach will be developed. Becauséhefnon-linearity and non-
convexity of most process models, a global bountgabnique will be employed
to determine rigorous targets for debottleneckaryl
3. An optimization formulation will be developed andihsed to identify process

modifications needed to attain the desired targeti€bottlenecking.

Qo= 0.30x16 kJ/hr

Fo
E Product
8 o| Separator Fi,/~= 31,113 kg/hr
d I >
FlC
Q4= 4.18x16 KJ/hr
Fs Fs Fs Fis
Separator —— P Reactive
310K ' Separator
Il
Fi
—>
Reactor
F Fi
2 < >
Reactive
Separator
L—p F7 |
F B \_,
Q,= 0.52x16 kd/hr F
Fiz 15

Fig. 3-2. Flowsheet of motivating example (sequential dédogcking)
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Problem statement

Given a process with certain feedstock of raw nm{g) and existing units of the
process, which are referred to as sinks. The ssin&b is SINKS= {u:u= 1, Mg and
each sink has a set of input streams (INPUWihd a set of output streams (OUTRYUT

The input stream,,i has a flowrat&,; . Each stream has a set K of desired components.
The K" component has a composition referred to as. Each sink has a range of

acceptable flowrate and composition of species;amdstream must satisfy that range
before being fed to that sink, i.e.

GM <G <G™ i,OINPUT,, UuOSINKS (3-1)

XS X S XY iy JINPUT,, UulUSINKS, KIK (3-2)

For each sink, there are vectors of design andatipgr degrees of freedom
abbreviated as (cand p), respectively. These vectors are subjected tapuktion and
optimization. They correspond to no/low cost maifions such as the changes in
design and operating conditions, 8nd R designate the intervals of permissible values
of design and operating degrees of freedom for sjmkspectively. Hence,dl D, and
pul P. Examples of dinclude structural decisions such as increasinfpse area,
adding or replacing internals such as packing,straiyd baffles, etc. Examples of p
include operating conditions that can be altered dazisting equipment such as
temperature, pressure, etc.

The objective is to maximize no/low-cost debottldaeg to maximize

production of a desired product and to identify th@st cost-effective strategies to attain
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this maximum production. No/low-cost debottleneckiis limited to manipulating

design and operating variables of existing units.

Solution approach
The solution approach is based on the following $teps:

1. Formulation of the production maximization problesian optimization problem
at no/low cost modification options. In this steg optimization program is
formulated to simultaneously link all the designdaoperating degrees of
freedom. It also exploits synergies among thesuemid streams in order to attain
maximum production flowrate.

2. Utilization of interval arithmetic for bounding. Bause of the non-linearity and
non-convexity of most chemical process models é@gsential to identify bounds
within the range of the function that will yielde&hmost meaningful results.
Interval arithmetic is used to identify the uppeuhd of production flowrate. It
is important to mention that interval arithmeticedanot necessarily guarantee the
feasibility of the upper bound. Instead, it guaeast that the maximum
achievable value of the function (production floteran our case) will not exceed
this upper bound. The identification of the uppeutd in this step serves as the
target for the next step.

3. The identification of a feasible maximum productiiowrate. In this step,
production is maximized subject to the developedi@hand the identified target,

which is equal to the upper bound as determineddrprevious step. If a feasible
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solution is found, we move to the next step. Othsewthe current upper bound

is reduced by a certain valug.(This process continues until a feasible solution

is reached. If the feasible solution is much ldssnttargeted, select tighter

interval-bounding technique and go back to step II.

4. Determination of the most cost-effective impleméntato achieve maximum
production flowrate. As there are often severalhgato reaching maximum
production flowrate, the most cost-effective onestrhe identified. In this step,
the cost is minimized subject to the cost model #red maximum production
value (identified in the previous step).

This approach simultaneously links all the designl aperating degrees of
freedom for the entire process and identifies thaximum achievable production
flowrate. It also guarantees a global bound fogdting the maximum attainable
debottlenecking through the implementation of titerval arithmetic technique. Finally,
this approach identifies the most cost-effectiveprapch to attaining maximum

production flowrate. Fig. 3-3 shows a flowchartttbatlines the solution approach.

Model development for no/low cost debottlenecking option

The objective function here is to maximize the mm:t'cbn(Gp). In order to develop the

constraints, the process model should be desciibeatms of the decision variables and
the optimization degrees of freedom for the variongs. An effective way of describing
the process model in terms of the manipulated desngl operating variables is based on

the concept of path equations (Noureldin and EMldgi, 1999). The flowsheet is
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described as a number of sources (process streanisinks (process units). Consider a

process unit, u, with a set of input streams INPEBTi , |i, =1,2...,N‘f]}and a set of
output streams OUTPUT= {j, |j, =1,2...N*}. The input stream,,ihas a flowrate

G, . Each stream has a set K of targeted compondius. K" component has a

[

composition referred to as, . Similarly the output streams have flowrates and
compositions referred to a4/, andy; ,,, respectively.

The decision variables for unit u can be classifietd design and operating
variables, designated ag @hd p, respectively. Hence, the performance model for u
u can be expressed as a set of equations repredsnte

(W5, , ¢ Ju =1,2,..Nj"andk OK) =
f,(G,.x; i, =12,...NfandkOK,d,,p,)

Iu,k " u

(3-3)

For each unit, there are bounds on the admiss#vigas for the design and operating

variables, i.e.

d™ <d, < d™ (3-4)
and

SHEES TR A (3-5)

Additionally, the overall and component materiddpaes for unit u can be written as:

out in
Ny Ny

2 W, :ZGiu (3-6)

ju=t
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Fig. 3-3. Flowchart of the debottlenecking approach
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and

Ngul Nlun

ZWJ'U Yk = ZGiu * X« ¥ Net_Gen, k OK (3-7)
ju=l i,=1

where Net_Geyyx is the net rate of generation of component k i wn

Other important constraints include feed-flowrameitations to each unit:
oo

GM<> G <G (3-8)
i,=1

Composition limitations:

X0k S X S X0 (3-9)
It is also necessary to account for the competiagahds for utilities. The

process has several utilities (e.g., heating, ngoksteam, etc.). Let us use the index g to

designated the type of utility and;Qas the rate of consuming th8 gtility at the

unit. Suppose that the maximum plant capacity efdh utility isQ,™. Therefore, the

following utility-capacity constraint should be dkse

N'sins

ZQq,u s Q(l]‘nax (3-10)

u=1
The foregoing formulation is a non-linear progratiLP) whose solution
provides the maximum extent of debottlenecking #red optimal values of the design
and operating variables. Because of the generalrenaif the process model (path
equations), the formulated NLPs are likely to ben-gsonvex thereby rendering the

identification of a global solution a challengingsk. Therefore, it is necessary to
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determine rigorous targets on maximum extent ofottkdmecking prior to solution. In

this regard, interval analysis can provide a védfgotive tool for bounding the solution.

Interval analysis

Interval analysis is a useful concept that can $uor inclusion of functional ranges.
Interval arithmetic was first introduced by Moor&966) for rounding floating-point
computing errors. The most significant characteristf interval arithmetic is that
resulting intervals are guaranteed to contain thieo$ all possible results from any
interval computation. Methods and applicationsndéiival analysis have been addressed
by many authors (Hua et al., 1999; Moore, 1979; idloin and El-Halwagi, 1999;
Ratschek and Rokne, 1984; Schnepper and Stadth®€6; Sinha et al.,, 2003;
Vaidyanathan and El-Halwagi, 1994).

Interval operations enable the processing of ranGessider a real variable X,
bounded by the ranges,xx < x". The interval X can be defined such»& X where
X=[x', x]. In the same manner, an interval Y can be defiioec real variable y such
thaty 0 Y. In order to deal with processing the intervalattbound real numbers,
interval arithmetic could be utilized. Let us dewte * as an interval arithmetic
operation (e.g. addition, subtraction, multiplicati division) such that:

X*Y ={x*y:xOX,ydY} (3-11)
Constructive rules for interval operations inclulde following:
X+Y =[x X+ [y Y] =[X +Y, X+ ] (3-12)

XY =[x, X -1y Y= X =y, x' =] (3-13)
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XY =[x, X0y, ¥ = [min(xy', Xy Xy, xy), max(xy', Xy Xy <)) (3-14)

XIY =[x, ¥y, =[x, ¥y, 1] when 0O [y, V] (3-15)

Another useful property is the inclusion isotonjaif interval operations

If X J W and YU Z then X*Y[ W*Z (3-16)
Interval arithmetic can be used to identify boundsthe range of the function.

Consider a function f(x) whose range over inteXat defined asf(X), i.e. [J f(X) =

{f(x):x X} where x is an n-dimensional vector an@dlX. An inclusion function F is

called an inclusion function for f over intervalifX

1 f(X) O F(X) (3-17)

This inclusion is generally applicable regardlegshe non-linearity and non-convexity

of the function.

Motivating example revisited

To demonstrate the applicability of the simultareadebottlenecking approach and to
compare it to the conventional sequential appro#told, motivational example of the
hydrocarbon processing facility is revisited. Addoe, this example is limited to the
situation where debottlenecking is achieved withautnvestment of new capital.

A model was formulated to maximize the value of greduct flowrate, B,
through simultaneous debottlenecking of units. Bing the proposed interval inclusion
technique, a target for the product flowrates(Rvas found to be 93,416 kg/hr. Next, a
product maximization nonlinear programming problems formulated. The interval-

based target was included as a constraint. Then@gatiion software LINGO was used to
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solve the problem. The identified value of the maxim product flowrate was found to
match the target (93,416 kg/hr). Therefore, a dlsbaution has been identified (Fig. 3-
4). Clearly, the identified solution is superior tbe result obtained through the
sequential approach (31,113 kg/hr) and that obdaatearbitrary cooling duties (48,460
kg/hr). The large difference in solutions obtaitgthe sequential and the simultaneous
approaches underscores the significance of devedpe simultaneous approach. In the
case of the sequential approach, the obtained i@olusuggested maximum
debottlenecking of the compressor followed by maximdebottlenecking of recative
separator I. On the other hand, the newly-develagpediltaneous approach suggested
partial debottlenecking of the compressor and marindlebottlenecking of separator II
with no debottlenecking of reactive separator le Tatter suggestion is indeed sensible

given that separator Il has a strong effect orfltve rate of k..
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Qo= 4.50x16 kJ/hr
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Fig. 3-4. Flowsheet of motivating example (simultaneous tkdrtecking)

Second case study: styrene production

A petrochemical complex (Fig. 3-5) produces a numifeproducts and byproducts
including hydrogen and a stream containing pheogtydene. Both streams are fed to a
styrene plant where the following main reactioretaklace to produce styrene:

C,H.C=CH+H, - C,H.CH=H,
PhenylAcetylene Styrene

This reaction is carried out in a bubble columnrrgiureactor (BCSR) where

hydrogen is bubbled in a slurry containing the pthewcetylene stream and the catalyst.
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The reaction takes place in the slurry phase. Aseoutive reaction also takes place in
the BCSR and results in the undesirable conversiostyrene to ethyl benzene as
follows:

C,H.CH=H, +H, - C;H.CH,CH,
Styrene EthylBenzene

Mochizuki and Matsui (1976) studied the kineticstbése two reactions and
proposed the following rate expressions at thetimatemperature of 322 K:

. 53.0C,C,
' (@+73C,+98CY +029C,)?

(3-18)

and

. 043C,C.
2 (1+73C,+98C + 029C,)°

(3-19)

At present, the plant has a maximum productiorhefgghenyl acetylene stream
(flowrate: 21.7 kmol/hr and concentration of 0.2 difm®) is fed to the BCSR.
Additionally, the maximum flowrate of hydrogen dtkd to the styrene plant is also fed
to the BCSR (flowrate: 141.9 kmol/hr of pure hydeay The hydrogen is fed to the
reactor via a pressure regulator at a maximum presef 1,200 kPa. The current
production of styrene is 13.3 kmol/hr. It is dedite enhance the production of styrene
by deobttlenecking the BCSR without spending capriaestment. Because of the
competing nature of the two reaction, the BCSR rhayoptimized by adjusting its
flowrate and pressure of the hydrogen, the integphmass transfer, the reaction kinetics,

and the composition profiles. The BCSR model igiin Appendix II.
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By using the proposed interval inclusion techniqaetarget for the styrene
production rate was found to be 14.2 kmol/hr. Nexproduct maximization nonlinear
programming problem was formulated. The intervaduhtarget of styrene production
was listed as a constraint. The optimization saf@wvaINGO was used to solve the
problem. The identified value of the maximum pradilmwrate was found to match the
target (14.2 kmol/hr). Consequently, the globalusoh has been determined. The
optimum values for the hydrogen flowrate and presswere found to be 90.1 kmol/hr
and 1,182 kPa, respectively. Therefore, as a treduthe proposed approach, the
flowrate of hydrogen has been decreased by 36.B&optessure has been reduced by

1.5%, and the styrene production has been incrdasédB%.

Feedstocks
—_— —>
Products,

— Petrochemical = —— Byproducts,

Complex and Wastes

Phenyl-acetylené )
Based Stream BCSR Sepé}r{:lthn _Styren, €
Hydrogen N and Finishing
Plant H,

l

Fig. 3-5. Flowsheet for the styrene case study
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Conclusions

A novel methodology for debottlenecking a chemigalocess for production
maximization has been introduced. This new appraadmultaneous in nature and is
based upon posing the debottlenecking task as@gsantegration task which links all
the design and operative degrees of freedom; apldiexsynergies among the units and
streams to attain maximum debottlenecking. A matteal representation was
formulated to characterize the various interactian®ng the operating variables and
how they affect the extent of debottlenecking. &ee of the non-linearity and non-
convexity of most process models, a global boundeghnique was employed to
determine rigorous targets for debottlenecking. @ptimization formulation was
developed and solved to identify process modificeti needed to attain the desired
target for debottlenecking. Finally, two case studgre solved to illustrate the

applicability and merits of the new approach.
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CHAPTER IV
SIMULTANEOUS PROCESS DEBOTTLENECKING

AND HEAT INTEGRATION

Introduction

Proper heat integration in a chemical plant is mt$zlefor an efficient operation and can
lead to considerable cost savings. Over the pasty@&frs, significant research
contributions have been made in developing desghniques for the synthesis of heat
exchange networks. Much of this work has focused heat integration as the
overarching goals with objectives such as miningzieating and cooling utilities and
total annualized cost of the network. On the otierd, much less work has been done
in the area of reconciling heat integration withestprocess objectives.

One of the key process objectives is debottlengckiior profitable processes
with sold-out products, there is an incentive toréase the product throughout. As
production is increased, a processing unit or &g®¥® resource reach their maximum
capacity and form a bottleneck. In such casess ihdcessary to “debottleneck” the
process to increase the production. An importaasclof debottlenecking is the no/low
cost approach in which no new equipment are adti@avolves modification of design
and operating conditions and rerouting of streaBisch modifications may lead to
changes in heat duties. Since the focus here isodow cost strategies, no new heat
exchangers, furnace, boilers, or cooling/refrigerasystems are to be added. This issue
poses two challenges. First, maximum use shoulth&de@e of current utilities to avoid

the installation of new boilers, furnaces, or coglrefrigeration systems. Second,
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effective utilization of existing heat exchangelowd be made so as to mitigate the
need for adding new heat exchangers. In order dloead the foregoing challenges, we
propose to include a combination of heat integraad retrofitting of heat exchange
networks (HENS) into the overall design procedwe grocess debottlenecking. Such
retrofitting must take into consideration the @rigtequipment and layout and account
for the trade-offs among energy savings, modifaraticosts, and debottlenecking
benefits.

Retrofitting is complicated, as a chemical plastprimarily comprised of the
process equipment, the utility system, and a hezttange network. These components
are interconnected and a change in any one of thidinhave an affect on the other
systems. Retrofitting of heat exchange network begonsidered in an effort to reduce
utility costs or as a result of changes in streamsther operating conditions within the
plant (e.g. as a result of debottlenecking.)

In a typical chemical plant, heat integration iscatical element in the
debottlenecking process. The difficulty of incomming heat integration into a
debottlenecking design method lies in the strongraction between the two objectives.
One way to resolve the conflict is to adopt a deposition approach, where a certain
extent of debottlenecking is related to a certainod heating and cooling requirements.
With the heating and cooling requirements tempbyréred; and with all flow-rates and
temperatures of hot and cold streams known; thenmim heating and cooling duties
may be calculated (Douglas 1985; Linnhoff and Hiadsh 1983; Saboo et al. 1985 ).

The procedure is then repeated and a tradeoftableshed between the debottlenecking
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and heat integration. While this approach may leihg implemented and automated, it
may be limited because it is sequential and it fia@lyto properly consider the strong
interaction between the process and potential ineagration. In general, this sequential
approach leads to suboptimal solutions.

Papoulias and Grossmann (1983) developed a sgrateg simultaneous
optimization of the process and heat integratiosedaon mixed integer linear
programming (MILP). However, while the flow ratetthe streams can be treated as
continuous variables, the temperatures can onlgdsemed as discrete values. Duran
and Grossmann (1986) developed a model that ovesothis limitation. They
proposed a set of inequalities that rely on a pifadation model and predict the
minimum utility requirements for variable flows artdmperatures for the process
streams and fixed minimum temperature approaclsmaoth approximation is used to
handle the structural non-differentiabilities thatise in the formulation. This
formulation is very effective in handling a wideridy of heat integration problems.
However, care must be given to cases when the gippation at some points becomes
ill-conditioned and for cases involving errors asated with the heat loads of
isothermal streams and intermediate utilities. #ad Grossmann (1990) introduced a
superstructure representation which includes maagsiple flowsheet alternatives.
However, the number of variables and constraihtt are needed to produce the
required mathematical representations may be |dBggajewicz et al. 1998). Thus,

simplifying assumptions are required.
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Grossmann et. al. (1998) developed another metlwdtife simultaneous
optimization of flowsheet and heat integration. idt based on introducing integer
variables that give a general formulation for heatds and the composite curves. This
method overcomes the limitations of smooth appratiom method.

In chapter Ill a new approach for simultaneoudaww/cost debottlenecking of
chemical plant was introduced. Heat integration n@isconsidered in this approach. In
this chapter, we will introduce a simultaneous apph to the debottlenecking and heat
integration. This approach will consider the rattofg of plant’s heat exchange network
at no/low cost strategy. A case study will be pnése to show the applicability of this

approach.

Problem statement

Given a process with certain feedstock of raw nma{g) and existing units of the
process, which are referred to as sinks. The s&hk$ is SINKS= {u:u= 1, Mg

and each sink has a set of input streams (INPWhd a set of output streams
(OUTPUTY).

The input stream,,j has a flowrat&,; at temperaturd; . Each stream has a set
K of desired components. Th& komponent has a composition referred t® as. Each

sink has a range of acceptable flowrate and composif species; and any stream must

satisfy that range before being fed to that sirg, i

G™ <G, <G™ iuJINPUT,, ULISINKS (4-1)
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XM S X S XY iWLJINPUT,, UulSINKS, kK (4-2)

T ST, <T™ (4-3)

For each sink, there are vectors of design andatipgr degrees of freedom
abbreviated as (dand @), respectively. These vectors are subjected tapukation and
optimization. They correspond to no/low cost maidifions such as the changes in
design and operating conditions, 8nd Q designate the intervals of permissible values
of design and operating degrees of freedom for sjmkspectively. Hence,d D, and
oy[] O,. Examples of gdinclude structural decisions such as increasintpse area,
adding or replacing internals such as packing,strayd baffles, etc. Examples of o
include operating conditions that can be altered dmisting equipment such as
temperature, pressure, etc.

There are two sets of streams; a set of hot strestia set of cold steams. The

set of hot streams that are to be coolleld,:{i|i =1 N,p + N, } consist of a subset of
process hot streamsHP :{i|i =L Ny } and a subset of utility hot streams
HU :{i|i =1, N,y } . On the other hand the set of cold streams tleatabe heated,

C :{i|i =1, Ngp + N, } consists of a subset of process cold streams,
CP:{i|i =1 Ngp } and a subset of utility cold strear@$) :{i|i =1 Ny } The process

has a fixed value ofAT,. Streams flowrates, and inlet and outlet tempegatiare

unknown and should be determined optimally in thasible space for the process

optimization and heat integration.
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The objective is to maximize production of a desiproduct by using no/low
cost strategies such as modification of designagpetating conditions, minor structural

modifications, heat integration, and retrofittinigheat exchangers.

Solution approach
The solution approach is based on the following #teyps:

1. Targeting: in this step, the maximum achievablei@alf production flowrate is
determined. The interval arithmetic is used fogéding proposes (upper bound.)
This step is essential to identify bounds withia thnge of the function that will
yield the most meaningful results. It is importaot mention that interval
arithmetic does not necessarily guarantee the ddigsiof the upper bound.
However, it guarantees that the maximum achievablee of the function
(production flowrate in our case) will not exceadstupper bound.

2. Simultaneous production maximization and utilitytiopzation: in this step, the
maximum production flowrate and minimum heating arabling duties are
simultaneously optimized. The process debottlemgcknodel, introduced in
chapter l1ll, is expanded to include the procesd heagration. This model is
explained in detail later in this chapter.

3. Minimum heat transfer area calculation: in thigpstie minimum required heat
surface area for heat transfer among hot streamit streams, and utilities in the
HEN is calculated. The area is calculated assurouggall countercurrent heat

exchange which manifests itself as horizontal hemtsfer on the composite
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curves. This is the minimum area only when the haaiusfer coefficients for all
streams and utilities are equal. This step is ésdesince our approach is based
on no/low-cost debottlenecking and the need to @xathme possibility of current
heat exchange network (available heat exchangemsgling required heat
exchange.

To determine the minimum heat transfer area, ytdtteams must be included
with the process streams in the composite curvebtain the balanced

composite curves (Smith 2005). The minimum areheatt transferA, ., can be

calculated from:

Interval 1 Stream qj
"= —L 4-4
A E(FATLMl 2 (h) @9

Vi

where ¢, is heat exchange by strequm intervali
h;is heat transfer coefficient of stregnm intervali

F is the correction fact accounting for non-counterent flow
AT,,, is log mean temperature difference in inteiival

If the calculated heat transfer area is equal tess than available heat transfer
area, we go to step VI. Otherwise, we go to nest. st

If excess utilities are available in the procels,minimum utility consumption is
increased by an incremenb) and the procedure returns to step Il. This should
continue until calculated heat transfer area besomgual to or less than
available heat transfer area and we go to stepMintil there is not more utility

and we go to step V.
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5. If all excess utilities are consumed and the cateal heat transfer area is still
higher than available heat transfer area, a negetdor production flowrate is
determined and we go back to step Il. The new tasgequal to the optimum
production flowrate (determined previously in st§pninus a small value.

6. Once we reach a calculated heat transfer areaighatjual to or less than
available heat transfer area, the heat exchangeoretis retrofitted. It is
important to mention that when calculated heatsfemarea is equal to or less
than the available heat transfer area, it doesimpty that the current heat
exchange network can be retrofitted, at no/low cesbfitting, to accommodate
changes in process’s flowrates and temperatures.

The task in this step is to match the hot and potttess streams with each other
or with external utilities with the current procasstwork of heat exchangers to
satisfy the minimum utility that was calculated step 1l. If HEN can be
retrofitted we stop; otherwise we go back to siép |

Fig. 4-1 shows a flowchart that outlines this solutapproach.

Simultaneous production maximization and utility optimization

As mentioned previously in this work the maximunoguction flowrate and minimum
heating and cooling duties are simultaneously agemit is based on interacting two
formulations. First, a sub-model is developed aalyexl maximizing the production
flowrate . It is similar to the model developedGhapter Ill. The second one is for heat

integration and utility optimization. In this modedtreams flowrates and temperatures
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are considered as optimization variables and these sub-models communicate
simultaneously.

Grossmann et. al. (1998) developed a method fosithaltaneous synthesis of the
heat exchange network and the process. This métrsdightly modified and used in this
chapter to determine minimum utility consumptionileldealing with streams flowrates
and temperatures as optimization variables. Thehodeis based on the HEN pinch
concept. To better understand this method the isaluwill first be presented
graphically. By plotting the composite hot and dcatreams, we can see how these
individual streams merge into one composite strdaough linear superposition (Fig. 4-
2). As both composite streams move until they hoaicthe pinch point, we can observe
the following properties:

1. The only potential pinch point candidates (Fig.)&& the corner points on the

composite streams, as these correspond to the wfl@ny hot or cold streams.
The set of pinch point candidates are representd?l b

The total heat lost by the hot streams in the nkwmoust equal the total heat
gained by the cold streams; resulting in a totémee of energy in the system.
In order to achieve a minimum utility consumptioi, heat may be transferred
across the pinch. Hence, we can break the prollewn into two separate

portions — above the pinch and below the pinch.(B&§). If the heat lost by

the hot stream equals the cold stream's heat tjg@n,the energy is balanced for

each part.
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2. The heat exchange becomes thermodynamically feasiien the cold

composite stream lies above the hot composite mtrab each level. This

reveals the true pinch points.

3. Should the composite streams touch at any pinchit gaindidate, other than at

the true pinch point (Fig. 4-4), the hot compositeam must be slid vertically

until it touches the cold composite stream at ath point candidate. In

contrast to statement 3 (above), we can readilicipate that an exchange

situation such as this (4) is thermodynamicallyasible, as both streams must

touch only at the true pinch point.

Therefore, the following expressions hold true:

Heatlostby thehot heatgainedby thecold
stream@bovethe - streamabovethepinch =a , a=0
pinchpointcandidate pointcandidate

and

Heatlostby thehot heatgainedby thecold
streamdelowthe - streambelowthepinch =a , a<0
pinchpointcandidate pointcandidate

while a vanishing only at the true pinch point. In otherds,

Heatlostby thehot heatgainedby thecold

streamsbovethe - streamabovethepinch >0 pOP
pinchpointcandidate pointcandidate

and

Heatlostby thehot heatgainedby thecold

stream®elowthe - streanbelowthepinch <0 pOP

pinchpointcandidate pointcandidate

(4-5)

(4-6)

(4-7)

(4-8)
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As the equality applies in equations 4-7 and 4-8 avhen the pinch point
candidate is true. Equations 4-7 and 4-8 charaeténe two pinch points and meet the
criteria needed to promote the feasibility of thertnodynamic exchange. This is in
contrast to the infeasibility of the heat exchangfeould the two composite streams
touch at any pinch point candidate other than aipihch point that is true. We can thus,
eliminate either equation 4-7 or 4-8 as being fdasisince the network's total energy
must always be balanced. Equation 4-8 and theggr®lance equation will therefore
be used in this work to identify the true pinch rgoand ensure thermodynamic
feasibility.

To minimize the utility we need to evaluate théimpim flow rates of all the hot
and cold streams, and the location of pinch powithin the HEN. As previously
discussed, since the problem of locating the piaecid insuring thermodynamic
feasibility entails incorporating energy balancenstoaints below each pinch point
candidate, one ought to have explicit expressionshfe exchange loads of the hot and
the cold below each potential pinch point. It iserefore, convenient to introduce the

following binary integer variables:

o [1if T <TP iOH (4-9)
P oif T TP pOP

s .
. 1|.1"I'i <T idH (4-10)
P |oif TS =TP pOP
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Fig. 4-1. Flowchart of the simultaneous debottlenecking lagak integration approach
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pinch point.
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~
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Fig. 4-4. Composite curves touch at a point other thanrtieegiinch point.

C_ |1t <t? joc (4-11)
Tie =0t t 2tP pOP

1if t8<tP joc
; - ] 4-12
Mo {Oiftfztp pOP ( )

where TPand tPare the equivalent temperature of iffehot stream and thg" cold
stream at the pinch point candidgpé] P in the heat exchange network. Therefore, we
have the following expressions:

Heatlostbehotstream

i belowapotentialpinch=F, CQ{/}}’p(T" —Tit)—Aﬁp(Tp —Tis)} ipDDI:) (4-13)
pointin theHEN

and
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Heatgainedbecoldstream
j belowapotentialpinch= f, ij{nfyp(tp —tf)—/]}yp(t” —t})} IJOE(; (4-14)
pointin theHEN

The above expressions parameterize the exchandeblelaw the pinch point
candidates. To examine the validity of above exgoes, let consider all the possible

locations of hot streainwith respect to the pinch:

1. when hot stream lies completely above a potential pinch point ggaading to
equations 4-9 and 4-10 we hade, =A° =0 and the™ hot stream load below
the potential pinch point is zero, as expected.

2. when the hot streamlies completely below the potential pinch poifiert the
value of each/t jand A7 is unity and thé™ hot load below the potential pinch
point is

Fen{(r-1)-(r" -1°)}=F cn(r-T)
which is the proper expression.

3. when thei" hot stream straddles the potential pinch poiff XT"and
T'<TP®), then # =0 and A =1. Thus, the hoi"" stream load below the
potential pinch point is

Fca{(r"-T)-0}=F cp(rr-)

which represent the correct expression.
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Having established that, we are in the positionptesent the mathematical
formulation of simultaneous production maximizati@md utility optimization as

follows:

Simultaneous production maximization and utility optimization mathematical

formulation

Objective function:Max G,

where G, is the production of desired component

subject to

units’ performance models

Wy, T2 ), =1,2,..,N"andk OK) =
| in . | (4-15)
f,(G, . x;, T i, =1,2,..Njandk 0K, d,,p,)

J

bounds on the admissible ranges for the desigropadhting variables of each unit

d™<d, <d™ (4-16)
and
o™ <o, < O™ (4-17)

overall material, energy and component balancearids u’s

out in
Ny Ny

iZﬂWju - ZG (4-18)
Nou N

W, *h =3 G *h (4-19)
e e
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and

Ng N

ZWJ'U Yk = ZGiu * X« ¥ Net_Gen, kOK (4-20)
ju:l i,=1

where Net_Geyyx is the net rate of generation of component K i wn
Feed-flowrate limitations to each unit:
Ny
GM<> G <G (4-21)
i,=1
Composition limitations:
XS X S X (4-22)
Temperature limitations:
TM<T, <T™ (4-23)
Utility-capacity constraint

NSinks

ZQq,u s Q(Tax (4_24)

u=1

where q designated the type of utility
Q,, rate of consuming thg" utility at the u”
Q™ maximum plant capacity of thg" utility
Overall energy balance

FCplT°-T')-) fCplt -t7)=0 (4-25)
z z J I\ J

iOH joc
where F, is flowrate of hot stream

f. is flowrate of cold stream



Cpis specific heat capacity

T*° andt® are supply temperatures for hot and cold streaespgectively

T' andt' are target temperatures for hot and cold streerspgctively

Heat exchange between hot and cold streams bekwpirich pint

ZECH{/‘E,p(Tp _Tit)_/]is,p(Tp

iOH joc
F'<F<F iOH

fi<f <f joc

Tom < TS <T ™ iOH

THmM ST T iOH

S S joc

" <t <t joc

L-TP)A, <T' -TP<(U-T?)L-A )

(
(L-Te)p, <12 -TP<U-T°)0-2,)
('— t]p) , —t].”s(U —t].”)(l—/’/'}p)
L-

-17)} =X fep {7 -

iOH,pOP

iOH,pdP

juc,pdpP

juc,pdpP

tis)_r/ﬁ,p(tp

_ ¢t

t)} <o

i
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(4-26)

(4-27)
(4-28)
(4-29)
(4-30)
(4-31)
(4-32)
(4-33)
(4-34)
(4-35)
(4-36)
(4-37)
(4-38)

(4-39)
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ni,=01 jOC (4-40)

Case study

To demonstrate the applicability of our proposedprapch for simultaneous
debottlenecking and heat integration, the motigatexample of the hydrocarbon
processing facility, introduced in Chapter lll, nevisited (Fig. 4-5.) As before, this
example is limited to the situation where debotlking is achieved without an
investment of new capital. Table 4-1 shows the ajogy conditions of the process (base
case.) Heat exchangers, their duties, and heatféraareas are presented in Table 4-2.
By using the proposed interval inclusion techniqaearget for the product flowrate
(F14) was found to be 93,417 kg/hr. Next, a simultarsgoroduct maximization and heat
integration nonlinear programming problem was fdated. The interval-based target
was included as a constraint. The optimizationvearieé, LINGO 10.0, was used to solve
the problem. The identified value of the maximuradarct flowrate was found to match
the target (93,417 kg/hr), heating duty of 4.960% RJ/hr and cooling duty of 5.10 x 40
kd/hr. The calculated heat transfer area was 2254vinich is much higher than the
available heat transfer area (935.)n8ince there were no excess heating and cooling
duties, a new target was determined (new targetirrest maximum production &)
This procedure continued until a feasible solutias reached. The solution shows that
the maximum production from the process at no/lestaebottlenecking approach is

38,337 kg/hr. The heating and cooling duties at pnoduction level were 1.49 x %and
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1.54 x 16 kJ/hr, respectively. The heat transfer area wasrs0 Table 4-3 shows the

heat exchanger network retrofitting results.

Conclusions

A novel methodology for simultaneous process déwgtking and heat integration has
been introduced. This approach simultaneously iflesitthe maximum achievable
production flowrate at no/low cost strategy whilensidering heat integration of the
process. Furthermore, the approach considers thefitttng of the process heat
exchange network using no/low cost strategies. alijina case study was solved to

illustrate the applicability and merits of the napproach.
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Fig. 4-5. Flowsheet of case study (base case)



Table 4-1. Case study operating conditions (base case)

)

Stream| Flowrate (kg/hr))  Temperature (k
F1 65620.38 305
F2 32810.19 305
F3 4921.53 310
F4 93509.04 310
F5 93509.04 299
F6 93509.04 307
F7 20779.79 304.8
F8 72729.25 307
F9 68801.83 300

F10 3927.426 362
F11 2493.57 330
F12 18286.21 350
F13 23000 320
F14 29421 335

63
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Table 4-2. Case study heat exchangers duties and areascdmsese

Heat Exchanger Duty (kJ/hr) Required Heat Available Heat
x10° Transfer Area (f) | Transfer Area (9
HE-4 20 390.0 409.0
HE-7 1 15.5 16.3
HE-9 3 83.0 91.3
HE-10 2.67 67.0 70.4
HE-11 3.01 68.5 71.9
HE-12 23.2 197.2 276.1

Table 4-3. Case study heat exchanger network retrofitting

Heat Exchanger Assignment Duty (kJ/hr) Required Heat
x10° Transfer Area (ff)
HE-4 F9-CU 9.51 264.0
HE-7 F7-CU 0.23 3.5
HE-9 F4 - CU 4,94 47.9
HE-10 HU - F12 4.86 41.3
HE-11 F11-F12 0.72 26.2
HE-12 HU - F10 9.28 233.0
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CHAPTER YV
PROCESSINTENSIFICATION: NEW UNDERSTANDING AND

SYSTEMATIC APPROACH

Introduction

The introduction of reactive distillation was amotige first high-impact process-
intensification activites used in the chemical ustty. The term “Process
Intensification” was not highly publicized untileil970s when ICI invented the HiGee
rapidly rotating mass transfer device. Until thalyd990s, process intensification
focused on primarily four areas; the use of cemgaf forces, compact heat transfer,
intensive mixing, and combined technologies. SiR@®0s the growth of process
intensification has been accelerating as many relsezenters in different countries had
entered the field, international conferences andallem symposia on process
intensification have been organized.

Process intensification is gaining much attentisroae of the key objectives in
designing new plants and retrofitting existing aneveral drivers have contributed to
this increasing attention. For instance, enhancedegss safety and homeland security
are tied to process intensification. As the inventand flows of hazardous substances
are lowered, the process risk is typically redudsdiitionally, conservation of natural
resources (including better utilization of mass amergy) may be linked to process
intensification. Given the complexity of a typigalbcess and the various objectives, it is
important to develop an effective framework for @eating and pursuing valid

opportunities for process intensification.
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While cost reduction was the main motivation foogess intensification, it
quickly became apparent that there are other imponpotential benefits, particularly
with respect to improving inherent safety. Thispaticularly important when dealing
with hazardous materials. In such case, smalleentory is typically safer. Huge
inventories of hazardous materials were the mauses of the more severe chemical
disasters of the past century (e.g., Oppau/Ludvaifgshin 1921 (600 dead & 1500
injured), Flixborough in 1974 (600 dead & 1500ungd), San Juan, Mexico City in
1984 (500 dead & 7000 injured), and Bhopal in 198800 dead, 2,720 permanently
disabled)). Process Intensification can dramagcedduce inventory through smaller
equipment, improved reactor/yield, minimizing feted&, etc. Furthermore, process
intensification enhances safety through the deweto of products that cannot be
safely or successfully produced in conventional svagcause of high reaction rates,
dangerously exothermic reactions, or reactantsoar&azardous.

Other potential benefits of process intensificatiane improving process
chemistry, reducing environmental impact and eneagsumption, enhancing corporate
image through being innovative and environmentdhgndly, and finally, value
customers through “just in-time” manufacturing dilpsophy (Stankiewicz and Moulijn
2004a; Tsouris and Porcelli 2003).

Literature is rife with case studies on procesgnsification in the chemical
process industries. However, while many of thegeemadiscuss the application of novel
equipment or new technologies (e.g., multi-funciorquipment); the term “Process

Intensification” is defined differently. A commadefinition of process intensification
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was given by Stankiewicz and Moulijn (2000) as: YArchemical engineering
development that leads to a substantially smatilraner and more energy efficient
technology.” Based on this definition, Stankiezviand Moulijn (2000) categorized
process intensification into two classes: Equipmantl Methods (Fig. 5.1.) The
Equipment Class includes reactors and equipmenhdorreactive operations. On the
other hand, the Methods Class includes multi-fumai reactors, hybrid separators,

alternative energy resources and a category foodmgr methods used.

Process
Intensification
Equipments Methods

1 | | 1 1
Reactors Equipment for Multifunctional Hybrid Alternative Other
not-reactive reactors separation energy sources methods
operation

Fig. 5.1. Process intensification classification by Stankessand Drinkenburg (2000).

Motivations and objectives

Notwithstanding the usefulness of earlier procedenisification activities, they have
been mostly limited to intensifying individual ugitWhile intensifying individual units
may lead to intensifying the whole process, it mportant to distinguish unit
intensification from process intensification. Acdmg to such distinction, process
intensification focuses directly on the whole prisseTherefore, there is a great need to

develop systematic methods for process intensificatith focus on the holistic nature
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of the process. Because the focus of earlier woak wn single-unit intensification
(reactors, hybrid separators, etc.) which did mdlyyfaccount for the strong interactions
among all units within the process, the effectrdénsifying a single unit on the rest of
the process was not considered. For example, ldigiit columns were intensified in
order to improve unit performance and reduce chpitsts (Fair and Seibert 1996; Meili
1997; Olujic et al. 2003; Shakur et al. 2000; Summieal. 1995). Other separation
systems (e.g., strippers, deaerators) were alsosiited (Bisschops et al. 1997; Eimer
2003; Saremi et al. 2000; Willink 2000; Zheng et197). Additionally, the reactors
were intensified in order to improve safety by reidg their size or improving their
performance through internal modifications (Kooiyma000; Liu et al. 2005). Multi-
functioning equipment, such as the reactive seperand static mixer reactors, were
used for intensification (Cummings et al. 1999; 2anberg and Mukherjee 2001;
Guilleminot et al. 1993; Harmsen and Hinderink 1,9BRillips et al. 1997; Stankiewicz
2003; Trent et al. 1999; Turunen 1997; Xu 2001)thermore, intensification of the
membrane systems, in order to improve unit perfageaor minimize fresh water
consumption, has been reported (Belyaev et al. ;268iB-Pedersen et al. 2003; Rijkens
2000; Van der Bruggen et al. 2004a; Van der Bruggeal. 2004b).

Secondly, there were limitations in the lack of tegsatic methods used to
achieve intensification. Most of the reported casedies were based on individual
experiences with specific process or equipmentdithahally, some of the reported

intensification techniques do not fit under anyestcommon classification of process
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intensification alternatives (Belyaev et al. 20@¥ner 2003; Guilleminot et al. 1993;
Schneider 1999).

The main objective of this chapter is to overcommese limitations by defining
broader categories for “Intensification” while ugiprocess integration as a holistic and
systematic framework for intensification. We firgttroduce a new definition and
classification for intensification. The new clagsation divides intensification into two
main classes: Single-Unit Intensification and Psscdntensification. Single-Unit
Intensification is aimed at intensifying a pre-sfied unit in isolation to the rest of the
process in order to minimize the unit size at thesig throughput; maximize the unit
throughput at a given size; minimize the unit hofder maximize the unit performance
at a given unit size and throughput. On the olfagrd, Process Intensification is aimed
at minimizing the process inventory of materialgxmizing the process throughput, or
minimizing the process consumption of utility maéés and feedstock. In the case of
Process Intensification, units that need to be nsifeed are not pre-specified.
Furthermore, more than one unit can be intensif@thultaneously. General
mathematical formulations for different classesrménsification are proposed to assist
engineers and designers in performing intensificatiFinally, to show the applicability

of this work, a case study is presented.

New definition of intensification
In this work we define Intensification as any aityiwhich is characterized by one or

more of the following:
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1. Smaller equipment for given throughput. An activigyprocess intensification if
result in producing the same throughout using ssnadlquipment (or less
volume) that compared to those commonly used today.

2. Higher throughput for given equipment size or giy@ocess. An activity is
process intensification if result in producing heghthroughput using the same
equipment or process.

3. Less holdup for equipment or less inventory forcess of certain material for
the same throughput. Any activity that resultseducing holdup or inventory of
certain material for the same production is proaessnsification. Reducing
equipment holdup and process inventory of hazardmaderial has been
discussed in the literature. Reported case stidmss on reducing equipment
holdup or process inventory through reducing eqeipinsize. However, methods
that can be used to reduce holdup and/or invergndynot related to equipment
size (e.g., reduce inventory through change in nufdie process (continuous
vs. batch), or change reaction pathways), havéeen discussed. This category
includes activities that can be used to reduceum&hd/or inventory and are not
related to equipment size.

4. Less usage of utility materials, and feedstockdagiven throughput and given
equipment size. Any activity that result in lesages of material utilities (heating
or cooling utilities, solvents, etc.) and/or feeat$t is process intensification. As
the case with previous category, literature disedgbis category only through

reducing the equipment size. This category incluaEities that reduce utility
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usage or feedstock and are not related to equipsieate.g., solvent usage can
be reduced by optimizing circulation rate and/ortimpm operating of
regeneration system.)

5. Higher performance for given unit size. Any actnibat result in improving unit
performance (heat duty of heat exchanger, yieldeattor) for given unit size
and throughput is a process intensification.

The key building blocks of this classification tsosvn by Fig. 5.2.

Problem statement
The problem of process intensification can be dtae follow: Given a process with

units that are referred to as sinks. The set ofkssinis SINKS=

{j |:] =1,2...N andl,2...N 4 and each sink has a set of input streams

existingsinks newsink

(INPUT.) and a set of output stream@WTPUT ). The input streami, , has a flowrate
J J J

G" _and propertie™ (e.g. composition, density, temperature, and vapessure.)
i_,J 7

i-.J.p
J J

Each sink has a range of acceptable flowrate amlepties; and any stream must satisfy

that range before being fed to that sink, i.e.

G"™<Gn <gn ™ i DINPUT , JOSINKS (5.1)
io,J i-,; i_,E J J

Pin min < Pin < Pin max
i_‘ip i_‘3,p i_‘j,p
J J J

pdP (5.2)
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For each sink, there are vectors of design andatipgrdegrees of freedom

abbreviated a8 ando_, respectively. These vectors are subjected to
J J

manipulation and optimizatiorD_ andO_ designate the intervals of permissible
J J

values of design and operating degrees of freedrsifik J , respectively.

Hence,d. OD_ando. OO..
J J J J

Examples ofd_ include structural decisions such as increasinfase area, adding or
J

replacing internals such as packing, trays anddsfétc.

Examples ofo_ include operating conditions that can be altemedekisting equipment
J

such as temperature, pressure, etc.

The objective is to:

Intensify a given unit to minimize its size for avgn throughput, maximize its
throughput for a given unit size, minimize its hgidfor a given size and
throughput, or maximize its performance for a gigeae and throughput.

. Simultaneously intensify the whole process to maa@mprocess throughput,

minimize process inventory, or minimize procesitytmaterials and feedstock.
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Classes of
Intensification

1 1
Unit Process
Intensification Intensification

(" Minimize Size for ) Minimize
Given Throughput | Inventory
& J & J
Maximize Maximize
Throughput for Give[™ | | Throughput
& = J &
Minimize Minimize Utility
Hold-up | Materials / Feedstogk
& J & J
Maximize
Performance [
& J/

Fig. 5.2. New classification of process intensification

Unit intensification

Unit :] Is intensified to achieve one of the following etfjves:

1. Minimize unit size for a given unit throughput

Subject to

Size = f_(G™, p™. ,G" ,p". ,d_,ando.) (5.3)
J I 3 kdp L5 iap 3 J

_ are constants and

In case of new unit intensificatio8®" , p®*. ,G" ,andp"
3 i_,J,p

ka kJdpois
J

J J J

d_,ando_ are vectors that are subjected to manipulationoguichization.
J J
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2. Maximize throughput for a given unit size

Subject to
Gout =C (Size, pOUt_ ’Gin ’ pin i ,d_ ’ ando_) (54)
kod J J okJdp Ly indp 3 J

In case of new unit intensificatiop®. ,G" ,andp” . are constants and
k,dop i

- _ i_Jd.p
J J J

Size,d_,ando. are subjected to manipulation and optimization. t©@ other
J

J J
hand, in case of an existing unit intensificati@ize, p®. ,G" ,p". and
J k_,J,p i3 i_,J,p

d_,ando_ are subjected to manipulation and optimization.

J J

3. Minimize unit holdup for given throughput and size
Subject to
holdup= f_(Size,G*",p®. ,G" ,p". ,d_,ando.) (5.5)
J J w3 kdop L3 ildp J J

In case of new unit intensificatio&*™ , p® ,G" ,andp" _ are constants

k-,; k—v‘]vp ioJ i_,J,p
J J J J

and Size,d ,ando. are subjected to manipulation and optimization. @
J J J

other  hand, in case of an existing unit  intensiioca

Size,G* ,p™. ,G" ,andp"_
J o o ke il i_,Jd,p
J J J

are constant, and_,ando_ are subjected to
J J

J

manipulation and optimization.
4. Maximize performance (e.g., unit's product puritya separator, reactor yield in

a reactor, heat duty in heat exchanger.)
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Subject to

performane = 6.(Size, G, p™*. ,G" ,p"_. ,d_,ando.) (5.6)
J 33 kdp Ly indp 3 J

J J J

out

In case of new unit intensificatio®®" , p ,G" ,andp” . are constants and
3 i_,J

ko kdp il J.p
J J J J

Size,d_,ando. are subjected to manipulation and optimization. &/in case
J J J

of an exiting unit intensificatior8ize,G*" , p®*_ ,G" ,andp™ _ are constant,

J oo ke il i_,Jd,p
J J J J

andd_,ando_ are subjected to manipulation and optimization.
J J

Processintensification

Since there are strong interactions among all umiiisin the process, any change in one
part of the process will have an affect on therengirocess. Thus, a simultaneous
approach must be used. The first step in intemgifyhe whole process is to develop a
process model that is described in terms of thésaecvariables and the optimization
degrees of freedom for the various units. An effecivay of describing the process
model in terms of the manipulated design and opwyatariables is based on the

concept of path equations (Noureldin and El-Halwkdfi9). The flowsheet is described

as a number of sources (streams) and sinks (uBibsisider a process unii,, with a set

of input streamdNPUT. ={i_|i. =1,2...N"}and a set of output strean@®JTPUT =
J J J J J

{k.|k. =1,2...N°"}. Each input stream has a flowra@®¢ and propertiep" , and is
J J - - _

i-J i-J.p
J J
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fed with j" = {j|j=astreamwhichisdestinedoi. =12,....,Neyisiing 11125+ Npend
J

number of streams that have a flowreg;_@i - and properties pij”vi_vp. Where N, are

i ;
existing sources andll _ are external source that can be added to the maregplace

an existing source. Similarly, each output streaas h flowrateG™ and properties

k-.J
J

out

p™ and is split intg™ streams that have flowra?™ _ and propertiep
3 k_,j,Jd

k-.,J.p
J

k-.j,p
J
J

The decision variables for unil can be classified into design and operating

variables, designated ak ando_, respectively. Hence, the performance model for u
J J

J can be expressed as:

(G™ 3, p™ k. |k.=1,2..N*andpOP)=
J kedip J J J
’ o . (5.7)
J_(Size,G" ,p" . :i_li. =1,2..,.N",andpOP, andd_,0._)
J 35 ildp 303 J J o3

A performance model for each unit in the procesedeseto be developed.
However, details of these performance models dferent. For instance, if the process
that to be intensified has a reactor that can eanbdified, minimum details are needed
in this reactor’s performance model. On the otlard) however, if the reactor is subject
for intensification, detailed performance model hesdeveloped.

Parameters in performance models can be constaptionization variables. For
instance, in case of intensifying a new unit, $iEe is an optimization variable, while it

is constant in case of existing unit intensificatio
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For each unitj , there are bounds on the admissible ranges foogkeating and

design variables, i.e.

0min <o < Omax
J J

d™<d. <dm™
J J J

Additionally, overall material and energy for theituJ can be written as:

in me
zGln iGout
7_1 i-J k_ k-,;
J K J
NII’\ NOUI
Gln * hln Gout * hout
Z_l |J ii3 Z ke,d P
J J k J J
where
G" = no ii=12,...
i3 ;gjviv-] J
J J
and
N;
G =29 k. =12,...

ko, j,d J
J =1 J

N

5.8)

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

If properties are involved, then property-mixingpeassions (e.g., El-Halwagi et al,

2004) are added:

Nln Noul
ZGm * w( pln ) ZGout *l//( pout )
i =1 . J 3 k-,J

wherey is the property mixing operator.

(5.14)
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Since flowrates can not be negative, non-negatoatystraints are added of each source:

g" .20 (5.15)
jais,d
g™ - 20 (5.16)

P
Other important constraints include flowrate limivais to each unit:

G" ™<G" <G" ™ (5.17)

and properties limitations:

min max

Pin < Pin < Pin
i_‘ip i_‘3,p i_‘j,p
J J J

(5.18)

Having established that, we are in a position to tls® above general

mathematical formulation for different process imsiéication objectives as follows:

Maximize throughput for a given process (Max G %)
The objective here is maximizing the process thinpud. Performance model for
process units need to be developed as was showerearihis chapter (Equation 5.7.) It
is important to mention that the equipments sizanits performance models are fixed
as the investing in adding new equipments are nosidered. Additionally equations
5.10 to 5.18 are used to count for material andggnbalances, design and operating
limitations, and logical constraints.

It is also necessary to account for the competiaghahds for utilities. The

process has several utilities (e.g., heating, ngpkteam, etc.). Let us use the inde®
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designate the type of utility an@ _ as the rate of consuming tlygh utility at the Jth
q,J

unit. Suppose that the maximum plant capacity efjthutility is Q. Therefore, the

following utility-capacity constraint should be used

ZQ Q™ (5.19)

Minimize processinventory at given throughput
Minimize inventory, practically of hazardous maaériis generally aimed to improve
process safety. The question is “what is the saferntory?” The minimum inventory
based on safety considerations was defined asniithenum quantity that is consistent
with safe and stable operation”. This is normahg fowest inventory with witch the
process could operate without increasing safetg@ms (Wade 1987). Thus, reducing
material inventory is an operating decision and came only from changes in the
process or in the way it is operated.

There are two different kinds of inventory that a@nsidered in this work;
feedstock inventory and intermediate material inegn Another kind of inventory,
which is utility material inventory, is not includeunder this class of process

intensification since it is covered under minimgzatility materials.
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Feedstock Inventory

Every process needs a certain inventory of feellstdbere is not continuous supply of
feedstock through piping. The amount of feedstaoolentory depends on the type of
process and location. Feedstock inventory is relate process throughput of desire

product and process yield as follow:

procesghroughpt
procesyield

[Feedstocl’mventory: * inventoryperiodj (5.20)

At constant process throughput and fixed inventpeyiod feedstock inventory is at
minimum when the process yield is at maximum vallieus, above equation can be

rewritten as:

procesghroughpt
maximumprocessield

(Minimum feedstocknventory= * inventoryperiodj (5.21)

A procedure has been developed by Al-Otaibi andH&8ivagi (2006) to
maximize the process yield and hence minimizing féezlstock inventory without the
addition of new equipments. Since in this type mfgess intensification the addition of
new equipments is considered, Al-Otaibi and El-Hagils method was modified.

This procedure consists of the following key steps:

1. Maximize routing of targeted raw material to thaaton system

2. Maximize reactor yield

3. Reroute desired product from undesirable outlete¢alesirable outlet, and

4. Minimize the fresh consumption of the targeted raaterial through recovery
and recycle

The following is a brief description of these steps
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Step 1: Maximizing routing of raw material to reactThe first step in this procedure is
aimed at the maximization of reactor feed. Letaissader Fig. 5.3: In this process, A is
the total fresh feed of the targeted raw matefala result of losses prior to the reactor,
a fraction (@) of the fresh feed reaches the reaction systedirigdo a load (a = A)

of the targeted reactant fed to the reactor. Tlaetien system consists of current
reactors and new candidates of intensified reacRased on the path equations for all
the units leading to the reactor, we can expres$réctiona as a function of the design

and operating variables of the units precedingéaetion system, i.e.
a=y(d. ,o_Dj precedinghereactionsystem) (5.22)
J J

One can determine the value of fresh feed readtgesetictor as:

a=a*A (5.23)
Step 2: Maximizing reactor yield: The actual yiafl the reactor can be written as
follow:

Actualyield of areactor(Yield ., .) =
Amountof desiredproductgeneratedh thereactor (5.24)
Amountof limiting reactanted to thereactor

Let Yield ..., b€ given by this expression:
. | d _ (FeeCinstingreactoridexistingreactor’oexistingreacto) 1
Yie reactor — F d * (525)
+( eeqlewreactoﬂ newreactor’onewreacto)
where

| andll are binary variable anti+ 11 =1
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Feeisting reactor exisiting reactor Oexisting reactoral® the vectors of feed conditions,
design variables, and operating variables of engsteactor, respectively.
FeeGew reactor Ghew reactor Ohew reactor@f€ the vectors of feed conditions, design
variables, and operating variables of new reacéspectively.

One can determine the value of product leavingehetion system (Fig. 5.4) as:

b=a*a (5.26)

a aA

Reaction
System

h 4

vy v

Fig. 5.3. Evaluating feed to reactor

Step 3: Rerouting the product from undesirableatsitto desirable outlets: After the
reaction system, the generated product along wigihdalucts, wastes, and unreacted raw
materials are processed through separation anshiing units. As a result, a certain
amount,l, of product is lost with terminal streams leavingundesirable outlets (i.e.,

streams other than the main product stream goisglas.)
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B T10
sale

Reaction
System

A

A 4

Yy

Fig. 5.4. Maximization of the reaction yield

Thus, our objective is to minimize the losses amebute them to the desirable outlet
(main product stream). This objective is achieveeugh manipulation of the current
separation and finishing units’ design and openati@ondition and/or through the
addition of new equipments. The product losses lmarexpressed through the path
equations for the separation and finishing unita &snction of the design and operating

variables of these units, i.e.,
| =¢(d. ,o,Dj following thereactionsystem) (5.27)
J J

Step 4: Minimizing fresh feed Usage through Recytiethis step, the unreacted raw
material is recycled. The existing and new recowd®yices can recover an amount,
which can be expressed through the path equattortbd recovery units as a function of

the design and operating variables of these ursgts,

r=<¢(d ,o_D:] [JRecovery Wits) (5.28)
J J
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In recycle, it is necessary to consider the supply demand of raw materials. Clearly,
one cannot recycle more than the available recielaw materials. Additionally, each
unit has a maximum capacity that should not be edee. Hence, the maximum
recyclable raw materials are the lower of two loade maximum recoverable load and
the fresh feed requirement of the reactor (Nouredshid El-Halwagi 1999). Therefore,

Maximumrecyclabldoadof raw material= (5.29)
argmir{rmax = Freshfeedrequiremenof theproces}s '

Intermediate Material Inventory
Unlike feedstock inventory, in most cases interradmaterial inventory is convenient,
but not essential. It is stored either because liabity of intermediate material
producing unit or when the producing unit is afatiént site. One of the worst disasters
in the history of the chemical industry occurredBimopal, India in 1984 was a result of
a leak of intermediate material (methyl isocyanafdfer this accident many companies
announced that intermediate material (keeping ineahithose intermediate are usually
reactive chemicals and therefore are likely to beandous) would not be stored but
would be used as soon as they are produced (K8%)1Many process safety experts
suggest a target of zero inventory of intermedma#erial. This can be achieved through
producing intermediate materials on site in rekaptoducing unit so that they will be
used as soon as they are produced.

Hendershot reported that in 198@sny plants significantly reduced the quantity

of toxic intermediates stored in existing plantso(ppted by the Bhopal tragedy) by
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focusing on the reliable operation of the plantsthat it was not necessary to maintain a
large inventory to keep other parts of a plant mgrwhen an unreliable plant unit shut
down (Hendershot 2006).

A study done at AIChE showed that methyl isocyamatgld be generated and
immediately converted to final product in contingoreactors that contained a total
inventory of less than 10 kg of methyl isocyana®atkiewicz and Moulijn 2004b).
Thus, minimizing the intermediate material invegtoan be achieved though single unit

intensification as explained earlier in this chapte

Minimizing utilities and feedstock

A process may be intensified to minimize utiliteesd feedstock using energy integration
and mass integration (El-Halwagi 2006; Kemp 200%her®y 1995; Smith 2005).
Additionally a recent review for process integrattechniques that are used to minimize

utilities and feedstock was published by Dunn ah#i&wagi (2003).

Case study: processintensification of acetaldehyde production through ethanol
oxidation
The approach developed to reduce process invemtdirype applied in this case study
based on the process described by Al-Otaibi anddhivagi (2006).

Consider the process of producing acetaldehyde eti@nol oxidation. A
schematic process flowsheet is shown in Fig. &thanol feedstock (50% ethanol, the

rest being mostly water and some organic impur{fiéier 1968), is partially vaporized
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in a flash drum, mixed with preheated air, and tie@ catalytic reactor. Ethanol reacts
with oxygen to form acetaldehyde and water accgrtiinthe following equation:
CH3CH,OH + % Q - CHsCHO + RO (5.30)
The reactor yield (designated by.¥ir and defined as the ratio of mass of
acetaldehyde formed in the reactor to mass of ethi@a to the reactor) is given by
(McCabe and Mitchell 1983)
Y reactor= 0.33 — 4.2*10%(T 1y, - 580¥ (5.31)
where T, is the reactor temperature (K). At present thetards operated at 600 K and
the current reactor yield is 0.328 kg acetaldehigdimed in the reactor per kg ethanol

fed to the reactor.

56 Ethancl
Etharwl Solwent
Soheni 211
Gasems
Sentbber Waste
g? i < 312
cmbbing
Salvert e
5
=
54 ] 5
Lir 4 85
Feedstock

Sembher
Bottoms

Fig. 5.5. Schematic representation of acetaldehyde process
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The reactor product is scrubbed first with coldutdil solvent to cool the reactor
offgas and to scrub several species (primarilyrethand water). The gases leaving the
top of the scrubber are scrubbed again with waderemove additional alcohol and
acetaldehyde (Faith et al. 1965). The off-gas legavihe second scrubber, mostly
nitrogen and trace amounts of oxygen, acetaldehgttgnol and water is released to
atmosphere (McKetta 1999). The liquid from the secascrubber is recycled as
scrubbing agent for the first scrubber with frektohol as make up for the purge and the
losses. The liquid from the first scrubber is disti and acetaldehyde is recovered as the
overhead product of the first distillation coluniihe bottoms of this column are fed to a
second distillation column where light organic veassfincluding some acetaldehyde) are
collected from the top and passed to waste tredtmidme bottoms of the second
distillation column are fed to a third distillati@@lumn where ethanol (with some water)
is separated as the overhead product and is sudraigded to a boiler to utilize its
heating value. The bottoms of the ethanol recoeetymn is mostly water and is fed to
the biotreatment facility.

The plant receives ethanol from remote supplierlaamite keeps an inventory of
the for two weeks. Based on the base case abad4@ igns of ethanol is stored. Ethanol
is a hazardous material and highly flammable ligiWéhen ethanol mixes with air,
explosive mixtures are produced that can be igrgelectrostatic charges. Ethanol is
very irritating when it contacts the eye and skis.inhalation with height concentration
and for long time may result in deadly consequen&rge to its dangerous nature,

ethanol needs special storing and fire-fighting alshimakes storing it in copious
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guantities highly discouraged. And hence, it wasidbd to minimize the inventory of
ethanol while holding the same throughput of thecpss (162,000 t/y acetaldehyde) and
without investing in adding new process equipmeds. per our new definition of

process intensification, existing process inteoatfon procedure will be followed.

Solution Approach

Ethanol is used in the process as a fresh feedsboitle process (E1, in stream S1) and
solvent in scrubber | (E6, in stream S6). Flow@dt&l can be related to the flowrate of
acetaldehyde as showing below

Acetaldehylein final productstream

Procesyield = (5.32)
Freshethanofed to processasfeedstock

or

Procesyield :ﬂ: E1=L4, (5.33)
E1l procesyield

where Al4 is the mass flowrate of acetaldehydéenfinal acetaldehyde product (in
stream S14).

The flowrate of ethanol makeup (E6) is a functidnethanol temperature as
shown below:

E6=400% = (5.34)
29¢

whereTE is the temperature of ethanol makeup. Therefdrgmn®l consumption in ton

per year can be written as follow:
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Ethanolconsumptia = E1+ E6:L4_+400*E (5.35)
processyield 298
and ethanol inventory (for two weeks) can be wmiths follow:
Ethanolinventory= EL+E6_ A1_4 +400* TE (5.36)
24 processyield* 24 298* 24

Thus, for minimum ethanol inventory process yietbais to be at maximum afdt at
minimum.
To maximize the process yield a procedure develdpedil-Otaibi and EI-
Halwagi (2006) for maximizing process yield will bsed in this work.
The following flows may be assumed to hold throughthe case study (even after
process changes):
* No ethanol in S4, S12, S14, or S16.
* No acetaldehyde in S1, S2, S4, S6, S12, or S15.
The following are additional constraints and pafuaions to track ethanol and

acetaldehyde in terms of the optimization variables

Reactor
The reaction temperature affects the reactor yaddgiven by Equation 5.31. The
feasibility range for the reaction temperatureiigeg by:

300< T (K) < 860 (5.37)

The reactor yield can also be written in termshef amounts of generated acetaldehyde

and consumed ethanol in the reactor, i.e.
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vy =_AR (5.38)

reactor E
feed

where Eeeqis the ethanol fed to the reactor and AR is theegated acetaldehyde in the
reactor. The ethanol consumed in the reactor (ER)related to AR through

stoichiometry and molecular weights. Therefore,

ER = (46/44) * AR $8)

Flash Column

The ethanol losses in the bottoms stream of thshfldrum may be reduced by

manipulating the flash temperature according tadelewing relationship:

E2=a*E1 (5.39)
where
o =10.5122 - 0.0274 * {ksn (5.40)

where Tash is the temperature of the flash drum in K andasrmed by the following
constraint:

The range for the flash temperature is:

380< Trash (K) < 384 (5.41)

At present, the flash temperature is 380 K.
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Ethanol Makeup

E6=400% = (5.42)
29¢

The range for the makeup temperature is:

285< TE (K) < 300 5.43)

First Distillation Column

The acetaldehyde recovered in the first distillatimlumn is a function of reboiler heat

duty of that column. The relationship is given by:

Al4 =g * A9 43)
where
B=0.14*Q+0.89 (5.45)

where @ is the reboiler heat duty (heat flow rate) in MWe range of the reboiler duty

is:

0.55< Qr (MW) <0.76 (546

For the base case, the reboiler duty (heat floe) iat0.62 MW.
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Third Distillation Column

To reduce ethanol losses (with the agqueous wastg ¢ biotreatment), the reflux ratio

of the third distillation column may be manipulatéthe following relations may be

used:

E17=y *E15 (5.47)
where

y = 0.653 * OERR) (5.48)

where RR is the reflux ratio in the third distil@at column. Currently, the reflux ratio

for the column is 3.5 and the working range forriftux ratio is:

2.5<RR<5.0 (5.49)

Direct recycle is allowed only from the top of ttierd distillation column to the flash
column.

In addition to the given path equations and comgBaone can also write the
material balance equations for acetaldehyde ananethithroughout the process. The
plant is to produce 162,000 t/y of acetaldehyde.,(iA14 = 162,000 t/y). The present

(base case) value of the overall process yield6810

Results
A nonlinear programming formulation has been dgwetbto minimize the ethanol

inventory subject to the aforementioned processahdte program has 33 constraints



93

and 35 variables. The optimization software LING@swsolved using the generalized
reduced gradient (GRG) method to simultaneouslyesdhe program and yield an
optimum solution for the minimum ethanol inventdoy two weeks to be 7, 098 tons at
process yield of 0.953 and TE at 298 K. This igragimately 37% less the amount of
ethanol that is stored for the base case (11,239.tdG he optimal values of some of the

optimization values are listed in Table 5.1.

Conclusions

Limitations of previous work in intensification wepvercome through defining broader
categories for “Intensification” while using prosesntegration as a holistic and
systematic framework for intensification. Intensdiion was classified into two classes:
Unit Intensification and Process Intensification.mfathematical formulation for each
intensification was proposed. In the case of preaeensification, units that need to be
intensified are not pre-specified and more than amet can be intensified

simultaneously. A case study showed the applitpof the new classification and

proposed mathematical formulation.
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Optimization Variable

Optimum Value

Reaction temperature

Flash temperature

Ethanol makeup temperature

Reboiler heat duty (heat flow rate) for the
first distillation column

Reflux ratio for third distillation column
Ethanol recycled from the top of third

distillation column to the flash column:

580.0 K
383.7K
298 K

0.76 MW
5.0

322,709 tly
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CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

A novel methodology for debottlenecking a chemiqgalocess for production
maximization has been introduced. This new apprésacimultaneous in nature and is
based upon posing the debottlenecking task asagsantegration task which links all
the design and operative degrees of freedom. plioés synergies among the units and
streams to attain maximum debottlenecking. Thig@ggh is capable of identifying the
true potential or maximum production of the procaisead of time (targeting step.) Two
case studies were used to illustrate the applicabdf the new approach in
debottlenecking the whole process, identifying tight extent of debottlenecking each
unit and achieving superior results compared to twnventional sequential
debottlenecking approach.

The work has also introduced a simultaneous appro&@ process
debottlenecking and heat integration. This approachultaneously identifies the
maximum achievable production flowrate at no/lovstcstrategy while considering heat
integration of the process. Furthermore, the ambramonsiders the retrofitting of the
process heat exchange network using no/low cagesfies.

Finally, the current limitations of process intditsition (limited to single-unit
intensification and lack of a systematic approaaiere overcome through defining
broader categories for intensification while usprgcess integration as a holistic and

systematic framework for process intensificationirst- a new definition and
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classification for "Intensification" were introdute The new classification divides
intensification into two main classes:
1. Single Unit Intensification: that is aimed at inséging a pre-specified unit in

isolation to the rest of the process in order to:

Minimize the unit size at the given throughput

« Maximize the unit throughput at a given size

Minimize the unit hold-up

Maximize the unit performance at a given unit sind throughput
2. Process Intensification: in this type of intensfion units that need to be
intensified are not pre-specified and more than ané can be intensified
simultaneously to:
«  Minimizing the process inventory of materials
« Maximizing the process throughput
« Minimizing the process consumption of utility masés and feedstock
Mathematical formulations for different classesrdénsification were proposed

to assist engineers and designers in performiregsitication.

Recommendations for futurework
The research conducted in this dissertation caextended to address even broader
areas. These include:

* Process debottlenecking with utility optimizatiamdeheat exchange network

retrofitting.
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Simultaneous process debottlenecking with optinemabf combined heat and
power.

Expansion of proposed approaches to include prodessttlenecking with
investment in new equipment.

Incorporation of time based operation into debo#tking strategies.
Development of metrics to reconcile safety and eodn objectives for the

process and guide process intensification strategie
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APPENDIX |

PROCESSMODEL FOR THE MOTIVATING EXAMPLE

The following equations provide the appropriateelesf details for modeling the various

units of motivating example:

Reactor

F1 = 2F, (-1)
F. + F, < 100,000kg/hr (-2)
Fa = 0.95%(F; + F») (I-3)

Cooler and Compressor

F4 = F5 = Fe (|-4)

The volumetric flowrate to the compressor shoultd ex@eed a maximum value
V,". At present, the compressor is running at its maxn volumetric flowrate

capacity and is, therefore, the process bottlenbtike mass flowrate can be passed
through the compressor by further cooling the gassimg through the compressor. The
gas leaves the reactor at 310 K. The stream cdartheer cooled be increasing cooling
duty (Q,) provided that the temperature of the gas doegadielow 288 K, otherwise

undesirable condensation occurs. The following esgons model the cooler and

compressor:



Cooling Duty of the Cooler
Qs = F*Cp*(T4- Ts)
where

CP = 20£
kg.K

and

T,=310K
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(I-5)

(I-6)

(I-7)

Relating mass flowrate to volumetric flowrate fedthhe compressor (assuming ideal gas

law), we get

£ = M*PV,
® R*T,

where
M = 30 kg/kg-mole
R = 0.082 m.atm/kg-mole.K

P =15 atm

V, < V™

V™ = 5,100 ni/hr
T, >T,™

T, <T,

T,""= 288 K

(I-8)

(1-9)
(1-10)
(-11)

(-12)

(-13)

(1-14)

(I-15)

(I-16)
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First Separator

The bottom-to-feed ratio in the first separatorakated to the cooling duty{in kJ/hr)

as follows:

Q. *Fs
F, =<4 __6 -17
T9*10° (-17)

Material balance around the first separator gives:

Fs=Fs-F (|'18)

First Reactive Separator

The maximum capacity of the second separatpin(fkg/hr) is dependent on the extent

of cooling before the separator4{Q@s follows:
F, < F™ (1-19)
F," = 40,000+ 001* Q, (1-20)

The ratio of the top product to the feed is givgn b

Fi11=0.12*F; (|-21)

Second Separator

The bottom productHy in kg/hr)is related to the feed and the coolingydat the
overhead condense®{ in kJ/hr) as follows:

_09*Q,* Ky

= 1-22
10 5*10° (-22)



111

Second Reactive Separator

Overall material balance:
Fia=Fuiz+ Fu+ Fio (1-23)

F13 = 23,000kg/hr (1-24)

Cooling Utility Capacity

The cooling utilities used to provid@,, Q;, andQy come from the same refrigeration
system whose capacity cannot exceed a maximumd@fit i.e.

Qs+ Q7+ Qo= Q™ (1-25)
Q= 5+10° kJ/hr (1-26)
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APPENDIX |1
PROCESSMODEL FOR THE SECOND CASE STUDY

(STYRENE PRODUCTION)

In this case study, the styrene production procissso be debottlenecked by
debottlenecking the BCSR. Modeling of the BCSRasdu on a two-phase multi-stage
model (El-Halwagi, 1990). Fig. II-1 is a schematepresentation of this model. The
reactor is divided into a number of cells: a seslofry cells and a set of bubble cells.
Interphase mass transfer of hydrogen takes plawe the bubble phase to the slurry

phase. The gas-to-liquid mass transfer coeffidedescribed by Gestrich et al. (1978):

3
k| a= 0.04241) —O.561(pl S4 )O.llGEQU ;21 (l |_1)
Dr’ oM

R

where k ais the interphase mass transfer coefficiéhis the reactor heighDr is the
reactor diameterp, is the liquid density,S is the surface tension of the liquid, g is the
gravitational accelerationy is the liquid densitylJq is the superficial velocity of the
gas, andis the fractional volume of the bed occupied by blibles and is given by
Hikita and Kikukawa (1974) as follows:

£, =0.0615 % U ¥ (11-2)

Let components A, B, C, and D be phenyl acetylagdrogen, styrene, and ethyl
benzene, respectively. The main modeling equationthe nth stage may be written as
follows:

Material balance on component A around theshurry stage:
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UC,,—UCyy +1,,AZ 1- £g,n) =0 (11-3)
Where U, is the superficial velocity of the liquid and issamed to remain constant

throughout the reactor height. The ter@g, and Can.1 are the compositions of A

leaving and entering the nth slurry stage, is the rate of depletion (kmolfs) of A in

the nth stage.

Fig. I1-1. The two-phase multi-stage BCSR representation
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For simplicity, the nth-stage slurry concentratmineach component in the rate
expression is taken as the arithmetic averageeofrilet and outlet compositions of the

component for that stage. For example,

53.0CanCsgn
L = A (11-4)

(1+ 73Can+ 98Cgn+ 029Cc,)*

Where C,, , Cy,, and C, are the arithmetic average compositions in thestirry

stage of components A, B, and C, respectively. istance, the expression for
component A is given by:

— _Can1 *Can

Can = > (11-5)

The term AZ  is the height of the"hcell and is taken in this case study equal to the

reactor diameter (k). The fractional volume of the gas phase in tltie stage is
calculated using the superficial gas velocity antethe stage, i.e.,
£y, = 0061570 27, (11-6)

The material balance for component B around thslarry stage is given by:

UICB,n _UICB,n—l - (k| a)n(C;,n - CB,n )AZn + rl,nAZn @- gg,n) =0 (11-7)
where C*an is the slurry phase composition of component Bguilédorium with the gas-

phase composition of component B in stage n.dtvien by:

Ce,=mGCg, (11-8)
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where m is Henry’s coefficient whose value in ttese study is

= kmol B/ m’of gas
““kmol B/ m® of slurry

(11-9)

The gas-phase composition of B in the nth stagalisulated through the ideal

gas law:

(11-10)

In this case study, hydrogen in the gas phasd&éntas pure (i.e., mole fractign, = 1)

and the gas-phase pressure drop is assumed to dhgible (i.e., the gas phase
pressuré? is constant throughout the reactor).

The material balance for component B around thgas stage is given by:
U g,ncg,n -U gyn_lcg,n_l +(ka), (C;,n -Cg,)AZ, =0 (1-11)

In order to insure proper suspension of the catalyd the slurry, the superficial
velocity of the gas in any stage should not drdpwe minimum required gas velocity,
ie.

U,,2U" (1I-12)
For the BCSR of this case study, the valu&§f'is 0.056 m/s.
The material balance for component C around thslurry stage is given by:

U Cepn —UCopy (1o —1,)AZ, (1~ ,,) =0 (11-13)
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The following data are used in this case study= 2.4 m,Dg = 0.8 m, inlet

composition of phenyl acetylene to the slurry ph&g = 0.2 kmol/rf, U =5.7x10%kg

m™*s?, Uy = 0.06 m/s,p, =870 kg/ni, andS= 0.029 N/m.
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