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The Hall resistivity in ferromagnetic materials has an anomalous contribution proportional to the magnetization, which is defined as the anomalous Hall effect (AHE). Being a central topic in the study of ferromagnetic materials for many decades, the AHE was revived in recent years by generating many new understandings and phenomena, e.g. spin-Hall effect, topological insulators. The phase diagram of the AHE was shown recently to exhibit three distinct regions: a skew scattering region in the high conductivity regime, a scattering-independent normal metal regime, and an insulating regime. While the origin of the metallic regime scaling has been understood for many decades through the expected dependence of each contribution, the origin of the surprising scaling in the insulating regime was completely unexplained, leaving the primary challenge to the last step to understand fully the AHE.

In this dissertation work we developed a theory to study the AHE in the disordered insulating regime, whose scaling relation is observed to be $\sigma_{xy}^{AH} \propto \sigma_{xx}^{1.40-1.75}$ in a large range of materials. This scaling is qualitatively different from the ones observed in metals. In the metallic regime where $k_F l \gg 1$, the linear response theory predicts that $\sigma_{xx}$ is proportional to the quasi-particle lifetime $\tau$, while $\sigma_{xy}^{AH}$ scales as $\alpha \tau + \beta \tau^0$, indicating that the upper limit of the scaling exponent is 1.0. Basing our theory on the phonon-assisted hopping mechanism and percolation theory, we derived a general formula for the anomalous Hall conductivity (AHC), and showed that the AHC scales with the longitudinal conductivity as $\sigma_{xy}^{AH} \sim \sigma_{xx}^{\gamma}$, with $\gamma$ predicted to be $1.33 \leq \gamma \leq 1.76$, quantitatively in agreement with the experimental observations.
This scaling remains similar regardless of whether the hopping process is long range type (variable range hopping) or short range type (activation E3 hopping), or is influenced by interactions, i.e. Efros-Shklovskii (E-S) regime. Our theory completes the understanding of the AHE phase diagram in the insulating regime.
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1. INTRODUCTION

1.1 A brief review of the AHE

Being a central topic in the study of Ferromagnetic materials for nearly one century, the anomalous Hall effect (AHE) is a fundamental phenomenon which reflects the complex spin-charge transport in the spin-orbit coupled ferromagnetic systems [2]. Two years after the discovery of the ordinary Hall effect (OHE) by Edwin H. Hall in the presence of an external magnetic field, he discovered that the Hall effect in the ferromagnetic iron was much larger than in the nonmagnetic conductors, which is now known as the AHE [1]. Different from the OHE, which is a consequence of the Lorentz force due to the magnetic field, the AHE has much deeper origins based on the topological and geometrical properties of the electronic band structure and disorder scatterings. While having been attracting theoretical and experimental efforts for a long time, complete theoretical understanding of the AHE is still not available [2].

Early experimental work in ferromagnets established an empirical relation between the total Hall resistivity and the magnetization $M_z$ and external magnetic field $B_z$ by

$$\rho_{xy} = R_0 B_z + R_S M_z.$$  \hspace{1cm} (1.1)

The first term, characterized by the ordinary Hall coefficient $R_0$, describes the ordinary Hall effect (OHE), whereas the second term, characterized by the anomalous Hall coefficient $R_S$, represents the AHE. In experiment the anomalous Hall resistivity

This dissertation follows the style of Physical Review Letters.
(AHR) is usually observed to follow a power law form versus the longitudinal resistivity $\rho_{xy} \sim \rho_{xx}^\beta$, with $\rho_{xx}$ varied by changing the temperature $T$ or density of states (DOS) around Fermi surface. When transformed to the anomalous Hall conductivity (AHC), the scaling relation takes the form $\sigma_{xy} \approx \sigma_{xy}/\sigma_{xx}^2 \sim \sigma_{xx}^{2-\beta}$. Historically, the AHE is a highly debated issue. The anomalous Hall coefficient $R_S$ is usually much larger than $R_0$. This indicates that the simple explanation in terms of the enhancement of $B_z$ for the OHE due to the internal magnetic field in ferromagnets fails. Karplus and Luttinger (KL) initiated the theoretical interpretation of the AHE, by considering the spin-orbit (SO) interaction as a perturbation to the band structure in the ferromagnetic state [3]. KL showed the band electrons acquire an anomalous velocity perpendicular to both the magnetization and the applied electric field, which gives the additional contribution to the Hall effect. The anomalous velocity comes from the interband matrix element of the velocity operator, and is a consequence of the SO interaction which mixes the spin-up and spin-down bands. The KL theory is now known as the intrinsic contribution to the AHE. Similar to the OHE, the AHE requires the time reversal (TR) symmetry to be broken, which is attained in the presence of the non-zero magnetization.

The KL theory dealt with the metallic regime, but did not take into account the impurity scattering, which seemed to be a crucial defect in a solid state theory. Smit criticized this theory by considering the impurity scattering, and argued that the main contribution to the AHE was the third order asymmetric scattering (i.e. skew scattering) by impurities in the presence of SO coupling [4, 5]. The skew scattering mechanism predicts that the AHC is linear in the longitudinal one, i.e. $\sigma_{xy}^{AH-sk} \propto \sigma_{xx} (\beta = 1)$. Following this criticism, Luttinger developed a systematic theory of the AHE based on the perturbation expansion in terms of impurity scattering strength $V$ and up to the zeroth order in the presence of SO coupling [6]. In this study Luttinger argued that the transverse current was mainly coming from two terms, with the first term inversely proportional to impurity concentration $n$, while
the second one independent of the disorder scattering. Therefore such two terms respectively correspond to the skew scattering and intrinsic mechanisms. According to the dependence of the two types of contributions on the impurity scattering, it is expected that in the dilute limit of the impurity density the AHE will be dominated by the skew scattering contribution. Furthermore, Berger proposed another mechanism, side jump contribution, for the AHE [7, 8]. He found that upon impurity scattering, the electron will undergo a transverse displacement relative to the momentum direction. The side jump mechanism leads to further confusion for the AHE theory, since although born out of the impurity scattering, the side jump contribution is surprisingly independent of the impurity density, giving rise to the same scaling relation between the AHC and the longitudinal conductivity as in the intrinsic mechanism $\sigma_{xy}^{AH} \propto \sigma_{xx}^{0} (\beta = 2)$. As a result, the side jump and KL intrinsic contributions are difficult to distinguish in experiment.

The understanding of the AHE in the metallic regime has greatly benefited from the Berry phase formalism revealed by Berry in 1984 [9]. According to Berry’s picture, when the wave function adiabatically evolves along a close path in the parameter space, after the evolution the wave function will gain an additional geometric phase. The Berry phase can be calculated through the area integral of the Berry’s curvature over the parameter space enclosed by the closed path. While the Berry phase formalism was widely employed to understand the topological nature of the quantum Hall effect (QHE) [10], it is interesting that the consideration of this concept to the AHE was much later [11–14]. With the Berry phase formalism, one can express the KL term in terms of the area integral of the Berry’s curvature over the momentum $k$ space below the Fermi level. A clear connection between the Berry phase and the anomalous velocity can be derived in the semiclassical transport theory [11,12]. This result indicates the intrinsic contribution of the AHE is a geometric effect in the multi-band SO coupled electronic system. Inheriting the geometric property from the intrinsic AHE, the AHC may have interesting topological property when the
system has a band gap and the Fermi energy lies in the gap. In this case the AHC is quantized in units of $e^2/h$ and is characterized by the 1st Chern number $C_1$ defined in the first Brillouin zone (FBZ). Such an effect, now referred to a quantum anomalous Hall effect (QAHE), has attracted much attention in the theoretical studies [15–22], and may invoke the experimental efforts in this field of research in the near future.

The recent advances on AHE in the metallic regime are focused on the systematic studies in both theory and experiment. Based on these studies, the three regimes (i.e. the skew scattering, side jump and intrinsic contributions) have been confirmed in the different situations [2,23,24]: (i) $\sigma_{xx} > 10^6 (\Omega \text{cm})^{-1}$) A high conductivity regime in which $\sigma_{xy}^{AH} \sim \sigma_{xx}$, dominated by skew scattering; and (ii) $10^4 (\Omega \text{cm})^{-1} < \sigma_{xx} < 10^6 (\Omega \text{cm})^{-1}$) a scattering-independent regime: $\sigma_{xy}^{AH} \propto \sigma_{xx}^0$, which includes the intrinsic and side jump contributions. Furthermore, a systematic study employing different (Boltzmann, Kubo, and Keldysh) linear response theories has been performed to explore the different regimes of the AHE in the metallic regime [25–33]. Among these theories, the semiclassical Boltzmann equation (SBE) has the greatest physical transparency. To study the AHE, the modern version of SBE needs to be considered by taking into account the Berry curvature and coherent interband mixing due to SO coupling and disorder scattering. The quantum-mechanical treatments based on the Kubo and Keldysh formalisms provide more rigorous study of the metallic AHE. In the linear regime, the equivalence of the three formulations of transport theory are confirmed [2], which may enable a thorough understanding of the AHE in the metallic regime.

Relative to the metallic regime, the AHE in the disordered insulating regime was less studied in experiment although it has attracted more and more attention in recent years. Nevertheless, several groups have observed an approximate scaling relation between AHC and the longitudinal conductivity $\sigma_{xy}^{AH} \propto \sigma_{xx}^\gamma$, with $1.40 \leq \gamma \leq 1.75$ when the system is in the disordered insulating regime [34–46]. The early experiment on AHE in this regime was done in magnetite Fe$_3$O$_4$ [34], and the recent experimen-
tal observations of this scaling are reported in large range of materials including granular Fe/SiO$_2$ films, magnetite epitaxial thin films, dilute magnetic semiconductor (DMS) Ga$_{1-x}$Mn$_x$As, and ferromagnetic semiconductor anatas Ti$_{1-x}$Co$_x$O$_{2-\delta}$. Specifically, the experiments in the insulating Ga$_{1-x}$Mn$_x$As samples and Fe nanocomposites observed the scaling exponent as $1.40 \leq \gamma \leq 1.60$ [35–37, 39, 42], while those in ferromagnetic oxides and magnetites mostly show the scaling exponent $1.50 \leq \gamma \leq 1.75$ [38, 40, 41, 43–46]. The AHE theory in the metallic regime is generally based on the perturbation expansion in terms of small parameter $1/(k_F l)$ in the typical metallic phase. Here $k_F$ is the magnitude of the Fermi wave vector, and $l$ is the length of mean free path. Hence, the observed scaling relation in the insulating regime cannot be explained by available microscopic theories of metals based on impurity scattering, since the condition $k_F l \gg 1$ is no longer satisfied for disordered insulators [2, 47]. The few previous studies of the AHE in the insulating regime focused on manganites and Ga$_{1-x}$Mn$_x$As; while the manganites do not exhibit this scaling, the studies on insulating Ga$_{1-x}$Mn$_x$As did not show this scaling [48–50]. As a result, the understanding of the AHE in the insulating regime becomes the main challenge to understand the AHE phase diagram, and this is the main issue we study in the present dissertation.

### 1.2 Spin-orbit coupling

The SO coupling is the central ingredient in the AHE. In this section we point out different types of SO interaction. A familiar example for the SO coupling is the Pauli SO interaction in atomic physics, which is obtained by reducing the Dirac equation to the non-relativistic form in the presence of an external coulomb potential. The reduction can result in the coupling between the orbital and spin degree of freedom of the electron. However, since the SO coupling Hamiltonian for such case

$$H_{so} = \frac{e^2 \hbar^2}{4m_0 c^2} \cdot (\nabla V \times \frac{P}{m_0})$$  \hspace{1cm} (1.2)
depends inversely on the vacuum electron mass $m_0$ and light speed $c$, this effect is normally very weak for the non-relativistic momentum $P$ of the electron. Here $V$ is the coulomb potential and $\sigma$ is the Pauli spin matrix. Actually, for the vacuum case the weak SO coupling is a result of the large energy gap between electrons and positrons ($\Delta E \sim 2m_0c^2 \sim 2.0$MeV). Such a situation, however, can be changed in the semiconductor quantum wells, whose band structure shows many similarities to the situation of free relativistic electrons. In the III-V semiconductor quantum wells, for example, the energy gap between conduction and valence band is of order 1eV or smaller [51], which makes it possible to obtain a relatively large SO coupling effect in the semiconductor materials.

The SO coupling in semiconductors can be studied with the $k \cdot p$ theory [52], which can be briefly introduced as follow. Note when we talk about here different types of SO coupling in semiconductors, we are referring to the effective coupling between the on-site total angular momentum and the Bloch momentum ($k$). We shall see such SO coupling is a consequence of the $k \cdot p$ term and the SO interaction in Eq. (1.2). Eigenstates of a lattice system are described by Bloch wave functions [53]. Considering also the SO coupling term given in (1.2), one obtains the Schrödinger equation

$$\left[\frac{P^2}{2m_0} + V_0(r) + \frac{e^2\hbar^2}{4m_0c^2}\vec{\sigma} \cdot (\nabla V_0 \times \frac{P_{m_0}}{m_0})\right]\phi_{\nu k}(r) = E_{\nu k}\phi_{\nu k}(r),$$

(1.3)

where the Bloch function $\phi_{\nu k}(r) = e^{i k \cdot r}\mu_{\nu k}$ with $\mu_{\nu k}(r)$ the lattice periodic term and $\nu$ the band index. Taking off the plane-wave part of the Bloch wave function and rewriting the above Schrödinger equation on $\mu_{\nu k}(r)$ we get

$$\left[\frac{P^2}{2m_0} + V_0(r) + \frac{\hbar^2 k^2}{2m_0} + \frac{\hbar}{m_0} k \cdot \vec{\pi} + \frac{e^2\hbar^2}{4m_0c^2}\vec{\sigma} \cdot (\nabla V_0 \times \frac{P_{m_0}}{m_0})\right]|\mu_{\nu k}(r)\rangle = E_{\nu k}|\mu_{\nu k}(r)\rangle,$$

(1.4)
where $\vec{\pi}$ is defined by

$$\vec{\pi} = \mathbf{P} + \frac{\hbar}{4m_0 c^2} \sigma \times \nabla V_0.$$  

(1.5)

In the presence of SO coupling, the spin quantum number $\sigma$ is generally not conserved. In the $\mathbf{k} \cdot \mathbf{p}$ theory, one shall diagonalize the Hamiltonian $(1.4)$ by neglecting the SO coupling term to obtain the eigen states $|\nu \mathbf{k}\rangle$, and then treat the SO coupling as a perturbation $[52,54]$. The eigenstates $|\nu \mathbf{k}\rangle$ satisfy

$$\left[ \frac{\mathbf{P}^2}{2m_0} + V_0(\mathbf{r}) + \frac{\hbar^2 k^2}{2m_0} + \frac{\hbar}{m} \mathbf{k} \cdot \mathbf{P} \right] |\nu \mathbf{k}\rangle = E_{\nu \mathbf{k}} |\nu \mathbf{k}\rangle.$$  

(1.6)

The eigenstates $|\nu \mathbf{k}\rangle$ are usually solved with the wave-vectors around a high symmetry point (typically the band edge). For direct band gap semiconductors such high symmetry point is $\mathbf{k} = 0$ [54]. In the basis of $|\nu \mathbf{k} = 0\rangle$, we obtain the eigenstates $|\mu_{\mathbf{nk}}(\mathbf{r})\rangle$ with SO coupling by

$$|\mu_{\mathbf{nk}}(\mathbf{r})\rangle = \sum_{\nu' \sigma'} C^\nu_{\nu' \sigma'}(\mathbf{k}) |\nu' \sigma' \mathbf{k} = 0\rangle.$$  

(1.7)

Note in the state $|\nu \sigma \mathbf{k} = 0\rangle$ the spin is conserved. The coefficient $C^\nu_{\nu' \sigma'}(\mathbf{k})$ can be obtained by substituting above formula into Eq. (1.4). For this we obtain

$$\sum_{\nu' \sigma'} \left[ (E_{\nu'0} + \frac{\hbar^2 k^2}{2m_0}) \delta_{\nu'\nu} \delta_{\sigma'\sigma} + \frac{\hbar}{m_0} \mathbf{k} \cdot \mathbf{P}^{\sigma' \sigma'}_{\nu'\nu'} + \Delta^{\sigma' \sigma'}_{\nu'\nu'} \right] C^\nu_{\nu' \sigma'}(\mathbf{k}) = E_{\mathbf{nk}} C^\nu_{\nu \sigma}(\mathbf{k}),$$  

(1.8)

where $\mathbf{P}^{\sigma' \sigma'}_{\nu'\nu'}$ and $\Delta^{\sigma' \sigma'}_{\nu'\nu'}$ are respectively defined through

$$\mathbf{P}^{\sigma' \sigma'}_{\nu'\nu'} = \langle \nu' \sigma' \mathbf{k} | \vec{\pi} | \mathbf{k} \sigma' \nu' \rangle,$$  

(1.9)

$$\Delta^{\sigma' \sigma'}_{\nu'\nu'} = \frac{\hbar}{4m_0^2 c^2} \langle \nu \sigma \mathbf{k} | \vec{\sigma} \cdot (\nabla V_0 \times \mathbf{P}) | \mathbf{k} \sigma' \nu' \rangle.$$  

(1.10)
In the calculation one usually neglects the SO coupling term in the term $P_{\sigma'\nu'}^{\sigma\sigma'}$ and thus $\vec{\pi} = P$ and $P_{\nu'\nu}^{\sigma'\sigma'} = \delta_{\sigma\sigma'}P_{\nu'\nu}$. Due to the odd parity of $P$, the term $P_{\nu'\nu}^{\sigma'\sigma'}$ couples only states with opposite parity. The SO coupling term $\Delta_{\nu'\nu}^{\sigma'\sigma'}$ leads to a splitting of the degenerate energy levels $E_{\nu k}$ even at $k = 0$. For the III-V type semiconductors (e.g. GaAs) with zinc blende structure, each unit cell includes 2 atoms, filled with 8 electrons. As a result, at least $s$ orbital (with $l = 0$) and $p$ orbital (with $l = 1$) must be take into account to calculate the band structure. Considering that zinc blende structure has two sublattices, the summation in Eq. (1.8) covers $2 \times (2 + 6) = 16$ orbitals. Without SO coupling, the $p$-orbitals at the valence band edge of a III-V type semiconductor (e.g. GaAs) are sixfold degenerate. The SO interaction $\Delta_{\nu'\nu}^{\sigma'\sigma'}$ splits the sixfold degenerate states into a fourfold degenerate subspace, with total angular momentum $j = 3/2$ for the heavy hole and light hole states ($\Gamma_8^v$) and $j = 1/2$ for the SO split-off states ($\Gamma_7^v$).

Solving the Eq. (1.8) one can obtain the exact dispersion relation. Neglecting SO coupling and calculating up to second order of $P$ by means of perturbation theory we obtain [52]

$$E_\nu(k) = E_\nu(0) + \frac{\hbar k^2}{2m_\nu^*},$$  \hspace{1cm} (1.11)

where the effective mass is given by

$$\frac{1}{m_\nu^*} = \frac{1}{m_0} + \frac{1}{m_0^2} \sum_{\nu'} \frac{P_{\nu\nu'}^2}{E_\nu(0) - E_{\nu'}(0)}. \hspace{1cm} (1.12)$$

The effective mass gives the kinetic energy of the Bloch electrons around the band edge. To study different types of effective SO coupling for Bloch electrons belonging to different bands, one may consider only a few adjacent bands, and then the $\mathbf{k} \cdot \mathbf{p}$ interaction and SO coupling are fully taken into account only for these bands, whereas the contributions of the remote bands are considered by means of L"owdin perturbation theory [52]. For example, by taking into account the $s$ ($j = 1/2$)
conduction bands, \( p \) \((j = 3/2 \text{ and } j = 1/2, \text{ respectively})\) valence bands, one may obtain the 8-band Kane model and the 8-band Kohn-Luttinger Model considering different approximations. The former (the Kane model) is very helpful to describe the conduction band physics by further reducing the 8-band Kane model to the conduction band with the Löwdin perturbation theory, while from the later one can study the Luttinger SO interaction for the \( j = 3/2 \) valence band holes [52, 54].

Now we present the specific results for different types of the SO coupling in typical semiconductor system. For the conduction band electrons, we have two types of SO couplings known by the Dresselhaus terms [55] and Rashba terms [56], respectively. The former SO coupling Hamiltonian is due to the bulk-inversion asymmetry:

\[
H_{so}^{D} = \frac{\gamma}{h^3} \left( \sigma_x P_x (P_y^2 - P_z^2) + \sigma_y P_y (P_z^2 - P_x^2) + \sigma_z P_z (P_x^2 - P_y^2) \right),
\]

which is trilinear in the momentum. For the sufficiently low temperatures, and considering a very narrow quantum well grown along the [001] direction, one can approximately neglect the nonlinear terms of \( P_x \) and \( P_y \) and replace \( P_z^2 \) by \( \langle P_z^2 \rangle \). Thus \( H_{so}^{D} \) can be recast into

\[
H_{so}^{D} = -\frac{\alpha}{\hbar} (\sigma_x P_x - \sigma_y P_y),
\]

with \( \alpha = \gamma <P_z^2> \). On the other hand, the Rashba Hamiltonian is due to the structure inversion asymmetry and is of the form

\[
H_{so}^{R} = -\frac{\lambda}{\hbar} (\sigma_x P_y - \sigma_y P_x).
\]

The typical values of the Dresselhaus coefficient and Rashba coefficient are about \( \alpha \sim 10^{-11} \text{eVm} \) and \( \lambda \leq 10^{-11} \text{eVm} \) for GaAs quantum well. The SO coupling Hamiltonian can be equivalently understood with the picture that the electrons experience a non-Abelian gauge field for the orbital motion. For example, the gauge potential for
the Rashba model (1.15) reads $A_x = \frac{\lambda}{\hbar} \sigma_y, A_y = -\frac{\lambda}{\hbar} \sigma_x$, which is associated with a spin-dependent magnetic field along the $z$ direction:

$$B = \frac{e\lambda^2}{\hbar^2 c} \sigma_z \hat{e}_z.$$  \hspace{1cm} (1.16)

Semiclassically, from this result one can judge that electrons with spin pointing to $+z$ direction experience an effective $B$ field in $+z$ direction, while electrons with spin pointing to $-z$ direction experience an effective $B$ field in $-z$ direction. As a result, if we apply an electric field in the $+x$ direction, the electrons in the $+z$ directional spin-polarization will move in the $-y$ direction, while the electrons in the $-z$ direction spin-polarization will move in the $+y$ direction due to the effective Lorentz force, leading to a pure spin current in the $y$ direction. This phenomenon is known as the spin Hall effect (SHE) in the 2D Rashba system [57]. To have a nonzero anomalous Hall current, a Zeeman term is needed to break the TR symmetry.

For the valence-band hole systems around $\Gamma$ point, the effective Hamiltonian are known as the Luttinger model [58]

$$H^{so}_{L} = \frac{\hbar^2}{2m} \left( (\gamma_1 + \frac{5}{2} \gamma_2) k^2 - 2\gamma_2 (\mathbf{k} \cdot \mathbf{S})^2 \right),$$ \hspace{1cm} (1.17)

where $\mathbf{S}$ is the spin-$3/2$ operator, and $\gamma_{1,2}$ are Luttinger parameters. A more general Luttinger Hamiltonian may include the term $\hat{p}_x^2 J_x^2 + \hat{p}_y^2 J_y^2 + \hat{p}_z^2 J_z^2$, which breaks the spherical symmetry [58]. It was obtained by S. Murakami et al that the above Hamiltonian describes a spin-dependent monopole field in the $k$-space after diagonalizing the term $\gamma_2 (\mathbf{k} \cdot \mathbf{S})^2$ by a $\mathbf{k}$-dependent unitary transformation $U(\mathbf{k})$, which makes the electrons with spin-up polarizations and spin-up polarizations move in the opposite directions [59] when an external electric field is present. Thus the effective Lorentz force again accounts for a transverse pure spin current obtained in the Luttinger model when electrons are accelerated by external electric field (see more general discussion in the next section).
1.3 Berry phase

An intuitive picture for the Berry phase can be obtained by comparing the parallel translation of a vector in the curved space with the evolution of wave function in the quantum parameter space, as shown in the Fig. 1.1. Consider a vector $\vec{V}$ translating along the geodesic lines (orthodrome) which consist of a closed path on the two dimensional (2D) spherical surface (Fig. 1.1 (a)). After the translation and when the vector return to the starting point, we can see it generally differs from the initial case with an angle $\vec{V}_i \rightarrow \vec{V}_f$. Namely, a finite angle results between the initial vector and the final one. This effect is a consequence of the nonzero curvature of the spherical surface.

**Fig. 1.1.** (a) A vector $\vec{V}$ translates along the geodesic lines on the 2D spherical surface. (b) Adiabatic evolution of the wave function $u_n(\vec{\Gamma}_0)$ in parameter space acquires a geometric phase.

When we turn to the quantum mechanic system, the real space is replaced with the parameter space, and the vector is replaced with the wave function. Consider a quantum system with the Hamiltonian $H(\vec{\Gamma})$ depending on the parameter $\vec{\Gamma}$. At any point of the parameter space we may (partially) diagonalize $H(\vec{\Gamma})$ and obtain the eigenfunction $u_n(\vec{\Gamma})$, which is a function of the parameter $\vec{\Gamma}$. Then consider an adiabatic evolution along a closed path in the parameter space (Fig. 1.1 (b)).
Similar to the situation in the real space, after the evolution the final eigenfunction differs from the original one by a phase factor $u_n(\vec{\Gamma}_0) \rightarrow u_n(\vec{\Gamma}_0)e^{i\gamma_n}$. The phase $\gamma_n$ is referred to the Berry phase [9] corresponding to the eigenfunction $u_n(\vec{\Gamma}_0)$, which has geometric significance. Mathematically, this phase can be calculated by

$$\gamma_n = \frac{1}{\hbar} \oint \vec{\cal A}_n \cdot d\vec{\Gamma},$$
$$= \frac{1}{\hbar} \int \vec{\Omega}_n \cdot d^2\vec{\Gamma},$$

where $\vec{\cal A}_n = i\hbar \langle u_n(\vec{\Gamma})|\nabla_{\vec{\Gamma}}|u_n(\vec{\Gamma})\rangle$ is the U(1) Berry’s connection, and $\vec{\Omega}_n = \nabla_{\vec{\Gamma}} \times \vec{\cal A}_n$ is the Berry’s curvature. In the following we shall respectively discuss the Berry phase in the real space and momentum space.

1.3.1 Berry phase in the real space

In this subsection we present a general discussion for the Berry phase in the real space. Consider a quantum system which is characterized by a $N$-dimensional Hilbert space [60]. For example, we consider a spin-$S$ system with $S = (N - 1)/2$. The basis of the Hilbert space is described by $u = (u_{-S}, u_{-S+1}, ..., u_S)^T$. The total Hamiltonian reads $H = P^2/2m^* + H_I[S(r)]$, where the effective mass $m^*$ is assumed to be the same for all $|u_k\rangle$ states. The off-diagonal part of the Hamiltonian $H_I[S(r)]$ is a function of the spin $S(r)$ which couples to the local parameters, i.e. the spatial position $r$. The evolution of the present system is governed by

$$i\hbar \frac{\partial u(r)}{\partial t} = \left[\frac{P^2}{2m^*} + V(r)\right]u(r) + H_I[S(r)]u(r),$$

where $V(r)$ is the external potential and it is assumed to be diagonal. The diagonalization of $H_I[S(r)]$ can be done through a local unitary transformation $U(r)$, $u = U(r)\chi(r)$, $H_I^d = U^\dagger H_I U$, where $\chi(r) = (\chi_{-S}, \chi_{-S+1}, ..., \chi_S)$ is the diagonalized basis and on this basis $H_I^d$ is diagonal. The diagonal elements $(H_I^d)_{kk} = \mathcal{E}_k$ repre-
sents the eigenvalue of $\chi_k$. Note that the specific form of the unitary transformation $U(r)$ shall be solely determined by the off-diagonal Hamiltonian $H_f[S(r)]$. Under the transformation by $U(r)$ we straightforwardly find the original Hamiltonian can be rewritten into

$$H \rightarrow U^\dagger H U = \frac{1}{2m^*} [i\hbar \nabla + A(r)]^2 + V(r) + H^d_f[S_z(r)],$$

(1.20)

where we have introduced the gauge potential

$$A(r) = i\hbar U^\dagger(r) \nabla_r U(r).$$

(1.21)

Since $U(r)$ considered here is a local unitary transformation on the $N$-dimensional Hilbert space, it is a $N \times N$ parameter-dependent matrix. As a result, the gauge potential defined based on Eq. (1.21) is generally non-Abelian and of the SU($N$) symmetry. The non-Abelian gauge field is associated with the non-Abelian curvature which is defined by

$$F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - i e_{def}[A_\mu, A_\nu],$$

(1.22)

with which the effective magnetic field is given by $B_j = 1/2\epsilon_{jkl} F_{kl}$. One should keep in mind that to this step we do not apply the adiabatic condition in the equation of motion. The gauge field defined in eq. (1.21) is a pure gauge and it is easy to verify that $F_{\mu\nu} = 0$. It is noteworthy that the non-Abelian pure gauge may have nontrivial significance by resulting in a phase to the wave function $\Phi$:

$$\Phi(r, t) \rightarrow P e^{i \int A \cdot dl} \Phi(r, t),$$

(1.23)

where $P$ is the operator of chronological ordering. The above phase factor is known as Wilson loop integral [61]. This phase factor can be non-zero even for a pure gauge,
since for the non-Abelian gauge field we have $\nabla \times \mathbf{A} \neq \mathbf{B} = \mathbf{0}$. To find the possible observable physics for this phase factor is an interesting issue in gauge field theory.

For the condensed matter system we are interested in the U(1) Abelian gauge potential which can be reduced from the the original SU(N) field $\mathbf{A}(\mathbf{r})$ by introducing the adiabatic condition [62]. The resulted U(1) adiabatic gauge potential is then generally associated with a non-zero curvature $F_{\mu\nu} \neq 0$. Specifically, we shall consider the case in the following that the system is non-degenerate, i.e. $\mathcal{E}_j \neq \mathcal{E}_k$ for $j \neq k$ ($j, k = -S, -S + 1, ..., S$). When each eigenstate is separated from others by a sufficiently large difference in the eigenvalues, the coupling between each two states, say $\chi_j$ and $\chi_k$, induced by the off-diagonal element $A_{jk}(\mathbf{r})$ satisfies $|P_{jk} \cdot \mathbf{A}_{jk}(\mathbf{E}_j - \mathbf{E}_k)| \ll 1$, where $v_F$ is the Fermi velocity. In this way, the adiabatic condition is satisfied and the transition between different states in eq.(1.20) can be ignored. The non-Abelian gauge field $\mathbf{A}$ is reduced from SU(N) symmetry to N independent U(1) Abelian gauge fields with

$$\mathbf{A}_j(\mathbf{r}) = i\hbar \langle \chi_j | \nabla_{\mathbf{r}} | \chi_j \rangle, \quad j = -S, -S + 1, ..., S,$$

(1.24)

and the corresponding scalar potential after applying the adiabatic condition $\phi_j(\mathbf{r}) = \frac{1}{2m} \sum_{k \neq j} A_{jk} \cdot A_{kj}$. In the dynamical equation of evolution (1.20), all components of the column vector $\chi$ become decoupled to each other and the evolution of $\chi_j$ is according to the effective Hamiltonian

$$H_j(\mathbf{r}) = \frac{1}{2m} \left[ i\hbar \nabla + \mathbf{A}_j(\mathbf{r}) \right]^2 + V_j'(\mathbf{r}),$$

(1.25)

with $V_j'(\mathbf{r}) = V(\mathbf{r}) + \phi_j + \mathcal{E}_j$. The curvature of U(1) gauge fields is given by $F_{\mu\nu}^{(j)} = \partial_\mu A_\nu^{(j)} - \partial_\nu A_\mu^{(j)}$, which is generally non-zero. Consider a closed path in the real $\mathbf{r}$-
space, after the adiabatic evolution along such path the eigenstate $\chi_j(r)$ acquires a Berry phase $\gamma_j$ given by

$$\gamma_j = i \oint \langle \chi_j | \nabla_r | \chi_j \rangle \cdot dr,$$

$$= 2i \int dr_1 \int dr_2 \langle \partial_{r_1} \chi_j | \partial_{r_2} \chi_j \rangle. \quad (1.26)$$

The effective Hamiltonian (1.25) describes that the particle in the state $|\chi_j\rangle$ experiences an effective magnetic field. Therefore, when an external electric field is applied, the accelerated particle will be exerted with an effective Lorentz force and be deflected to the transverse direction. This leads to the (anomalous) Hall effect.

For the spin-1/2 case, one may consider a simple example described by the following Hamiltonian

$$H = \frac{P^2}{2m^*} + V(r) + M(r) \cdot \sigma, \quad (1.27)$$

where $M(r) = M_0 n(r)$ represents a chiral textured distribution of the Ferromagnetic magnetization. When the direction of the magnetization varies slowly in the space, one can diagonalize the Hamiltonian at each spatial point to obtain two bands, with the eigenvalues of them given by $E_\pm = h^2 k^2/2m \pm M_0$. According to Eq. (1.24) one finds straightforwardly

$$A^\mu_\pm(r) = \pm \frac{1}{2} \frac{n_x \partial_\mu n_y - n_y \partial_\mu n_x}{1 + n_z}. \quad (1.28)$$

The associated Berry curvature reads

$$B^\mu_\pm = \pm \frac{1}{2} \epsilon^{\mu\nu\lambda} \epsilon^{ijk} n_i \partial_\nu n_j \partial_\lambda n_k. \quad (1.29)$$

An interesting situation is that considering a topological defect in a 2D ferromagnet when $n(r)$ points to up direction at a point inside a region of the 2D plane but gradu-
ally relaxes to the down direction at the boundary of this region, one can see the area integral of the Berry curvature $B_\pm$ yields an integer, which corresponds to the number of the Skyrmion excitations in the ferromagnetic material. It can be expected the AHE due to the textured magnetization in ferromagnet diminishes when temperature decreases, since Skyrmion excitations are suppressed at low temperature.

1.3.2 Berry phase in the $k$ space

The Berry phase in the momentum space can be studied in the similar way [60]. Again, consider a spin-$S$ system with SO coupling described by the Hamiltonian $H_{so}(S, k)$. The quantum system is then a $N$-dimensional ($N = 2S + 1$) Hilbert space with the basis $u = (u_{-S}, u_{-S+1}, ..., u_S)^T$. The total Hamiltonian can be obtained by

$$H = \frac{\mathbf{p}^2}{2m^*} + H_{so}(S, k) + V(r), \quad (1.30)$$

where $V(r)$ includes the applied external fields such as the electric field. Similarly we diagonalize the SO coupling Hamiltonian by a unitary transformation in the $k$ space: $u = U(k)\chi(k)$ and then $H^d_I = U^\dagger(k)H_I U(k)$, with $\chi(k) = (\chi_{-S}, \chi_{-S+1}, ..., \chi_S)$. Note the position operator has the form $r = i\hbar \partial_k$ in the momentum space. Under this transformation we obtain the total Hamiltonian in the form

$$H \rightarrow U^\dagger(k)H U(k) = \frac{\hbar^2 k^2}{2m^*} + H^d_I(S_z, k) + V(i\hbar \partial_k + A_k), \quad (1.31)$$

where the gauge potential

$$A(k) = i\hbar U^\dagger(k)\nabla_k U(k) \quad (1.32)$$

By a similar procedure we consider the adiabatic condition which is generally valid when the difference in the eigenvalues of each pair of eigenstate is is large enough. For the present system the criteria

$$\left| \frac{\langle \chi_j | V(i\hbar \partial_k + A_k) | \chi_k \rangle}{\varepsilon_j - \varepsilon_k} \right| \ll 1 \quad (\text{with } j \neq k)$$

ensures the
adiabatic condition. However, it is noteworthy that here the specific expression of the adiabatic condition depends on the form of the potential $V(r)$ which determines the coupling between each two states $\chi_j$ and $\chi_k$. In this way, the non-Abelian gauge field $A$ is reduced from SU(N) symmetry to N independent U(1) Abelian gauge fields with

$$A_j(k) = i\hbar \langle \chi_j | \nabla_k | \chi_j \rangle, \quad j = -S, -S + 1, ... S. \quad (1.33)$$

The evolution of $\chi_j(k)$ in the momentum space is according to the effective Hamiltonian $H_j(k) = \frac{k^2}{2m^*} + \{H^d(S_z, k)\}_{jj} + V[i\hbar \partial_k + A_j(k)]$. Consider a closed path in the momentum $k$-space, the Berry phase $\gamma_j$ corresponding to such closed path evolution of the eigenstate $\chi_j(r)$ is given by

$$\gamma_j = 2i \int dk_x \int dk_y \langle \partial_{k_x} \chi_j(k) | \partial_{k_y} \chi_j(k) \rangle. \quad (1.34)$$

Similar to the result in the real space, when an electric field is applied, the particles experience an effective Lorentz force in the $k$ space, which may give rise to the AHE. Below we consider the Rashba model as an example for the Berry phase effect in the momentum space, which is responsible for the intrinsic contribution to the AHE (the KL mechanism). The Hamiltonian reads

$$H = \frac{p^2}{2m^*} - \frac{\lambda}{\hbar} (\sigma_x p_y - \sigma_y p_x) + M_0 \sigma_z, \quad (1.35)$$

where $\lambda$ is the Rashba SO coupling constant, and $M_0$ is the magnetization in the perpendicular $z$ direction. The AHC can be calculated in the linear response formula

$$\sigma_{xy}^{AH} = \frac{e\hbar}{V} \lim_{\omega \to 0} \sum_{k, s \neq s'} (f_{k, s'} - f_{k, s}) \frac{\text{Im}[\langle \mu_{k, s'} | \hat{J}_y | \mu_{k, s} \rangle \langle \mu_{k, s} | \hat{\nabla}_x | \mu_{k, s'} \rangle]}{(E_{k, s} - E_{k, s'}) (E_{k, s} - E_{k, s'} - \hbar \omega + i\eta)}, \quad (1.36)$$
with the charge current operator \( \hat{j}_y = e \hat{v}_y \). The eigenstates \( |\mu_{k,+}\rangle = [\cos (\theta/2)e^{i\phi}, \sin (\theta/2)]^T \) and \( |\mu_{k,-}\rangle = [-\sin (\theta/2)e^{i\phi}, \cos (\theta/2)]^T \) with the eigenvalues \( E_{\pm} = \hbar^2 k^2/2m^* \pm \sqrt{M_0^2 + \lambda^2 k^2} \), where \( \theta = \tan^{-1}[M_0/(\lambda k)] \). Note that the velocity operator can also be written as \( \hat{v}_y = [y,H]/i\hbar \). Substituting this result into above formula we can cancel out the denominator and then obtain

\[
\sigma_{xy}^{AH} = \frac{e^2}{i\hbar V} \sum_{k,s \neq s'} (f_{k,s} - f_{k,s'}) \langle \mu_{k,s'} | \hat{x} | \mu_{k,s} \rangle \langle \mu_{k,s} | \hat{y} | \mu_{k,s'} \rangle,
\]

\[
= -2ie^2 \frac{\hbar}{1V} \sum_{k,s} f(E_{k,s}) \langle \partial_{\mu_{k,s}} \partial_{k_y} | \mu_{k,s} \rangle.
\]

(1.37)

In the continuous limit we make replacement \( \frac{1}{V} \sum_k \to \int d^2k/(2\pi)^2 \), and can then rewrite the above formula as

\[
\sigma_{xy}^{AH} = -\frac{e^2}{(2\pi)^2 \hbar} \sum_s \oint_{C_F} \frac{d\mathbf{k}}{2\pi} \cdot \langle \mu_{k,s} | i \frac{\partial}{\partial k} | \mu_{k,s} \rangle f(E_{k,s}).
\]

(1.38)

Here \( C_F \) represents the contour of the Fermi surface. The integrand in above equation is just the Berry connection in the momentum space \( \mathbf{A}_s(\mathbf{k}) = \langle \mu_{k,s} | i \frac{\partial}{\partial k} | \mu_{k,s} \rangle \), associated with the Berry curvature \( \mathbf{B}^\pm = \partial_{k_x} \mathbf{A}_s^\pm - \partial_{k_y} \mathbf{A}_s^\pm \). Note that the Berry curvature for the two bands \( \mathbf{B}_+ \) and \( \mathbf{B}_- \) are opposite, and their contribution to the conductivity is opposite. In the spin Hall system where \( M_0 = 0 \) the Berry curvature \( \mathbf{B}_\pm = 0 \) at \( r = \sqrt{x^2 + y^2} > 0 \), but is infinite at \( r = 0 \). In this way, the gauge field \( \mathbf{A}_\pm(\mathbf{k}) \) represents a constant flux in the \( z \) axis. Since the effective magnetic fluxes are the same for the two bands in magnitude, while opposite in direction, the intrinsic charge Hall conductivity is exactly canceled out by the contribution of the two bands. This is reasonable, since the spin Hall system possesses TR symmetry, while a nonzero charge Hall conductance requires the TR symmetry to be broken.
We go back to the anomalous Hall system with $M_0 > 0$. For the case $-M_0 < \varepsilon_F < M_0$, only the lower band is occupied at the zero temperature, and then at the zero temperature we can rewrite the Eq. (1.38) as

$$\sigma_{xy}^{AH} = -\frac{e^2}{(2\pi)^2 \hbar} \int dk_x dk_y B_-(k).$$

(1.39)

The above integral goes over the momentum space $k \leq k_F$. To see clearly the geometric property of the AHC, we denote the unit vector field by

$$\mathbf{n}(k) = \left( -\frac{\lambda k_y}{d(k)}, \frac{\lambda k_x}{d(k)}, \frac{M_0}{d(k)} \right),$$

(1.40)

with $d(k) = \sqrt{\lambda^2 (k_x^2 + k_y^2) + M_0^2}$. One can verify that $B_- = -\frac{\hat{e}_z}{2} \mathbf{n} \cdot \frac{\partial \mathbf{n}}{\partial k_x} \times \frac{\partial \mathbf{n}}{\partial k_y}$. The AHC then reads

$$\sigma_{xy}^{AH} = \frac{e^2}{\hbar} \int \frac{dk_x dk_y}{4\pi} \mathbf{n} \cdot \frac{\partial \mathbf{n}}{\partial k_x} \times \frac{\partial \mathbf{n}}{\partial k_y} = \frac{e^2}{\hbar} C_1,$$

(1.41)

where $C_1 = \Omega_C/4\pi$, with $\Omega_C = \int d^2 \mathbf{k} \mathbf{n} \cdot \frac{\partial \mathbf{n}}{\partial k_x} \times \frac{\partial \mathbf{n}}{\partial k_y}$ the solid angle on the spherical surface $S^2$ enclosed by the contour that is the mapping of the Fermi line. As a result, the property of the AHC is fully determined by the mapping between the $k$-space below the Fermi energy and the $S^2$. In the “usual” anomalous Hall effect where the parameters $\lambda$ and $M_0$ are constants, such a mapping only covers part of the $S^2$, and then $C_1$ cannot be integers, say, the AHC is not quantized. However, when we consider a similar SO coupling Hamiltonian in the $2 + 1$ dimension multi-band insulating system, the coefficients $\lambda$ and $M_0$ will be replaced with periodic functions of momentum $\mathbf{k}$, and the contribution to the AHC is obtained by the mapping of the whole first Brillouin zone (FBZ) to $S^2$. Since the geometry of the FBZ is a close surface (torus), a mapping degree is constructed between the FBZ and $S^2$ spherical surface. In this way the integral in Eq. (1.41) yields an integer, i.e. $C_1 \in \mathbb{Z}$, which
corresponds to the first Chern number. This is the basic idea for the realization of integer quantum Hall effect without Landau levels or QAHE [15–21].

Before moving to the end of this section we would like to clarify a confusing issue regarding to the relation between adiabatic condition and the AHE. In the discussion of the Berry phase we introduced the adiabatic condition with which the original $SU(N)$ unitary transformation is reduced to $U(1)$ case and then the Berry phase can be calculated. The adiabatic condition specifies the criteria of the adiabatic evolution with which the wave function can acquire a geometric phase. However, it seems that in the calculation of the AHC with Kubo formula (1.36) the adiabatic condition is not considered. From the first line in Eq. (1.37) we see the contribution to AHC arises from the off-diagonal elements in the gauge potential, while it is interesting the final result is exactly determined by the U(1) Abelian Berry’s connection of the occupied electronic band. This indicates the linear response regime may have a close relation to the adiabatic condition. Actually, the linear response approximation requires that

$$\left| \frac{\langle \chi_j | e E \cdot r | \chi_k \rangle}{\xi_j - \xi_k} \right| = \left| \frac{e E A_{jk}(k)}{\xi_j - \xi_k} \right| \ll 1$$

with $j \neq k$, which is exactly the adiabatic condition (note the electric potential reads $V = e E \cdot r$). This condition can be understood that in the linear response regime the electrons are slowly accelerated in the weak electric field, which actually corresponds to the adiabatic evolution.

1.4 Outlook

In this dissertation, we present a theoretical approach to study the AHE when the system is in the disordered insulating regime and thus the hopping transport prevails. The AHC is obtained as a function of the longitudinal conductivity, which can be varied by changing temperature or density of states around fermi energy. Specifically, we calculate the lower and upper limits for the AHC in different extreme situations, from which we show the AHC scales the longitudinal conductivity as $\sigma_{xy}^{AH} \sim \sigma_{xx}^\gamma$ with $\gamma$ predicted to be $1.38 \leq \gamma \leq 1.76$, quantitatively in agreement with
the experimental discoveries. Our result provides the understanding of the AHE in
the hopping conduction regime.

The dissertation manuscript is organized as follows. In section 2, we briefly review
the experimental studies in the disordered insulating regimes, with which we point
out the challenging issues in the understanding of the insulating regime. The AHE
theory in the metallic regime is discussed with the semiclassical Boltzmann equation
(SBE) method in section 3. The intrinsic, side jump, and skew scattering contributions are introduced systematically in this section. Then in the section 4 we begin to
study the theory of the insulating regime, with the hopping conduction mechanism
being discussed in detail. Section 5 is devoted to studying the configuration averag-
ing of the AHC in the random disordered insulating system. The percolation theory
is introduced in this section. In section 6 we calculate analytically the lower and
upper limits for the AHC, from which we obtain the correct scaling relation between
AHC and the longitudinal conductivity. Several different situations for the AHC
are considered. In the final section we present conclusions and further discussions
regarding to AHE in the insulating regime.
2. EXPERIMENTAL STUDIES OF THE AHE

2.1 The insulating regime

In this section we briefly review the experimental results of the AHE in the disordered insulating regime. This review includes an early experiment done in Fe$_3$O$_4$ films, and the recent experimental observations in granular Fe/SiO$_2$ films, magnetite epitaxial thin films, ferromagnetic semiconductor anatas Ti$_{1-x}$Co$_x$O$_{2-\delta}$, and DMS Ga$_{1-x}$Mn$_x$As.

Fig. 2.1. The resistivity of 2500 Å Fe$_3$O$_4$ on Corning 0211 glass as a function of temperature (1/T). The Verwey transition at $T_v$ is clearly indicated but the change in the resistivity is not as large as in bulk samples [34].
Fig. 2.2. The ordinary and extraordinary (anomalous) Hall coefficients as a function of temperature [34].

Fig. 2.3. The anomalous Hall coefficient as a function of the longitudinal resistivity. This figure gives the scaling exponent $\gamma \approx 1.33$ for $T < T_v$ and $\gamma \approx 1.66$ for $T > T_v$ [34].

2.1.1 Magnetite

An earlier experiment on the AHE in the insulating regime was done by Feng et al in the magnetite (Fe$_3$O$_4$) thin films [34], with the temperature varied from
Fig. 2.4. Experimental data from Ref. [35]. (a) Temperature dependencies of the conductance $G_{xx}$ of insulating samples with various compositions. (b) The scaling relation between anomalous Hall resistivity and longitudinal one, with the resistivity varied by changing the $T$ from 77 – 300 K.

104K to room temperature to change the longitudinal conductivity (Figs. 2.1-2.2). The scaling relation $\sigma_{xy}^{AH} \propto \sigma_{xx}^\gamma$ was observed with $\gamma = 1.33 \sim 1.66$. It is important that the scaling exponent is related to the Verwey transition which occurred at $T_v = 123$K [63]. At the temperature below $T_v$, the scaling exponent was observed to be $\gamma \approx 1.33$, while above $T_v$ it was about $\gamma \approx 1.66$ (Fig. 2.3). Moreover, the scaling of longitudinal conductivity versus $T$ in these samples holds the form $\log \sigma_{xx} \propto 1/T$, which indicates the system was mostly in the nearest-neighbor hopping (activation $E_3$ hopping) conduction regime [64,65].

For the samples of granular (NiFe)$_x$/SiO$_{2(1-x)}$ films with $x < x_c \approx 0.6$, Aronzon et al reported the scaling between AHC and the longitudinal conductivity as $\sigma_{xy}^{AH} \propto \sigma_{xx}^{1.4 \sim 1.6}$, as shown in Fig. 2.4 [35,36]. In their experiment the conductivities are also varied by changing the temperature between 77K to 300K. An characteristic phenomenon was observed in these samples that when M decreases as x decreases which leads to more highly insulating phase, the anomalous Hall coefficient $R_s$ in-
creases much greater relative to bulk iron. This indicates anomalous charge Hall transport is dominated by the hopping conduction between different granules rather than by individual granules. Actually, a clear $1/2$-type variable range hopping (VRH) conduction was observed in these samples described by the scaling of longitudinal conductivity versus temperature $\sigma_{xx} = \sigma_0 e^{-(T_0/T)^{1/2}}$ (see Fig. 2.4 (a)), where $T_0$ is a constant depending on the sample parameters such as the characteristic granular size, the localization length of the electron wave function in the insulator.

Fig. 2.5. (a) Relationship between the magnitude of the Hall conductivity at 11 kOe and the longitudinal conductivity for different $\text{Fe}_3\text{O}_4$ epitaxial thin films [43]. (b) Modulus of the anomalous Hall conductivity plotted versus longitudinal conductivity $\sigma_{xx}$ for different epitaxial $\text{Fe}_{3-x}\text{Zn}_x\text{O}_4$ films in the temperature regime between 90 and 350K [44].

The recent experimental observations of this scaling are reported in epitaxial thin films by Fernández-Pacheco et al [43] and by Venkateshvaran et al [44], respectively. The former reported the scaling exponent $\gamma \approx 1.6$ (Fig. 2.5 (a)) and the later reported that $\gamma = 1.69 \pm 0.08$ (Fig. 2.5 (b)). It is interesting that these scalings
keep unchanged when $T$ changes from below Verwey temperature $T_v$ to above $T_v$, and they are valid over three decades of the longitudinal conductivity.

2.1.2 Anatase and rutile $\text{Ti}_{1-x}\text{Co}_x\text{O}_{2-\delta}$

Toyosaki et al has studied the anomalous Hall effect in the anatase and rutile $\text{Ti}_{1-x}\text{Co}_x\text{O}_{2-\delta}$ ($\delta$ is the oxygen deficiency) in the insulating regime [38]. The experimental data is shown in Figs. 2.6-2.7. The anatase and rutile phases of $\text{TiO}_2$ doped with Co are room temperature ferromagnetic semiconductors. The purpose of this experiment was to confirm the intrinsic regime of the ferromagnetic phase of $\text{Ti}_{1-x}\text{Co}_x\text{O}_{2-\delta}$. Namely, the ferromagnetic phase is not caused by the magnetic impurity segregation, but by spin-polarized charge carriers which mediate ferromagnetic exchange interaction between distant localized spins of magnetic impurities. The scaling $\sigma^{AH}_{xy} \propto \sigma^{1.5-1.7}_{xx}$ was observed with the temperature varying between 50K and 300K (Fig. 2.7). In the experiment the deficiency parameter $\delta$ is controlled by
changing the oxygen pressure $P_{O_2}$. With decreasing the oxygen pressure, the deficiency $\delta$ increases and the electron density $n$ of the samples increase accordingly. This leads to the increase of the longitudinal conductivity $\sigma_{xx}$ (Fig. 2.6). The OHE and AHE have different dependence on $n$ and $x$. The AHE increases with increasing Co concentration, i.e. increasing $x$, while OHE decreases with increasing $n$.

In experiment, one needs to subtract the OHE from the total Hall resistivity to obtain the anomalous Hall resistivity. This can be done by determining the ordinary Hall coefficient $R_0$ in the large external magnetic field case. In this case the AHE is saturated and the OHE keeps proportional to magnetic field. The AHE is more convenient to be measured with relatively larger $x$ and larger $n$ (or small $P_{O_2}$) values, in which situation the AHE dominates the Hall effect, while the OHE is small.
2.1.3 DMS $\text{Ga}_{1-x}\text{Mn}_x\text{As}$

Experimental studies of the $\text{Ga}_{1-x}\text{Mn}_x\text{As}$ digital ferromagnetic heterostructures done by Allen et al [39], which consist of submonolayers of MnAs separated by spacer layers of GaAs, have shown the scaling relation between the AHC and longitudinal conductivity $\sigma_{xy}^{\text{AH}} \propto \sigma_{xx}^{1.4-1.6}$ (Fig. 2.8). It was clearly demonstrated in this experiment that the VRH regime dominated the charge transport. Actually, the longitudinal resistance were observed to be of the hopping conduction type, $R_{xx} \propto T^{\alpha} \exp[(T_0/T)^{\beta}]$, with the parameter $\beta = 1/2, 1/3, 1/4$ having been observed for different samples (see Fig. 2.8 (a)). Another interesting phenomenon reported in the experiment by Allen et al is that the AHC can change sign when the sample grown temperature $T_G$ was changed [39].

![Fig. 2.8.](image)

The samples A, B, and C are grown in different temperatures. (a) Ordinary Hall component (filled symbols) and $|R_{\text{AH}}|$ (open symbols) as a function of $R_{xx}$ on a log-log scale. Power-law slopes are shown as a comparison for the observed scalings by the lines labeled $1/2$ (solid), 1 (dashed), and 2 (dotted).
A similar scaling relation in DMS Ga$_{1-x}$Mn$_x$As was reported by Shen et al \cite{42}. In their experiment the scaling exponent $\gamma$ for the transverse and longitudinal conductivities is mostly around $\gamma \approx 1.5$ in different samples. However, the variation of $\sigma_{xx}$ was within one decade, and therefore the results observed in this experiment demonstrates only a possible scaling relation between AHC and $\sigma_{xx}$.

2.2 Discussions

Summarizing the experimental observations presented above, we can see the AHE in the disordered insulating regime has several important fundamental features. The first is that the scaling relation in the insulating AHE is generically observed in a wide range of different materials, which indicates this result is material-independent. Second, the observed scaling does not depend on the relevant parameters such as the impurity type (n or p type), electron or hole spins, magnetization, etc. Finally, this scaling relation is independent of specific types of hopping conduction mechanism (Mott VRH \cite{66} or E-S hopping regime \cite{67}), and even when $\sigma_{xx}$ crosses over between different regimes (from VRH regime to nearest neighbor hopping regime, i.e. activation $E_3$ hopping regime \cite{64,65}). These important properties strongly indicates the underlying theory for the insulating AHE must be based on the physical mechanism which is generic in the disordered insulating regimes. Furthermore, the theoretical formalism used to evaluate the AHC in this regime should also be material independent.
3. THEORY OF THE AHE: METALLIC REGIME

In this section we review the AHE theory in the metallic regime with linear response formulas. Relative to the Kubo and Keldysh formalisms, the Boltzmann equation method has much clearer physical picture. However, since the Boltzmann equation studies the dynamics of the trace of the density matrix, the off-diagonal part of the density matrix which determines the coherent interband coupling effects are not naturally included. To study the coherent multiband effects, the Boltzmann equation usually needs to be properly modified. On the other hand, the full quantum mechanical studies of the quantum transport phenomena can be done based on the Kubo or Keldysh formalism. Nevertheless, for the sake of physical transparency, in this section we consider the SBE to discuss the intrinsic, side jump and skew scattering contributions to the AHE.

3.1 Semiclassical Boltzmann equation

The SBE describes the dynamics of the distribution function \( f(\mathbf{r}, \mathbf{k}, t) \) for a many-body system in the semiclassical picture \([68]\)

\[
\frac{\partial f_i}{\partial t} + \dot{\mathbf{r}} \cdot \frac{\partial f_i}{\partial \mathbf{r}} + \dot{\mathbf{k}} \cdot \frac{\partial f_i}{\partial \mathbf{k}} = \left( \frac{\partial f_i}{\partial t} \right)_{\text{coll}},
\]

where \( l \) is the band index. The right hand side of above formula represents the collision term which may includes the disorder scattering, electron-electron and electron-phonon interactions, etc. In this work we consider only the disorder scattering, and then it can be given as

\[
\left( \frac{\partial f_i}{\partial t} \right)_{\text{coll}} = - \sum_{l'} \int \frac{d^2k'}{(2\pi)^2} \left[ \omega_{k',l';k,l} f_i(k) - \omega_{k,l;k',l'} f_{l'}(k') \right],
\]
where $\omega_{k',l';k,l}$ is the scattering rate from state $(k, l)$ to state $(k', l')$. When the system is spatially homogeneous, we have $f(r, k, t) = f(k, t)$. We can then rewrite Eq. (3.1) in the form

$$\frac{\partial f_l}{\partial t} + eE \cdot v_{0l} \frac{\partial f_l}{\partial \epsilon_k} = -\sum_{l'} \int \frac{d^2 k'}{(2\pi)^2} \left[ \omega_{k',l';k,l} f_l(k) - \omega_{k,l;k',l'} f_{l'}(k') \right],$$

where $v_{0l} = \frac{\partial \epsilon_l}{\partial k}$ is the group velocity of the particle with momentum $k$. In the above equation we have used the equation of motion $\hbar \dot{k} = eE$. It is noteworthy in the semiclassical picture, we usually treat the particle as wave packet which has a narrow momentum distribution centered at $k_c$. In this way, one needs to replace the momentum $k$ with $k_c$ in above equation, which is then available to describe the dynamics of wave packets. The electric current reads

$$J = e \sum_l \int \frac{d^2 k}{(2\pi)^2} f_l(k)v_l,$$

with which one can derive the conductivities.

It can be seen in the SBE the disorder information comes from the scattering term in the right hand side. To obtain the correct physics based on SBE, all cautious should be paid to this term so that it describes the correct scattering process (in the semiclassical picture and up to linear order of external electric field). Note the AHE which is an effect due to coherent interband mixing. To capture the extrinsic contribution, one must explicitly include into the right hand side of the SBE the coherent interband mixing effect induced by the disorder scattering.
3.2 Theory of metallic AHE

3.2.1 A general picture of the metallic regime

Before we turn to the calculation of the AHC with different mechanisms, we present here a general picture for the AHE in the metallic regime. From Eq. (3.4) we know the current can be obtained through the following procedures: (a) to write down the correct form of the velocity by considering external electric field and disorder scattering; (b) to solve the nonequilibrium corrections to the distribution function. For both of them we keep only the terms up to the linear order of the electric field in the linear response theory. However, as for the disorder scattering, in principle one can consider up to any order correction. For the AHE, we shall see the distribution function and the semiclassical velocity in the SBE can be written down respectively in the following forms [29,31]

\[
\mathbf{v}_l = \frac{1}{\hbar} \frac{\partial \epsilon_l}{\partial \mathbf{k}} + e \mathbf{B}_l(\mathbf{k}) \times \mathbf{E} + \delta \mathbf{v}_l, \tag{3.5}
\]

\[
f_l(\mathbf{k}) = f_l^{(0)}(\mathbf{k}) + g_l(\mathbf{k}) + g_l^{\text{dist}}(\mathbf{k}), \tag{3.6}
\]

where the second term in the right hand side of \( \mathbf{v}_l \) is the anomalous velocity due to Berry curvature \( \mathbf{B}_l \) and electric field, and the third term is the correction due to disorder scattering and will be specified later. Similarly, for the nonequilibrium distribution function the term \( g_l \) is the correction due to electric field in the presence of the normal disorder scattering. The contribution \( g_l^{\text{dist}} \) results from the fact that the particle acquires a position displacement upon disorder scattering [29], and represents an anomalous correction to the distribution function. We shall see the above decomposition is generally true for the linear response regime.
Substituting the formulas (3.5) and (3.6) to (3.4) and keeping up to linear order of electric field we can rewrite the Hall current in the following form

\[
J^H = e \sum_l \int \frac{d^2k}{(2\pi)^2} \left[ f_l^{(0)}(k) e \mathcal{B}_l(k) \times \mathbf{E} + f_l^{(0)}(k) \delta \mathbf{v}_l + g_l(k) \frac{1}{\hbar} \partial \epsilon_l + g_l(k) \delta \mathbf{v}_l + g_{l_{\text{dist}}}(k) \frac{1}{\hbar} \partial \epsilon_l \right] + g_{l_{\text{dist}}}(k) \delta \mathbf{v}_l + g_{l_{\text{dist}}}(k) \mathbf{E} + f_l^{(0)}(k) \frac{1}{\hbar} \partial \epsilon_l + g_l(k) \delta \mathbf{v}_l + g_{l_{\text{dist}}}(k) \delta \mathbf{v}_l + g_{l_{\text{dist}}}(k) \mathbf{E},
\]

(3.7)

where the fact that \( g_l(k) \) is at least proportional to electric field \( E \) has been considered. The above formula can be further simplified due to the following arguments. First, for the correction to velocity we must have

\[
\int \frac{d^2k}{(2\pi)^2} f_l^{(0)}(k) \delta \mathbf{v}_l(k) = 0,
\]

(3.8)
since the disorder scattering cannot lead to charge current without electric field. Thus the second term in the right hand side of the Eq. (3.7) is zero. It is noteworthy this result gives the property \( \mathbf{v}_l(-k) = -\mathbf{v}_l(k) \) in the case \( f_l^{(0)}(-k) = f_l^{(0)}(k) \). Second, although \( g_{l_{\text{dist}}} \) is a consequence of the disorder scattering induced displacement, a nonzero \( g_{l_{\text{dist}}} \) requires the presence of the external electric field. This indicates the function \( g_{l_{\text{dist}}} \) is also at least linear in the electric field \( \mathbf{E} \). Moreover, the Hall current \( J^H \) must be an odd function of the electric field, which determines that the nonzero contribution from the next to the last term in Eq. (3.7) should be at least in cubic form of the electric field \( \mathbf{E} \). Therefore in the linear response regime this term is also neglected. According to these analysis, we can finally simplify the Hall current to be

\[
J^H = e \sum_l \int \frac{d^2k}{(2\pi)^2} \left[ f_l^{(0)}(k) e \mathcal{B}_l(k) \times \mathbf{E} + g_l(k) \frac{1}{\hbar} \partial \epsilon_l + g_l(k) \delta \mathbf{v}_l + g_{l_{\text{dist}}}(k) \frac{1}{\hbar} \partial \epsilon_l \right] + g_{l_{\text{dist}}}(k) \delta \mathbf{v}_l + g_{l_{\text{dist}}}(k) \mathbf{E}.
\]

(3.9)

It is clear the first term gives the intrinsic contribution. This formula is generally true for the AHE in the linear response regime.
It is interesting that the above formula implies important symmetric properties of the nonequilibrium distribution functions $g_l (k)$ and $g_l^{\text{adist}} (k)$. In the Eq. (3.9), if we do the TR or spatial transformation (in $x - y$ plane), the Hall current $J^H$ in the left hand side and the group velocity $\frac{1}{\hbar} \frac{\partial \epsilon_l^\parallel}{\partial k}$ in the right hand side change in the same way. Therefore a nonzero contribution of the corresponding terms to Hall current requires $g_l (k)$ and $g_l^{\text{adist}} (k)$ must be TR invariant and spatial inversion even. The Berry curvature is odd under the spatial inversion along $x$ axis or $y$ axis, but even under the inversion in both directions. Note $g_l (k)$ and $g_l^{\text{adist}} (k)$ are functions of the electric field $E$, Berry curvature $B$ and the momentum $k$ (or group velocity $\frac{1}{\hbar} \frac{\partial \epsilon_l^\parallel}{\partial k}$). Up to the order linear in electric field and Berry curvature, the terms satisfying both TR symmetry and spatial inversion symmetry can only be in the following three possible forms: $B \cdot (E \times k)$, $E \cdot k$ and $\hat{e}_z \cdot (E \times k)$. Since $g_l (k)$ results from the usual disorder scattering, it is independent of the Berry curvature. On the other hand, the term $g_l^{\text{adist}} (k)$ is the correction due to the disorder scattering induced displacement, which is the consequence of a non-zero Berry curvature. Bearing these properties in mind we can predict that

$$g_l^{\text{adist}} (k) \sim B \cdot (E \times k),$$  

(3.10)

and $g_l (k) = g_l^\parallel (k) + g_l^\perp (k)$ with

$$g_l^\parallel (k) \sim E \cdot k, \quad g_l^\perp (k) \sim \hat{e}_z \cdot (E \times k).$$  

(3.11)

In above formulas $g_l (k)$ and $g_l^{\text{adist}} (k)$ are linear in momentum. In principle they can be general odd functions of the momentum with the TR and spatial inversion symmetries preserved. It is straightforward to check that the product of $g_l^\parallel (k)$ and the group velocity $\frac{1}{\hbar} \frac{\partial \epsilon_l^\parallel}{\partial k}$ yields zero contribution to the Hall current and thus for the second term in Eq. (3.9) only $g_l^\perp (k)$ contributes to the Hall effect.
It is remarkable that so far we have not performed any specific calculations, but have already determined the basic properties of the nonequilibrium distribution functions. To obtain the Hall current, we only need to determine the proportional coefficients in formulas (3.10) and (3.11) by solving the SBE. It is noteworthy the formula (3.9) may be further simplified for some special situation. For example, assume the electric field in the $y$ direction $\mathbf{E} = E_y \hat{e}_y$ and in this case we only need to examine the current $J^H_x$. Then to the linear order of $E_y$ we must have $g_1^{\text{dist}} \propto \alpha(k)E_y$ with $\alpha(-k_y, k_x) = \alpha(k_y, k_x)$. If the velocity correction in the $x$ direction is proportional to $k_y$, the integral of the last term in Eq. (3.9) over the momentum space also yields zero. The next step is to determine $g_l$, $g_1^{\text{dist}}$, and $\delta \mathbf{v}_l$ in the presence of disorder scattering.

### 3.2.2 Bloch state wave packet

For a lattice system with zero Berry’s connection, it is easy to know the wave packet in band $n$ centered at position $\mathbf{r}_c$ and with the average momentum $\mathbf{k}_c$ can be constructed in the following

$$
\Psi_{n,\mathbf{k}_c,\mathbf{r}_c}(\mathbf{r}, t) = \frac{1}{\sqrt{V}} \sum_{\mathbf{k}} |w_{\mathbf{k}_c,\mathbf{r}_c}(\mathbf{k})|^2 e^{i\mathbf{k} \cdot (\mathbf{r} - \mathbf{r}_c)} u_{nk}(\mathbf{r}),
$$

(3.12)

where $|w_{\mathbf{k}_c,\mathbf{r}_c}(\mathbf{k})|$ is a real function describing the $\mathbf{k}$-distribution of wave packet. When a momentum-space Berry connection $\mathbf{A}_n(\mathbf{k})$ (gauge field in $\mathbf{k}$ space) is included into the Hamiltonian, the position operator transforms to be $\mathbf{r} \rightarrow i\partial_k + \mathbf{A}_n(\mathbf{k})$, with $\mathbf{A}_n(\mathbf{k}) = i\hbar \langle u_{nk}|\partial_k|u_{nk}\rangle$. Then the new wave function whose dynamics governed by the new Hamiltonian is simply related to the old one by a U(1) phase transformation in the momentum space:

$$
\Psi_{n,\mathbf{k}_c,\mathbf{r}_c}(\mathbf{r}, t) \rightarrow \Psi_{n,\mathbf{k}_c,\mathbf{r}_c}(\mathbf{r}, t) e^{i \int_{\mathbf{k}_c}^{\mathbf{k}} A_n(\mathbf{k}) \cdot d\mathbf{k}}.
$$

(3.13)
Thus the wave packet with a momentum gauge potential can finally be defined by

\[
\Psi_{n,k_c,r_c}(\mathbf{r},t) = \frac{1}{\sqrt{V}} \sum_k |w_{k_c,r_c}(k)\rangle e^{\frac{i}{\hbar} \int_{k_c}^k A_n(k) \cdot dk + i \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}_c)} u_{nk}(\mathbf{r}).
\]  

(3.14)

In the literature the integral form of the phase factor is always written in the form

\[ i \int_{k_c}^k A_n(k) \cdot dk \simeq i A_n(k_c) \cdot (k - k_c), \]

which is not exact but can give the same result for SBE [11,69]. Based on the above definition of wave packet, we can introduce the Lagrangian to describe the dynamics of the wave packet [69]

\[
\mathcal{L} = \langle \Psi_{n,k_c,r_c} | i\hbar \partial_t - H_0 - eV(\mathbf{r}) | (\Psi_{n,k_c,r_c}) \rangle
= \hbar \mathbf{k}_c \cdot \dot{\mathbf{r}}_c + \hbar \dot{\mathbf{k}}_c \cdot A_n(k_c) - \epsilon_n(k_c) + eV(\mathbf{r}_c),
\]

(3.15)

where \( V(\mathbf{r}_c) \) represents the electric potential. The dynamics of the wave packet then reads

\[
\hbar \dot{\mathbf{k}}_c = e\mathbf{E}(\mathbf{r}_c),
\]

(3.16)

\[
\dot{\mathbf{r}}_c = v_0 + e\mathbf{E} \times B_n(k_c),
\]

(3.17)

where \( B_n(k_c) = \nabla_{k_c} \times A_n(k_c) \) is the Berry curvature for band \( n \). The second term in the equation of \( \dot{\mathbf{r}}_c \) gives the anomalous velocity. When considering the disorder scattering, this term needs to be further modified.

3.2.3 Disorder scattering and modified Boltzmann equation

Now we consider the scattering transition rate \( \omega_{k'\ell'k\ell} \) in the Boltzmann equation. The exact form of the transition rate can be obtained by \( T \)-matrix element of the disorder potential \( V \) (the total Hamiltonian reads \( H = H_0 + V \))

\[
\omega_{q'q} = 2\pi |T_{q'q}|^2 \delta(\epsilon_{q'} - \epsilon_q),
\]

(3.18)
where the $T$ matrix is defined by $T_{q',q} = \langle q'|V|\psi_q \rangle$, with $|\psi_q \rangle$ the exact eigenstate of the total Hamiltonian. Here we have simplified the notation of the band and momentum indices by $q$. The exact eigenstate $|\psi_q \rangle$ can be derived by a perturbation expansion in powers of disorder potential $V_{q',q} = \langle q'|\Psi|q \rangle$ and thus

$$|\psi_q \rangle = |q \rangle + \sum_{q''} \frac{V_{q',q}}{\epsilon_q - \epsilon_{q''} + i0^+} |q'' \rangle + \sum_{q_1q_2} \frac{V_{q_1q}V_{q_2q_1}}{(\epsilon_q - \epsilon_{q_1} + i0^+)(\epsilon_q - \epsilon_{q_2} + i0^+)} |q_2 \rangle + \cdots.$$  \hfill (3.19)

The transition rate can be accordingly expanded in powers of disorder potential

$$\omega_{q',q} = \omega_{q',q}^{(2)} + \omega_{q',q}^{(3)} + \omega_{q',q}^{(4)} + \cdots,$$  \hfill (3.20)

with

$$\omega_{q',q}^{(2)} = 2\pi \langle |V_{q',q}|^2 \rangle \text{dis} \delta(\epsilon_{q'} - \epsilon_q),$$

$$\omega_{q',q}^{(3)} = 2\pi \left( \sum_{q''} \frac{V_{q',q}V_{qq''}V_{q''q'}}{\epsilon_q - \epsilon_{q''} + i0^+} + \text{c.c.} \right) \delta(\epsilon_{q'} - \epsilon_q)$$

$$\omega_{q',q}^{(4)} = 2\pi \left( \sum_{q''} \frac{V_{q',q}V_{qq''}V_{q''q'}}{\epsilon_q - \epsilon_{q''} + i0^+} \right)^2 \delta(\epsilon_{q'} - \epsilon_q) + 2\pi \left( \sum_{q_1q_2} \frac{V_{q_1q}V_{q_2q_1}V_{q_2q_2}}{(\epsilon_q - \epsilon_{q_1} + i0^+)(\epsilon_q - \epsilon_{q_2} + i0^+)} + \text{c.c.} \right) \delta(\epsilon_{q'} - \epsilon_q).$$  \hfill (3.21)

It is easy to see $\omega_{q',q}^{(2)}$ is symmetric upon the exchange $q \leftrightarrow q'$. For the higher orders, generally there is no symmetric property. Then we can define the symmetric and antisymmetric terms through $\omega_{q',q}^{s/a} = (\omega_{q',q} \pm \omega_{q'q})/2$, with which we have $\omega_{q',q} = \omega_{q',q}^s + \omega_{q',q}^a$. It is straightforward to check

$$\omega_{q',q}^{(3a)} = (2\pi)^2 \sum_{q''} \delta(\epsilon_q - \epsilon_{q''}) \text{Im} \langle V_{q',q}V_{qq''}V_{q''q'} \rangle \text{dis} \delta(\epsilon_{q'} - \epsilon_q).$$  \hfill (3.22)
Similarly, $\omega_{q',q}^{(4a)}$ can be resulted from the imaginary part of the second term in the right hand side of the equation for $\omega_{q',q}^{(4)}$. The antisymmetric term has clear physics. For $\omega_{q',q}^{(3a)}$, for example, the term $\text{Im}(V_{q'q}V_{qq''}V_{q''q'})$ is actually the Berry phase gained after the closed state evolution $q' \rightarrow q \rightarrow q'' \rightarrow q'$ induced by disorder scattering. This result actually indicates the skew scattering is also related to geometric phase. However, the magnitude of this phase depends on both the SOC and the disorder potential.

For SO coupled system, an important phenomenon is that the disorder scattering from state $q$ to $q'$ will be accompanied with a shift in the center of mass coordinate of the wave packet. This can be seen by the following formula

$$\frac{dr_c}{dt} = \frac{d}{dt} \langle \Psi_{n,k_c,r_c} \mid r \rangle \langle r \mid \Psi_{n,k_c,r_c} \rangle = \frac{d\epsilon_{n,k_c}}{dk_c} + \frac{d}{dt} \left\{ \int_{\text{cell}} \sum_k w_{k_c,r_c}^*(k)u_{nk}(r) i \frac{\partial}{\partial k} \left[ w_{k_c,r_c}(k)u_{nk}(r) \right] \right\}, \hspace{1cm} (3.23)$$

where $w_{k_c,r_c}(k) = |w_{k_c,r_c}(k)| e^{i \int_{k_c}^{k} A_n(k') \cdot dk'}$. From above equation we get the side jump upon scattering $\delta r_{q',q} = A_{l'}(k') - A_l(k)$ (note the index $q = (l, k)$). This formula is not gauge invariant. The gauge invariant expression of the side jump upon disorder scattering is given by Sinitsyn et al [26]

$$\delta r_{q',q} = A_{l'}(k') - A_l(k) - (\partial_{k'} + \partial_k) \arg[\langle u_{l'k'} \mid u_{lk} \rangle]. \hspace{1cm} (3.24)$$

It is trivial to know that $\delta r_{q',q} = -\delta r_{q,q'}$. It is important that $\delta r_{q',q}$ is totally determined by the initial and final states during the scattering, independent of the details of the disorder potential and the scattering process. This indicates the spatial shift of center of mass coordinate upon scattering is completely a consequence of SO coupling. The impurity scattering only results in the transition between quantum states.
We consider only the elastic scattering, which requires the initial and final states are the same in energy. However, the position shift leads to the electric potential energy change $\Delta U_{q,q'} = e \mathbf{E} \cdot \delta \mathbf{r}_{q,q'}$. The energy conservation then requires the kinetic energies of the final and initial states satisfy $\epsilon_q - \epsilon_{q'} = \Delta U_{q,q'}$. We modify the right hand side of the Boltzmann equation (3.3) into

$$\omega_{q',q} f_l(k) - \omega_{q,q'} f_{l'}(k') \rightarrow \omega_{q',q} f(\epsilon_q) - \omega_{q,q'} f(\epsilon_{q'}) + e \mathbf{E} \cdot \delta \mathbf{r}_{q,q'}$$

$$= \omega_{q',q} f(\epsilon_q) - \omega_{q,q'} f(\epsilon_{q'}) - \omega_{q,q'} \frac{\partial f_0}{\partial \epsilon_{q'}} e \mathbf{E} \cdot \delta \mathbf{r}_{q,q'}. \quad (3.25)$$

The Boltzmann equation can now be written as

$$\frac{\partial f_l}{\partial t} + e \mathbf{E} \cdot \mathbf{v}_0 \frac{\partial f_l}{\partial \epsilon_k} = - \sum_{q'} [\omega_{q',q} f(\epsilon_q) - \omega_{q,q'} f(\epsilon_{q'}) - \omega_{q,q'} \frac{\partial f_0}{\partial \epsilon_{q'}} e \mathbf{E} \cdot \delta \mathbf{r}_{q,q'}]. \quad (3.26)$$

On the other hand, the position displacement $\delta \mathbf{r}_{q',q}$ results in a correction to the velocity which is given by the product of $\delta \mathbf{r}_{q',q}$ and the transition rate

$$\delta \mathbf{v}_q = - \sum_{q'} \omega_{q',q} \delta \mathbf{r}_{q',q}. \quad (3.27)$$
3.2.4 Intrinsic, side jump, and skew scattering

Now we study the three types of contribution to AHE in the metallic regime. To simplify the right hand side of the Boltzmann equation (3.26) we consider the following result

\[
\sum_{q'} \omega_{q',q} f(\epsilon_q) = \sum_{q'} \omega_{q',q}^{(s)} f(\epsilon_q) + \sum_{q'} \omega_{q',q}^{(a)} f(\epsilon_q)
\]

\[
= \sum_{q'} \omega_{q',q}^{(s)} f(\epsilon_q)
\]

\[
= \sum_{q'} \omega_{q,q} f(\epsilon_q),
\]

(3.28)

where in the second line we have used the identity \( \sum_{q'} \omega_{q',q}^{(a)} f(\epsilon_q) = 0 \). The physical meaning of this identity is that the summation of net transition rate from a state \( q \) to all other states (given by \( \sum_{q'} \omega_{q',q} - \sum_{q'} \omega_{q,q}^{(a)} = 2 \sum_{q'} \omega_{q',q}^{(a)} \)) should always be zero. The Boltzmann equation then takes the form

\[
\frac{\partial f_l}{\partial t} + eE \cdot v_0 \frac{\partial f_l}{\partial \epsilon_k} = -\sum_{q'} \left[ \omega_{q,q'} [f(\epsilon_q) - f(\epsilon_{q'})] - \omega_{q,q'} \frac{\partial f_0}{\partial \epsilon_{q'}} eE \cdot \delta r_{q,q'} \right].
\]

(3.29)

To solve the Boltzmann equation, we shall split the distribution function into three terms \( f_l(k) = f_{0l}(k) + g_l(k) + g_{l\text{dist}}(k) \) as having been mentioned in subsection 3.2.1. We consider the steady solution that \( \partial_t f_l = 0 \). Then the nonequilibrium terms satisfy the following equations

\[
eE \cdot v_0 \frac{\partial f_{0l}}{\partial \epsilon_k} = -\sum_{q'} \left[ \omega_{q',q} (g_q - g_{q'}) \right].
\]

(3.30)

and

\[
\sum_{q'} \omega_{q',q} \left[ (g_q^{\text{dist}} - g_{q'}^{\text{dist}}) - \frac{\partial f_0}{\partial \epsilon_{q'}} eE \cdot \delta r_{q,q'} \right] = 0.
\]

(3.31)
It can be verified that in the linear response regime the Eqs. (3.29) to (3.31) are self-consistent. Eq. (3.30) can be solved by rewriting it into a matrix form [70]. For this we denote by $\vartheta(k)$ the angle between the velocity $v_0l(k)$ and the electric field, and define the scattering operator

$$S[gl] = \sum_{l'} \int \frac{d^2k}{(2\pi)^2} \omega_{q',q} [gl(k) - gl(k')] .$$  \hfill (3.32)

For the functions $f_1 = |v_0l(k)| \cos \vartheta_l(k)$ and $f_2 = |v_0l(k)| \sin \vartheta_l(k)$, we obtain straightforwardly that

$$S \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} \frac{1}{\tau_l^l(k)} & -\frac{1}{\tau_l^l(k)} \\ \frac{1}{\tau_l^l(k)} & \frac{1}{\tau_l^l(k)} \end{pmatrix} \begin{pmatrix} f_1 \\ f_2 \end{pmatrix},$$  \hfill (3.33)

where longitudinal and transverse life times are defined by

$$\frac{1}{\tau^l_l(k)} = \sum_{l'} \int \frac{d^2k}{(2\pi)^2} \omega_{q',q} \left( 1 - \frac{|v_0l'(k')|}{|v_0l(k)|} \cos [\vartheta_l(k) - \vartheta'_l(k')] \right) ,$$  \hfill (3.34)

$$\frac{1}{\tau^\perp_l(k)} = \sum_{l'} \int \frac{d^2k}{(2\pi)^2} \omega_{q',q} \frac{|v_0l'(k')|}{|v_0l(k)|} \sin [\vartheta_l(k) - \vartheta'_l(k')] .$$  \hfill (3.35)

According to the analysis of the Eq. (3.11), we may make the ansatz for the solution to $g_l(k)$ as

$$g_l(k) = -e \frac{\partial f_{0l}}{\partial \epsilon_k} E \cdot \left[ A_l v_{0l} + B_l v_{0l} \times \hat{e}_z \right]$$

$$= -e E v_{0l} \frac{\partial f_{0l}}{\partial \epsilon_k} \left[ A_l \cos \vartheta_l(k) + B_l \sin \vartheta_l(k) \right] .$$  \hfill (3.36)
The two parameters $A_l(k)$ and $B_l(k)$ obtained through the inversion of the scattering operator in Eq. (3.32)

\[
A_l(k) = \frac{\tau_l^\parallel(k)}{1 + (\tau_l^\parallel/\tau_l^\perp)^2}, \quad B_l(k) = \frac{\tau_l^\perp(k)}{1 + (\tau_l^\perp/\tau_l^\parallel)^2}.
\] (3.37)

For the anomalous Hall system in the metallic regime, usually the transverse life is much larger than the longitudinal one, i.e. $\tau_l^\perp \gg \tau_l^\parallel$. We then have $A_l \approx \tau_l^\parallel$ and $B_l \approx (\tau_l^\parallel)^2/\tau_l^\perp$. The formulas (3.36) and (3.37) consist of the general solution for the Eq. (3.30).

The term in the solution proportional to $B_l \approx (\tau_l^\parallel)^2/\tau_l^\perp$ is nonzero only for asymmetric disorder scattering processes. This can be seen from the asymmetric property of the function $\sin[\vartheta(k) - \vartheta(k')]$ in the formula (3.35). Therefore the lowest order contribution to skew scatterings comes from $\omega^{(3a)}_{q',q}$. The solution of $g_{\text{dist}}^l(k)$ to Eq. (3.31) can be solved in a similar ansatz, but the result depends on the form of $\delta r_{q,q'}$ which is determined by specific models.

To see clearly the properties of the contributions from disorder scattering in different orders, we expand Eq. (3.30) in powers of disorder potential. Accordingly, we denote by $g_l(k) = g_l^{(2s)} + g_l^{(3)} + g_l^{(4)} + \cdots$, where $g_l^{(3)}$ and $g_l^{(4)}$ correspond to the contribution from the 3rd and 4th order disorder scatterings, respectively. The lowest order solution $g_l^{(2s)}$ is given by

\[
g_l^{(2s)}(k) = -eE\nu_0 \frac{\partial f_{0l}}{\partial \epsilon_k} \tau_l^{(2)}(k) \cos \vartheta_l(k).
\] (3.38)

with the longitudinal life time given by

\[
\frac{1}{\tau_l^{(2)}(k)} = \sum_{\nu'} \int \frac{d^2k}{(2\pi)^2} \omega_{q',q}^{(2)} \left( 1 - \frac{|\nu_{0l}(k')|}{|\nu_{0l}(k)|} \cos \left[ \vartheta_l(k) - \vartheta_{\nu}(k') \right] \right).
\] (3.39)
The solutions to \( g_l^{(3)} \) and \( g_l^{(4)} \) are governed by the following equations

\[
\sum_{q'} \left[ \omega_{q',q}^{(2s)} (g_q^{(3)} - g_{q'}^{(3)}) \right] + \sum_{q'} \left[ \omega_{q',q}^{(3s)} (g_q^{(2s)} - g_{q'}^{(2s)}) + \omega_{q',q}^{(3a)} (g_q^{(2s)} + g_{q'}^{(2s)}) \right] = 0, \tag{3.40}
\]

\[
\sum_{q'} \left[ \omega_{q',q}^{(2s)} (g_q^{(4)} - g_{q'}^{(4)}) \right] + \sum_{q'} \left[ \omega_{q',q}^{(4s)} (g_q^{(2s)} - g_{q'}^{(2s)}) + \omega_{q',q}^{(4a)} (g_q^{(2s)} + g_{q'}^{(2s)}) \right] = 0, \tag{3.41}
\]

The solution of \( g_l^{(2s)}(k) \) has been obtained from Eqs. (3.38), and the higher contributions can be solved in terms of \( g_l^{(2s)}(k) \). It is clear from the above two equations that we can split the solutions into \( g_l^{(3)} = g_l^{(3a)} + g_l^{(3s)} \) and \( g_l^{(4)} = g_l^{(4a)} + g_l^{(4s)} \), where \( g_l^{(a/s,n)}(n = 3, 4) \) corresponds to the contributions from asymmetric and symmetric terms in the disorder scattering.

Now we can present the explicit formula for different contributions to the AHE. According to the result in Eq. (3.9), the anomalous Hall current reads

\[
\mathbf{J}^H = e \sum_l \int \frac{d^2 \mathbf{k}}{(2\pi)^2} \left\{ f_{0l} \mathbf{eB}_l(k) \times \mathbf{E} + (g_l^{(2s)} + g_l^{(3)} + g_l^{(4)}) \frac{1}{\hbar} \frac{\partial \epsilon_l}{\partial \mathbf{k}} + \delta \mathbf{v}_l \right\} + g_l^{\text{dist}}(k) \frac{1}{\hbar} \frac{\partial \epsilon_l}{\partial \mathbf{k}} + g_l^{\text{dist}}(k) \delta \mathbf{v}_l \right\}
\]

\[
= e \sum_l \int \frac{d^2 \mathbf{k}}{(2\pi)^2} \left\{ f_{0l} \mathbf{eB}_l(k) \times \mathbf{E} + g_l^{(2s)} \delta \mathbf{v}_l + (g_l^{(3a)} + g_l^{(4a)}) \frac{1}{\hbar} \frac{\partial \epsilon_l}{\partial \mathbf{k}} + g_l^{(3s)} \delta \mathbf{v}_l + g_l^{\text{dist}}(k) \frac{1}{\hbar} \frac{\partial \epsilon_l}{\partial \mathbf{k}} + g_l^{\text{dist}}(k) \delta \mathbf{v}_l \right\}. \tag{3.42}
\]

Let the electric field in the \( y \) direction. The AHC given from above formula can be written as

\[
\sigma^{AH}_{xy} = \sigma^{\text{int}}_{xy} + \sigma^{sj1}_{xy} + \sigma^{sj2}_{xy} + \sigma^{sk1}_{xy} + \sigma^{sk2}_{xy} + \sigma^{\text{dist}}_{xy}. \tag{3.43}
\]
The first term gives the intrinsic contribution which is due to the anomalous velocity and equilibrium distribution function

$$\sigma_{xy}^{\text{int}} = e^2 \sum_l \int \frac{d^2 k}{(2\pi)^2} f_{w}(k) B_{l,z}(k). \quad (3.44)$$

The second and third terms are the side jump contributions given by

$$\sigma_{xy}^{sj1} = e \sum_l \int \frac{d^2 k}{(2\pi)^2} [g_{l}^{(2s)}(k)/E_y] \sum_{q'} \omega_{q'q} \delta \mathbf{r}_{q'q}. \quad (3.45)$$

$$\sigma_{xy}^{sj2} = e \sum_l \int \frac{d^2 k}{(2\pi)^2} [g_{l}^{(3s)}(k)/E_y] \sum_{q'} \omega_{q'q} \delta \mathbf{r}_{q'q}. \quad (3.46)$$

We separate the side jump contributions into two, since they come from different orders of disorder scattering. The next two terms are called skew scattering contributions from the 3rd and 4th order impurity scatterings and are given by

$$\sigma_{xy}^{sk1} = \frac{e}{\hbar} \sum_l \int \frac{d^2 k}{(2\pi)^2} [g_{l}^{(3a)}(k)/E_y] \frac{\partial \epsilon_l}{\partial k_x}, \quad (3.47)$$

$$\sigma_{xy}^{sk2} = \frac{e}{\hbar} \sum_l \int \frac{d^2 k}{(2\pi)^2} [g_{l}^{(4)}(k)/E_y] \frac{\partial \epsilon_l}{\partial k_x}, \quad (3.48)$$

and the last term reads

$$\sigma_{xy}^{\text{adist}} = \frac{e}{\hbar} \sum_l \int \frac{d^2 k}{(2\pi)^2} [g_{l}^{\text{adist}}(k)/E_y] \frac{\partial \epsilon_l}{\partial k_x}. \quad (3.49)$$

By a simple analysis, one can find the dependence of the correction to distribution function on disorder concentration $n_i$ that $g_{l}^{(2s)}, g_{l}^{(3s)}, g_{l}^{(3a)} \propto 1/n_i$ and $g_{l}^{\text{adist}}, g_{l}^{(4)} \propto n_i^0$. 

As a result we have the following general properties (note the longitudinal conductivity $\sigma_{xx} \propto \tau_{ij}^{(2)}(k) \propto n_i^{-1}$ in the lowest order)

![Graph showing measurement of skew-scattering-induced AHC $\sigma_{xy}$ versus the lowest temperature conductivity $\sigma_0$ for Co-doped and Si-doped ion samples.](image)

**Fig. 3.1.** Measurement of the skew-scattering-induced AHC $\sigma_{xy}$ versus the lowest temperature conductivity $\sigma_0$ (the inverse of residual resistivity) for the Co-doped and Si-doped ion samples [24].

From these results we expect the skew scattering from 3rd order asymmetric disorder scattering dominates the AHE contribution in the clean limit. In the moderate metallic regime, the AHE is characterized by the scaling relation $\sigma_{xy} \propto \sigma_{xx}^0$, which
results from several different physical mechanisms. Further concrete results of the AHC requires the information of the model Hamiltonian of the specific materials. In experiment, the skew scattering regime is observed in the high conductivity condition with $\sigma_{xx} > 10^6$ (Ωcm)$^{-1}$ (see Fig. 3.1), and the scattering independent contribution is observed in the case with $10^4$ (Ωcm)$^{-1} < \sigma_{xx} < 10^6$ (Ωcm)$^{-1}$ (see Fig. 3.2). It is noteworthy although the contributions characterized by $\sigma_{xy}^{ij}$ and $\sigma_{xy}^{sk}$ are independent of disorder concentration $n_i$, they do depend on the disorder potential strength. In experiment how to separate the intrinsic contribution from other contributions in the moderate disorder scattering is a challenging issue [2].

![Fig. 3.2. Measurements of the $\sigma_{xy}$ and $\rho_{xx}$ versus temperature in single-crystal Fe and in thin foils of Fe, Co, and Ni. The lower left panel shows the scaling relation between $\sigma_{xy}$ and $\sigma_{xx}$ [2, 23].](image)

3.3 Discussions

The results in (3.50) are obtained in the general case, independent of specific models, indicating the scaling relations $\sigma_{xy} \propto \sigma_{xx}$ and $\sigma_{xy} \propto \sigma_{xx}^0$ are universal for
AHE in the corresponding metallic regimes, independent of material details such as the charge carrier type, band structure, and types of the SO coupling. This result also tells the scaling exponent $\gamma$ for the power-law relation between $\sigma_{xy}$ and $\sigma_{xx}$ cannot exceed unity in the metallic regime, and therefore the microscopic theories for metals cannot explain the observed scaling in the insulating regime.
4. LOCALIZED HOPPING CONDUCTION REGIME

For an ideal semiconductor material without disorder, the band structure of the system has a bulk gap and thus describes an insulator when the Fermi energy is in the band gap. Impurity donor (or acceptor) doping creates bound states below the conduction band (or above the valence band). The bound state spectra for the same type of impurities are the same when each impurity is treated as isolated, and thus each bound level for different impurities are degenerate. This degeneracy is lifted by taking into account the influence on a site from other impurity states. Due to the spatially random distribution of the impurities, the influences between different impurity sites are random and the resultant bound state energies are then randomized. This can also be understood by the result that the effective potential produced at an impurity site by the environment around it is random through the system. In this way the system becomes disordered amorphous when the Fermi energy crosses the bound states. At low temperature the electronic properties of the amorphous semiconductors are determined by the impurity states.

4.1 Localized states

A fundamental property of an impurity bound state is characterized by its ionization energy $E_{\text{ion}}$ which is needed to move the an electron (hole) from the donor (acceptor) level to the bottom (top) of the conduction (valence) band. When the temperature $T > E_{\text{ion}}/k_B$ with $k_B$ the Boltzmann constant, the impurities are thermally ionized and contribute electrons (holes) to the conduction (valence) band. The activated band electrons or hole will then dominate the charge transport in the system. On the other hand, at low temperature the electrons (holes) are captured by donors (acceptors), and the only possible transport mechanism is the phonon-assisted hopping of electrons (holes) between impurity sites [66, 71], which will be studied in the next section.
Here we present an introduction to the localized state on impurity sites, which can be studied with the effective mass method. The basic idea is given below. For a donor impurity site (case for acceptor site is similar), the bound levels are below the bottom of the conduction band. When the ground bound level is close to the bottom of the conduction band relative to the semiconductor band gap, the impurity is called shallow, which is the typical case for the present work. An important property of the bound state centered at a shallow impurity is that localization length $\xi$ is much larger than the lattice constant. Therefore the in the Fourier expansion of the bound state wave function the only a narrow range of wave vectors compared to the FBZ will be dominant. According to the discussion in section 1 (see Eq. (1.11)), the typical dispersion relation is quadratic in momentum around the bottom of conduction band, which is analogy to the vacuum electron but with an effective mass usually smaller than the free electron mass $m_0$. The bound state can then be obtained similar to the case that a vacuum electron experiences an attractive potential. Under this picture, the bound state wave function of an impurity site can be approximately written in the form of a Bloch wave function at the bottom of the conduction band, modulated by a spatially large-scale hydrogen-like function. This hydrogen-like function is the solution to the effective Hamiltonian for the electrons at the bottom of conduction band plus the impurity potential [72,73], described by

$$ H = H_0 + U(\mathbf{r}), $$

(4.1)

where $H_0$ is the effective Hamiltonian for the band electrons in the bottom of the conduction band, and $U(\mathbf{r})$ is the impurity potential. As mentioned above, without considering the SO coupling the term $H_0$ can generally be simplified as a quadratic function of momentum $H_0 = p^2/2m$ with $m$ is the effective mass of the electron.
Furthermore, in the spatial scale much larger than the lattice constant, the impurity potential can be described by

$$U(r) = -\frac{e^2}{\kappa r}, \quad (4.2)$$

where $\kappa$ is the dielectric permittivity of the lattice. The bound state wave function for the Hamiltonian (4.1) takes the form [72–74]

$$\Psi(r) = u_{l,k_{\text{min}}}(r)\Phi(r), \quad (4.3)$$

where $l$ is the conduction band index, $k_{\text{min}}$ is the momentum corresponding to the bottom of the conduction band, $u_{n,k_{\text{min}}}$ is the periodic part of the Bloch wave function with the momentum $k_{\text{min}}$, and $\Phi(r)$ satisfies

$$\left( -\frac{\hbar^2}{2m} \nabla^2 - \frac{e^2}{\kappa r} \right) \Phi(r) = E\Phi(r). \quad (4.4)$$

The spectrum of the bound levels followed from above equation reads

$$E_n = -\frac{1}{n^2} \frac{e^2m}{2\hbar^2\kappa^2}, \quad n = 1, 2, 3, \cdots \quad (4.5)$$

It is clear the ground state energy is determined by two parameters: the effective mass $m$ and the dielectric dielectric permittivity $\kappa$. The ground state wave function is given by

$$\Phi_g(r) = (\pi a^3)^{-1/2}e^{-r/a}, \quad (4.6)$$

with the effective Bohr radius $a = \hbar^2\kappa/me^2$ characterizing the localization of the ground localized state on the impurity site. In the typical semiconductors, the effective mass of conduction band electron is usually much smaller than $m_0$ and the dielectric permittivity constant is very large. The binding energy of the ground
bound state is then typically small relative to the case in Hydrogen atom. The localization length $\xi = a$ then turns to be much larger than the lattice constant. For example, in GaAs considering the donor doping [75], the parameters $m \approx 0.066m_0$ and $\kappa \approx 12.6$. Then we have the binding energy $E_b \approx 5.67$meV and the localization length $\xi \approx 100$Å.

When the SO coupling is present, the original Hamiltonian changes to be $H_0 \rightarrow H_0 + H_{SO}$. The exact solution of the bound state on impurity site may be difficult to study when the SO coupling is complicated. Practically, we may consider the following two typical situations. First, when the SO coupling is weak, the solution can be obtained by neglecting the SO term first, and the SO term is then treated as a perturbation to calculate the bound state for the total Hamiltonian [75]. Another case is the strong SO coupling case, in which case besides the position dependent property, the effective Hamiltonian becomes a matrix in internal (local angular-momentum) space. The solution in this situation can usually be simplified with symmetry considerations. To study this issue, we consider below the acceptor doping which creates bound state above the top of the valence band.

For the valence band of semiconductor, the local atomic orbital is $p$ state. Without the SO coupling, the valence band is sixfold degenerate at $\Gamma$ point $k = 0$ ($J = l \otimes s = 1 \otimes 1/2 = 3/2 \oplus 1/2$) [52]. By generalizing the effective mass method to the present case one may write down the bound state wave function in the following form

$$\Psi(r) = \sum_{m=1}^{6} u_{m,0}(r) \Phi_{m}(r), \quad (4.7)$$

with the function $\Phi_{m}(r)$ satisfying the following equation [75]

$$\sum_{m' = 1}^{6} \left[ \sum_{ij} \left( H_0 + H_{SO} \right)_{mm'}^{ij} \hat{p}_i \hat{p}_j + U(r) \delta_{mm'} \right] \Psi_{m'}(r) = E \Phi_{m}(r). \quad (4.8)$$
Here \(i, j\) are Cartesian indices and \(\hat{p} = -i\hbar \nabla\) is the momentum operator. When the SO coupling of the type (1.2) is present, the six-fold degeneracy at \(k = 0\) is partially lifted, splitting into group of states characterized by \(J = 1/2\) and \(J = 3/2\), respectively. The gap \(\Delta\) between \(J = 1/2\) and \(J = 3/2\) at \(k = 0\) depends on the SO coupling strength (see Eq. (1.10)). In the strong SO coupling limit, the band with \(J = 1/2\) moves far away from the one with \(J = 3/2\) and the coupling between them around \(k = 0\) can be neglected. In this way the Hamiltonian in the local on-site angular momentum space can be reduce to a \(4 \times 4\) matrix. The Hamiltonian for the present valence band is described by the Luttinger model, as described in section 1. The general formula is given by [3]

\[
H = \frac{1}{2m_0} \left[ (\gamma_1 + \frac{5}{2} \gamma_2) \hat{p}^2 - 2\gamma_3 (\hat{p} \cdot \vec{J})^2 + 2(\gamma_3 - \gamma_2) \sum_i \hat{p}_i J_i^2 \right] + U(r),
\]

with the Luttinger parameters \(\gamma_1, \gamma_2\) and \(\gamma_3\) being material dependent. The last term in the Luttinger SO coupling Hamiltonian breaks the continuous rotational symmetry. Excluding the impurity potential, the dispersion relation of the Luttinger Hamiltonian is obtained by

\[
E_{l,h}(k) = \frac{k^2}{2m_0} \left\{ \gamma_1 k^2 \pm \left[ 4\gamma_2^2 k^4 + 12(\gamma_3^2 - \gamma_2^2)(k_x^2 k_y^2 + k_y^2 k_z^2 + k_z^2 k_x^2) \right]^{1/2} \right\},
\]

where \(l\) (for + sign) and \(h\) (for − sign) represent the light and heavy hole bands, respectively. It is clear the isoenergetic surface of the spectrum is no longer spherically symmetric.

In many semiconductors such as Ge and GaAs [76], the anisotropy of the isoenergetic surface is weak, and one may consider the spherical approximation, which is described by approximately taking \(\gamma_3 = \gamma_2\). Under this condition the Hamiltonian becomes

\[
H = \frac{1}{2m_0} \left[ (\gamma_1 + \frac{5}{2} \gamma_2) \hat{p}^2 - 2\gamma_2 (\hat{p} \cdot \vec{J})^2 \right] + U(r).
\]
It is easy to see the above Hamiltonian preserves the continuous rotational symmetry, and thus the total angular momentum is a good quantum number. This is an important advantage of the spherical approximation.

The orbital motion of the valence band hole includes the local on-site angular momentum state and the dynamics corresponding to the hopping between lattice sites. The former bears an analogy to the spin of an electron, and the later accordingly leads to orbital angular momentum $L = r \times p/\hbar$. Then the total angular momentum $j$ can be written as

$$j = J + L.$$ (4.12)

We would like to comment that this decomposition is actually an approximation since spin $J$ and the orbital angular momentum $L$ do not exactly commute. However, the spin $J$ characterizes the motion in scale smaller than the lattice constant, while $L$ characterizes the motion in the whole lattice system. The non-commutation property between them is negligible. The wave function satisfying Schrödinger equation with the Hamiltonian (4.11) can be written down in the following form [77]

$$\Phi_{j,j_z}(r) = (2j + 1) \sum_l (-1)^{l-3/2+M} R_{j,l}(r) \sum_{l_z, \mu} \begin{pmatrix} l & 3/2 & j \\ l_z & \mu & -j_z \end{pmatrix} Y_{l,l_z}(\theta, \phi) \chi_\mu. \quad (4.13)$$

Here $Y_{l,l_z}$ is the spherical harmonic, $\begin{pmatrix} l & 3/2 & j \\ l_z & \mu & -j_z \end{pmatrix}$ is the Wigner $3-j$ symbol with $j_z = l_z + \mu$, and $\chi_\mu$ is the eigenstate ($3/2$ spinor) of $J_z$ with eigenvalue $\mu = -3/2, -1/2, 1/2, 3/2$. The rest thing is to work out the solution of $R_{j,l}(r)$ for the ground state. The ground state for the spherical model with the impurity potential (4.2) is described with total angular momentum $j = 3/2$ [75]. Thus the corresponding
orbital angular momentum can only be $l = 0, 2$. Substituting Eq. (4.13) into the formula (4.8) we obtain for $R_{3/2,0}(r)$ and $R_{3/2,2}(r)$ by

\begin{align}
(1 + \alpha)\left(\frac{d}{dx} - \frac{1}{x}\right)\left(\frac{d}{dx} + \frac{3}{x}\right)R_{3/2,2} &+ (1 - \alpha)\left(\frac{d}{dx} - \frac{1}{x}\right)\frac{dR_{3/2,0}}{dx} \\
&+ 2\alpha\left(-\lambda + \frac{2}{x}\right)R_{3/2,2} = 0,
\end{align}

(4.14)

\begin{align}
(1 + \alpha)\left(\frac{d}{dx} + \frac{2}{x}\right)\frac{dR_{3/2,0}}{dx} &+ (1 - \alpha)\left(\frac{d}{dx} + \frac{2}{x}\right)\left(\frac{d}{dx} + \frac{3}{x}\right)R_{3/2,2} \\
&+ 2\alpha\left(-\lambda + \frac{2}{x}\right)R_{3/2,0} = 0,
\end{align}

(4.15)

where $\alpha = (\gamma_1 - 2\gamma_2)/(\gamma_1 + 2\gamma_2) = m_l/m_h$ is the ratio between the masses of the light and heavy holes with $m_l = m_0/(\gamma_1 + 2\gamma_2)$ and $m_h = m_0/(\gamma_1 - 2\gamma_2)$, $x = rm_he^2/\kappa\hbar^2$ and $\lambda = -2E_g\kappa^2\hbar^2/e^4m_h$ are dimensionless atomic units [75]. Note the parameter $0 \leq \alpha \leq 1$. It is easy to see for $\alpha = 1$ which corresponds to $\gamma_2 = 0$, one has $\lambda = 1$. Gel'mont and D’yakonov [78] found that for $\alpha \to 0$, the result $\lambda = 4/9$, with which one can obtain the ground state energy $E_g = 4m_h e^4/(18\kappa^2\hbar^2)$. For the material Ge, one has $\alpha = 0.13$ and the ground state energy reads $E_g \approx 8.1\text{meV}$ [79]. For InSb, one has $\alpha = 0.03$ and $E_g \approx 8\text{meV}$ [75].

From the Eqs. (4.14) and (4.14) we can also derive the asymptotic behavior of the radial wave functions. By considering $x \to \infty$, we have

\begin{align}
(1 + \alpha)\frac{d^2}{dx^2}R_{3/2,2} + (1 - \alpha)\frac{d^2}{dx^2}\frac{dR_{3/2,0}}{dx} - 2\alpha\lambda R_{3/2,2} = 0,
\end{align}

(4.16)

\begin{align}
(1 + \alpha)\frac{d^2}{dx^2}R_{3/2,0} + (1 - \alpha)\frac{d^2}{dx^2}R_{3/2,2} - 2\alpha\lambda R_{3/2,0} = 0.
\end{align}

(4.17)
The above equations can be simplified by defining $R_+ = R_{3/2,2} + R_{3/2,0}$ and $R_- = R_{3/2,2} - R_{3/2,0}$ which are decoupled and satisfy

$$\frac{d^2}{dx^2} R_+ - \alpha \lambda R_+ = 0, \quad (4.18)$$

and

$$\frac{d^2}{dx^2} R_- - \lambda R_- = 0. \quad (4.19)$$

The bound state solutions to above two equations then take the form

$$R_+ \sim A_0 e^{-\alpha \lambda^{1/2} x}, \quad R_- \sim A_0 e^{-\lambda^{1/2} x}, \quad x \to \infty. \quad (4.20)$$

Therefore, for the large distance from the impurity center, the wave function of the bound state is in the exponentially decaying form. This property is general for the impurity bound states.

It is noteworthy so far we consider only the localized states for the case of single impurity (from now on we consider only the ground bound states for the impurity sites). The bound state spectrum is determined by the impurity type (donor or acceptor) and the host material band structure. A real system includes many impurities randomly distributed in the material, with the ground state energy the same for all the impurities if the influence between them is excluded. This degeneracy is lifted by taking into account the influence on a site from other impurity states. Due to the spatially random distribution of the impurities, the influences between different impurity sites are random and the resultant ground state energies are then randomized. This can also be understood by the result that the effective potential produced at an impurity by the environment around it is random through the system. In this way the electronic properties of the material depend on the parameters, i.e. the typical random on-site energy difference $\epsilon_{i\alpha} - \epsilon_{j\beta}$ $(\alpha, \beta$ are spin indices)
between two neighbor impurity sites \((i \text{ and } j)\) and the typical hopping coefficient \(t_{i\alpha,j\beta}\) between them due to the overlapping of their bound states. The coefficient generally decays exponentially with distance according to the asymptotic behavior given in Eq. (4.20). When the impurity of concentration is high, the randomness of the on-site energy is reduced, while the impurity states overlap strongly. In this case one typically has the condition \(|t_{i\alpha,j\beta}| \gg |\epsilon_{i\alpha} - \epsilon_{j\beta}|\) and the bound states lose their localization character. At low concentration the coupling energy between two neighbor impurity states due to overlapping is much smaller than their relevant on-site energy difference

\[
|t_{i\alpha,j\beta}| \ll 1,
\]

and thus the states are localized. In this situation the electronic wave functions of the impurity states around Fermi energy do not extend throughout the system and the dc conductivity will vanish at zero temperature. Namely, the system becomes an Anderson insulator. A more general description of the disordered insulator can be obtained with the scaling theory of the localization. Denote by \(g(L)\) the dimensionless conductance of a hypercube material with edge length \(L\) via [80]

\[
g(L) = \frac{2h}{e^2} G(L),
\]

with \(G(L)\) is the conductance of the material. The magnitude of \(g(L)\) will determine the localization transition of the system. The logarithmic derivative of \(g(L)\) versus material size \(L\) is defined below [81]

\[
\frac{d \ln g(L)}{d \ln L} = \beta(g),
\]

where \(\beta(g)\) is a function solely dependent on \(g\). It can be seen if \(\beta(g) > 0\) when \(L \to \infty\), the conductance \(g(L)\) diverges and it describes a metal. Oppositely, if
\( \beta(g) < 0 \) when \( L \to \infty \), the system is an insulator. The asymptotic form of \( \beta(g) \) can be determined in the weak and strong disorder limits. In the weak limit, the conductance satisfies Ohm’s law and thus \( G(L) = \sigma L^{d-2} \), where \( \sigma \) is the conductivity and \( d \) is the dimensionality of the material. This gives

\[
\lim_{G \to \infty} \beta(g) = d - 2. \tag{4.24}
\]

On the other hand, in the strong disorder limit, all states are exponentially localized and the conductance satisfies \( G(L) = G_0 e^{-L/a} \), which follows that

\[
\lim_{G \to 0} \beta(g) = \ln G - \ln G_0. \tag{4.25}
\]

Eqs. (4.24) and (4.25) lead to the following important results (we assume \( \beta(g) \) is a monotonic function of \( g(L) \)). For the dimensionality \( d \leq 2 \), one has always \( \beta(g) < 0 \), and therefore the metallic phase is always absent. One should remember here only the disorder effect is taken into account. Including the electron-electron interaction will greatly complicate the phase diagram in the low dimensional case with \( d \leq 2 \).

For \( d = 3 \), one has \( \beta(g) \leq 1 \). One can then expect around some critical value of the conductance \( G = G_c \) the function \( \beta(g) \) changes sign. Namely, \( \beta(g) < 0 \) for \( G < G_c \), while \( \beta(g) > 0 \) for \( G > G_c \). This indicates for a three dimensional system when the conductance is larger than \( G_c \), it is in metallic phase. Otherwise, for \( G < G_c \) it becomes an insulator. For the present disordered system, when the condition (4.21) is satisfied, one can expect the result \( G < G_c \) and the material is in the insulating regime.

For the disordered insulating regime, the charge transport cannot occur at zero temperature. At low but finite temperature, the charge transport for such system will be dominated by the hopping of electrons/holes between impurity sites, assisted by the electron-phonon interaction \[66,71\]. Due to the electron-phonon interaction,
the random on-site energy difference will be compensated by emitting or absorbing phonons during the hopping process.

4.2 Hopping conduction

![Diagram of hopping conduction](image)

**Fig. 4.1.** AHE in the insulating regime. In this regime charge transport occurs via hopping between impurity sites.

The simplest case in the hopping transition is the one-phonon process through two impurity sites, which is time-reversal (TR) invariant and dominates the longitudinal charge transport [66, 71]. To capture the Hall effect (Fig. 4.1), one requires the hopping process to break the TR symmetry, which may occur in the process through more than two impurity sites. Holstein first found the hopping through three sites, is the minimum requirement to obtain the ordinary Hall effect (OHE) from theory [82]. In this case the quantum jump of a particle from site $i$ to site $j$ has two different choices for the hopping path. The total hopping amplitude is obtained by adding up the direct and indirect (through the intermediate $k$-site) hopping terms from $i$ to $j$ site. The two hopping paths give rise to an interference term for the transition rate, which breaks TR symmetry and is responsible for the Hall current in the hopping conduction regime. For the OHE, the interference is a reflection of the
Aharonov-Bohm effect, and for AHE it reflects the Berry phase due to SO coupling. Furthermore, the dominant contribution to the Hall transport will be given by the one- and two-real-phonon processes through triads [82].

4.2.1 A general picture for the hopping

![Diagram of three-site hopping process](image)

Fig. 4.2. Current with three-site hopping process.

Note the hopping between two impurity sites is a quantum process with the transition amplitude resulting from the superposition of many different hopping paths. Fig. 4.2 depicts the hopping processes from site i to site j through up to three sites, which consist of the dominant contribution to the longitudinal and Hall transports. The quantum jump through three sites (through triads) has two different choices for the hopping path. One is the direct hopping from i to j site without intermediate site, and another is called indirect hopping, in which the particle first goes to the third site, and then hops from k to j site. The total hopping amplitude is obtained by adding up the direct and indirect hopping terms from i to j site, which results in an interference term and contributes to the Hall effect. The hopping matrix between i and j sites can be generally written as

\[ A_{ij} = A_{ij}^{\text{dir}} + A_{ij}^{\text{ind}}, \]  

\( (4.26) \)
where $A_{ij}^{\text{dir}}$ describes the direct term from i to j site, and $A_{ij}^{\text{ind}}$ describes the indirect hopping term, say, from i to k and then to j site. Furthermore, both the direct and indirect hopping matrixes may include all possible multi-phonon processes. In later discussions we shall see these multi-phonon processes can be classified by the number of real phonons included in the corresponding process. In this way we get

$$A_{ij}^{\text{dir}} = \sum_n A_{ij}^{(m)\text{dir}}, \quad (4.27)$$

$$A_{ij}^{\text{ind}} = \sum_n A_{ij}^{(m)\text{ind}}, \quad (4.28)$$

where $m$ indicates the number of real phonons. It is noteworthy, a process with $m$ real phonons can include any number of virtual phonons which are emitted (or absorbed) and later reabsorbed (or remitted) in the intermediate process. For the Hall effect the hopping matrix includes a geometric phase, for which they can be rewritten as

$$A_{ij}^{(m)\text{dir}} = A_{ij}^{(0)\text{dir}} e^{i\phi_1}, \quad A_{ij}^{(m)\text{ind}} = A_{ij}^{(0)\text{ind}} e^{i\phi_2}. \quad (4.29)$$

Let $\phi = \phi_1 - \phi_2$. We then have

$$|A_{ij}^{(m)}|^2 = |A_{ij}^{(0)\text{dir}}|^2 + |A_{ij}^{(0)\text{ind}}|^2 + Re[A_{ij}^{(0)\text{dir}} A_{ij}^{(0)\text{ind}}^*] \cos \phi + Im[A_{ij}^{(0)\text{dir}} A_{ij}^{(0)\text{ind}}^*] \sin \phi,$$  

$$ (4.30)$$

and the transition rate for the m-phonon process is given by Fermi golden rule

$$P_{ij}^{(m)} = \frac{2\pi}{\hbar} \sum_{\text{phonon modes}} |A_{ij}^{(m)}|^2 \delta(\epsilon_i - \epsilon_j \pm \Delta\epsilon_{\text{phonon}}), \quad (4.31)$$
where the summation is over all modes for the m-phonon process considered, and 
$\Delta \mathcal{E}^{(m)}_{\text{phonon}}$ represents the energy variation with respect to absorbing and emission of the $m$ real phonons. Note between direct and indirect hopping paths of different number of real phonons there will be no interference. The Hall effect is a consequence of geometric phase. When the phase $\phi \rightarrow -\phi$, e.g. when the external magnetic field (for normal Hall effect) or the magnetization (for anomalous Hall effect) inverts, the Hall conductivity must change sign. On the other hand, the only term changes sign in Eq. (4.30) with this transformation is the one with $\sin \phi$. Therefore we know the transition contributing to the Hall effect is

$$P^{(m)(H)}_{ij} = \frac{2\pi}{\hbar} \sum_{\text{phonon modes}} \text{Im}[A^{(0)dir}_{(m)ij} A^{(0)ind}_{(m)ij}] \sin \phi \delta(\epsilon_i - \epsilon_j \pm \Delta \mathcal{E}^{(m)}_{\text{phonon}}), \quad (4.32)$$

while the transition corresponding to the longitudinal charge transport is

$$P^{(0)}_{(m)ij} = \frac{2\pi}{\hbar} \sum_{\text{phonon modes}} (|A^{(0)dir}_{(m)ij}|^2 + |A^{(0)ind}_{(m)ij}|^2 + \text{Re}[A^{(0)dir}_{(m)ij} A^{*(0)ind}_{(m)ij}] \cos \phi) \times$$
$$\times \delta(\epsilon_i - \epsilon_j \pm \Delta \mathcal{E}^{(m)}_{\text{phonon}}). \quad (4.33)$$

The total transition rate is a summation of $P^{(m)}_{ij}$, namely

$$P_{ij} = \sum_m P^{(m)}_{ij}. \quad (4.34)$$

It is noteworthy in above analysis we consider only one intermediate site for the indirect hopping process. Certainly, the general indirect hopping process may include one or more intermediate sites, and each such kind of process can also be classified by number of real phonons included in the whole transition. For the Hall effect in the hopping conduction regime, the dominant contribution comes from the processes with only one intermediate site and up to two real phonons in the whole transition. Any process including more than one intermediate site or more than two
real phonons gives merely a negligible high order contribution. On the other hand, for longitudinal conductivity only the direct hopping with one real phonon absorbed or emitted needs to be considered.

4.2.2 Two-site hopping process

In this subsection we consider the two-site direct hopping process with the impurity states being well localized if no electron-phonon coupling is considered, and show how the conduction takes place when the electron-phonon interaction opens up. Consider two adjacent impurity sites \( i \) and \( j \) connected by a vector \( R \). The Hamiltonian is given by

\[
H = H_0 + \frac{1}{\kappa} \frac{e^2}{|r - R_i|} - \frac{1}{\kappa} \frac{e^2}{|r - R_j|} + V_a(r),
\]

(4.35)

where \( H_0 \) gives the effective mass term, \( V_a(r) \) is the potential due to other nearby ions and \( R = R_j - R_i \). We denote \( \phi_i \) (\( \phi_j \)) as the eigenstate of the isolated impurity site \( i \) (\( j \)), which has been studied in the section 1 with effective mass method. Then the full eigenstate of the impurity site can be obtained by perturbation theory, i.e. treating all other interaction except for the terms describing the isolated impurity site as the perturbation. Generally we can write down the perturbed eigenstates for \( i \) and \( j \) sites in the form

\[
\psi_i = a_i \phi_i + a_j \phi_j, \quad \psi_j = b_i \phi_i + b_j \phi_j.
\]

(4.36)

In the first order of the perturbation, we have \( a_i = b_j = 1, a_j \approx w/\Delta \) and \( b_i \approx -w/\Delta \), with \( w \) the coupling between \( \phi_i \) and \( \phi_j \), and \( \Delta = \epsilon_i - \epsilon_j \), i.e. the on-site energy difference. The localization means \( |\Delta| \gg |w| \), in which case the transition between the two states is greatly reduced. Charge transport can take place through hopping when the phonon assistance is considered.
In the second quantization picture, the electron-phonon coupling Hamiltonian is given as

\[ H_{el-ph} = i \sum_\lambda E_1 \vec{q}_\lambda \cdot \vec{e}_\lambda \left( \frac{\hbar}{2MN\omega} \right)^{1/2} (b_\lambda e^{i\vec{q}_\lambda \cdot \vec{r}} - b_\lambda^\dagger e^{-i\vec{q}_\lambda \cdot \vec{r}}). \]  

(4.37)

Here \( E_1 \) is the coupling constant, \( M \) is atomic mass, \( N \) is the number of lattice sites, \( b_\lambda \) and \( b_\lambda^\dagger \) are annihilation and creation operators with respect to the mode \( \vec{q}_\lambda \). The dispersion relation of phonon field is assumed to be isotropic in different directions and reads \( \omega = s q_\lambda \), with \( s \) the phonon velocity and taken as a constant. Now we derive the matrix element of transition between the two sites:

\[ A_{ij} = \langle \psi_i | H_{el-ph} | \psi_j \rangle. \]

Specifically, we shall calculate \( \langle n_q, \psi_i | H_{el-ph} | \psi_j, n_q + 1 \rangle \) and \( \langle n_q + 1, \psi_i | H_{el-ph} | \psi_j, n_q \rangle \), respectively. It is straightforward to know

\[ A_{ij} = \frac{w}{\Delta} \left( \langle n_q, \phi_i | H_{el-ph} | \phi_i, n_q + 1 \rangle + \langle n_q, \phi_i | H_{el-ph} | \phi_j, n_q + 1 \rangle \right) \\
+ \langle n_q, \phi_i | H_{el-ph} | \phi_j, n_q + 1 \rangle - \frac{w^2}{\Delta} \langle n_q, \phi_j | H_{el-ph} | \phi_i, n_q + 1 \rangle. \]

(4.38)

The fourth term in the right hand side of above equation can be neglected immediately since it is the second order perturbation with respect to \( w/\Delta \). On the other hand, the third term contains the phase factor \( e^{i\vec{q}_\lambda \cdot \vec{r}} \), which oscillates quickly and is also negligible. In this way we obtain

\[ A_{ij} = i\vec{q}_\lambda \cdot \vec{e}_\lambda \left[ \frac{\hbar(n_q + 1)}{2MN\omega} \right]^{1/2} E_1 \frac{w}{\Delta} \left[ \langle \phi_j | e^{i\vec{q}_\lambda \cdot \vec{r}} | \phi_j \rangle - \langle \phi_i | e^{i\vec{q}_\lambda \cdot \vec{r}} | \phi_i \rangle \right]. \]

(4.39)

Note \( \phi_i(\vec{r}) = \phi(\vec{r} - \vec{R}_i) = \phi(\vec{r} - (\vec{R}_i - \vec{R}_j) - \vec{R}_j) = \phi(\vec{r} - \vec{R} - \vec{R}_j) = \phi_j(\vec{r} - \vec{R}). \) We have \( \langle \phi_j | e^{i\vec{q}_\lambda \cdot \vec{r}} | \phi_j \rangle - \langle \phi_i | e^{i\vec{q}_\lambda \cdot \vec{r}} | \phi_i \rangle = (e^{i\vec{q}_\lambda \cdot \vec{R}} - 1)\langle \phi_i | e^{i\vec{q}_\lambda \cdot \vec{r}} | \phi_i \rangle. \) For practical case, one
can consider the condition $q_{\lambda}a \ll 1$, with $a$ the radius of the wave function $\phi_{i,j}$ [71].
Under this condition we have

$$
\langle \phi_i | e^{i\vec{q}_{\lambda} \cdot \vec{r}} | \phi_i \rangle \approx \left[ \frac{1}{1 + (qa/2)^2} \right]^2.
$$

(4.40)

Thus we have

$$
A_{ij} = iE_1 \bar{q}_{\lambda} \cdot \bar{e}_{\lambda} \left[ \frac{\hbar(n_q + 1)}{2MN\omega_{\lambda}} \right]^{1/2} \frac{w}{\Delta} \left( e^{i\bar{q}_{\lambda} \cdot \vec{R}} - 1 \right) \left[ \frac{1}{1 + (qa/2)^2} \right]^2.
$$

(4.41)

With the hopping matrix above, we evaluate the transition rate through Fermi-golden rule that

$$
P_{ij} = \frac{2\pi V}{\hbar 8\pi^3} \int |A_{ij}|^2 \delta(\hbar\omega_{\lambda} - \Delta) d^2 \bar{q}_{\lambda},
$$

$$
= \frac{2\pi V}{\hbar 8\pi^3} E_1^2 \frac{\hbar w^2}{MN\Delta^2 s} \int (n_q + 1)q (1 - \cos \bar{q}_{\lambda} \cdot \vec{R}) \frac{\delta(hqs - \Delta)}{[1 + (qa/2)^2]^4} d^2 \bar{q}_{\lambda},
$$

$$
= \gamma_0 \int (n_q + 1)q (1 - \cos(qR \cos \theta)) \frac{\delta(hqs - \Delta)}{[1 + (qa/2)^2]^4} q^2 \sin \theta d\theta d\phi dq. \quad (4.42)
$$

The constant $\gamma_0$ is defined via $\gamma_0 = \frac{VE_1^2}{4\pi^2} \frac{w^2}{MN\Delta^2 s}$. Note the integral

$$
\int (1 - \cos(qR \cos \theta)) \sin \theta d\theta d\phi = 4\pi (1 - \sin(qR)/qR),
$$
and then we reach

$$
P_{ij} = 4\pi \gamma_0 \int (n_q + 1)q^3 \left[ 1 - \frac{1}{qR} \sin(qR) \right] \frac{\delta(hqs - \Delta)}{[1 + (qa/2)^2]^4} dq,
$$

$$
\approx E_1^2 \frac{V}{\pi \hbar^4 s^5} \frac{w^2 \Delta}{NM} (n_q + 1). \quad (4.43)
$$

Similarly, for the term $\langle n_q + 1 | \psi_i | H_{el-ph} | \psi_j, n_q \rangle$, we get $P_{ij} = E_1^2 \frac{V}{\pi \hbar^4 s^5} \frac{w^2 \Delta}{NM} n_q$. Note without electron-phonon coupling, the transition rate between the two localized
states is proportional to $|w/\Delta|^2$, which is very small. Thus from above result we can see the transition in the presence of election-phonon coupling is enhanced.

4.2.3 Longitudinal electric conductance

Let’s go back to the transition rate $P_{ij}(q_{\lambda})$ for specific mode $q_{\lambda}$, i.e. without integrating over $q_{\lambda}$. We have ($w \rightarrow W_{ij}$)

$$P_{ij}(q_{\lambda}) = E_1^2(q_{\lambda} \cdot \vec{e}_{\lambda})^2 \frac{\hbar(n_q + 1)}{2MN\omega_{\lambda}} \Delta^2 \frac{W_{ij}^2}{\Delta^2} \quad \text{or} \quad E_1^2(q_{\lambda} \cdot \vec{e}_{\lambda})^2 \frac{\hbar n_q}{2MN\omega_{\lambda}} \frac{W_{ij}^2}{\Delta^2}.$$ \hspace{1cm} (4.44)

From the Bose statistics we have $n_q + 1/2 = \mp 1/(1 - e^{\pm\hbar\omega_{\lambda}/k_BT})$. The total transition rate can be rewritten as

$$P_{ij} = \sum_{\vec{q}} \frac{2\pi}{\hbar} P_{ij}(q_{\lambda}) \delta(h\omega_{q_{\lambda}} - \Delta)$$

$$= \sum_{\vec{q}} 4\pi \frac{E_1^2(q_{\lambda} \cdot \vec{e}_{\lambda})^2}{\hbar} \frac{\hbar W_{ij}^2}{2MN\omega_{\lambda} (\epsilon_i - \epsilon_j)^2} \frac{1}{1 - e^{-(\epsilon_i - \epsilon_j)/k_BT}} \delta(\epsilon_i - \epsilon_j \pm h\omega_{\lambda})$$

$$= Z e^{\epsilon_i/k_BT} L_{ij},$$ \hspace{1cm} (4.45)

where $Z = \sum_i e^{-\epsilon_i/k_BT}$ and $L_{ij} = L_{ji}$ given by

$$L_{ij} = Z^{-1} \sum_{\vec{q}} \frac{4\pi}{\hbar} E_1^2(q_{\lambda} \cdot \vec{e}_{\lambda})^2 \frac{\hbar W_{ij}^2}{2MN\omega_{\lambda} (\epsilon_i - \epsilon_j)^2} \frac{1}{e^{\epsilon_i/k_BT} - e^{\epsilon_j/k_BT}} \delta(\epsilon_i - \epsilon_j \pm h\omega_{\lambda}).$$ \hspace{1cm} (4.46)

The current between $i$ and $j$ sites is calculated by

$$I_{ij} = e \left[ P_{ij}(1 - f_j) - P_{ji}f_j(1 - f_i) \right],$$ \hspace{1cm} (4.47)

where $f_i$ is the Fermi distribution function. Now we consider in the following two different simple cases.
First, if there is no external electric field, we shall obtain no longitudinal electric current between the two sites. This is easy to see from the following formula

\[ I_{ij} = e\mathcal{Z}(e^{\epsilon_i/k_B T}L_{ij}f_i - e^{\epsilon_j/k_B T}L_{ji}f_j) + e\mathcal{Z}(e^{\epsilon_i/k_B T}L_{ij} - e^{\epsilon_j/k_B T}L_{ji})f_if_j \]
\[ = e\mathcal{Z}L_{ij}\frac{e^{(\epsilon_i+\epsilon_j-\mu)/k_B T} - e^{(\epsilon_i+\epsilon_j-\mu)/k_B T}}{(e^{(\epsilon_i-\mu)/k_B T} + 1)(e^{(\epsilon_j-\mu)/k_B T} + 1)} \]
\[ = 0. \quad (4.48) \]

Second, when an external electric field \( \mathbf{E} = E\mathbf{e}_x \) is applied, the on-site energies and the chemical potential will change to be \( \epsilon_i \rightarrow \bar{\epsilon}_i = \epsilon_i + \delta\epsilon_i \) and \( \mu_i \rightarrow \bar{\mu}_i = \mu_i + \delta\mu_i \). The calculation of \( \delta\epsilon_i \) and \( \delta\mu_i \) should be done separately \[75\]. By a similar derivative we can obtain

\[ I_{ij} = e\mathcal{\bar{Z}}\mathcal{\bar{L}}_{ij}\frac{e^{(\bar{\epsilon}_i+\bar{\epsilon}_j-\bar{\mu}_j)/k_B T} - e^{(\bar{\epsilon}_i+\bar{\epsilon}_j-\bar{\mu}_j)/k_B T}}{(e^{(\bar{\epsilon}_i-\bar{\mu}_i)/k_B T} + 1)(e^{(\bar{\epsilon}_j-\bar{\mu}_j)/k_B T} + 1)}. \quad (4.49) \]

Here \( \mathcal{\bar{Z}} \) and \( \mathcal{\bar{L}}_{ij} \) hold the same forms as \( \mathcal{Z} \) and \( L_{ij} \), with only the parameters \( \epsilon_i, \mu_i \) replaced by \( \bar{\epsilon}_i, \bar{\mu}_i \). For the hopping conduction we are interested in the states with \( |\bar{\epsilon}_i - \bar{\mu}_i| \gg k_B T \), which dominate the contribution to the conductivity. Then in the weak electric field case (thus \( |\delta\mu_i|, |\delta\epsilon_i| \ll k_B T \)), we have

\[ I_{ij} = e\mathcal{\bar{Z}}\mathcal{\bar{L}}_{ij}\frac{\delta\mu_i - \delta\mu_j}{k_B T} = e^2\mathcal{\bar{Z}}\mathcal{\bar{L}}_{ij}\frac{U_{ij}}{k_B T}, \quad (4.50) \]

where \( U_{ij} = (\delta\bar{\mu}_i - \delta\bar{\mu}_j)/e \) is the effective electric voltage between \( i \) and \( j \). The above formula gives the conductance between the two neighbor sites as

\[ G_{ij} = e^2\mathcal{\bar{Z}}\frac{\mathcal{\bar{L}}_{ij}}{k_B T}. \quad (4.51) \]

Note the above result is just the microscopic conductance between two neighbor impurity sites. The macroscopic conductance/resistance of the material should be evaluated by considering all impurity sites connected to each other. Such a process
is nontrivial and can be done with percolation theory which will be introduced in
the section 5.

4.2.4 Hopping through triads

The two-site direct hopping calculated in above section determines the longitudi-
nal conductivity/resistivity, but cannot lead to Hall effect. This is because this term
preserve TR symmetry, while the AHE breaks TR symmetry. To study the Hall
effect, we shall calculate in this section the interference term in the hopping process
through three sites (through triads).

Our theory is based on a minimal tight-binding Hamiltonian which is valid for
both electron and hole carriers hopping between localized sites in the ferromagnetic
system. With the particle-phonon coupling considered, the total Hamiltonian can be
written as

\[ H = H_p + H_{p-ph} + H_{ph}, \]

\[ H_p = \sum_\alpha \epsilon_\alpha \hat{c}_{i\alpha}^\dagger \hat{c}_{i\alpha} - \sum_{i\alpha,j\beta} t_{i\alpha,j\beta} \hat{c}_{i\alpha}^\dagger \hat{c}_{j\beta} + \sum_{i\alpha\beta} \mathbf{M} \cdot \tau_{\alpha\beta} \hat{c}_{i\alpha}^\dagger \hat{c}_{i\beta}, \]

\[ H_{p-ph} = i \sum_{i\alpha\lambda} g_\lambda^i (b_\lambda e^{i\mathbf{q}_\lambda \cdot \mathbf{r}_i} - b_\lambda^\dagger e^{-i\mathbf{q}_\lambda \cdot \mathbf{r}_i}) \hat{c}_{i\alpha}^\dagger \hat{c}_{i\alpha}, \]

\[ H_{ph} = \sum_\lambda \omega_\lambda b_\lambda^\dagger b_\lambda. \]

Here \( H_p \) is the Hamiltonian for localized states (holes or electrons), \( H_{p-ph} \) gives the
coupling between localized states and phonons, \( H_{ph} \) is the phonon energy, and the
index \( \alpha \) represents the local on-site total angular momentum state (“spin” of the
electron or hole). The particle-phonon coupling \( g_\lambda^i \) can be found by comparing with
Eq. (4.37), and the hopping matrix \( t_{ij} \) is generally off-diagonal due to SO coupling.
The specific form of the relevant parameters (hopping matrix, spin operator, mag-
netization) depends on what material one considers, and will not affect the scaling
between \( \sigma_{xy}^{AH} \) and \( \sigma_{xx} \). In this work we consider that the magnetization is (nearly)
saturated and thus we assume $\mathbf{M} = M \hat{e}_z$, and can then rewrite the Hamiltonian $H_p$ in the diagonal basis of the exchange term and obtain

$$H_p = \sum_\alpha \epsilon_{i\alpha} \hat{c}_{i\alpha}^\dagger \hat{c}_{i\alpha} - \sum_{i\alpha,j\beta} t_{i\alpha,j\beta} \hat{c}_{i\alpha}^\dagger \hat{c}_{j\beta}, \quad (4.53)$$

where $\epsilon_{i\alpha} = \epsilon_i + M\tau_{\alpha\alpha}$. The specific form of hopping coefficient $t_{i\alpha,j\beta}$ depends on the material we consider. For Ga$_{1-x}$Mn$_x$As, for example, $t_{i\alpha,j\beta}$ describes the hopping between holes localized on the Mn impurities, and can be obtained by a unitary rotation $U(R)$ from the $\hat{e}_z$ direction to the hopping direction $i \to j$. We thus have $t_{i\alpha,j\beta} = [U^\dagger(R_{ij})t_{\text{diag}}U(R_{ij})]_{\alpha\beta}$, where $t_{\text{diag}} = \text{diag}[t_{3/2,1/2}, t_{1/2,-1/2}, t_{-3/2}]$ represents the situation that the hopping direction is along the $z$ direction [83].

Another example is for the localized $s$-orbital electrons. In this case, the hopping is given by $t_{ij} = U^\dagger(R_{ij})[\tilde{t}_{ij}(1 + i\vec{v}_{ij} \cdot \vec{\sigma})]U(R_{ij})$. Here $\tilde{t}_{ij} = \text{diag}[t_{1/2,1/2}, t_{-1/2}]$ and $\vec{v}_{ij} = \frac{\alpha}{\hbar} \int_{r_i}^{r_j} (\nabla V(r) \times d\vec{r})$ with $V(r)$ including the ion and external potentials, the spin-orbit coupling coefficient $\alpha = \hbar/(4m^2c^2)$ and $m$ the effective mass of the electron.

Again, the localization regime requires that typically $|t_{i\alpha,j\beta}| \ll |\epsilon_{i\alpha} - \epsilon_{j\beta}|$. In this way, the coupling between states localized in different impurity sites can be treated with perturbation theory. In the first order perturbation to eigenstates, we have

$$|\alpha, \psi_i\rangle = |\alpha, \phi_i\rangle + \sum_{j \neq i, \beta} \frac{t_{i\alpha,j\beta}}{\epsilon_{i\alpha} - \epsilon_{j\beta}} |\beta, \phi_j\rangle. \quad (4.54)$$
The hopping matrix between \( i \) and \( j \) (with \( i \neq j \)) due to the particle-phonon coupling reads

\[
A_{\alpha \beta}^{ij} = \langle \alpha, \psi_i | H_{p-ph} | \beta, \psi_j \rangle
\]

\[
= \langle \alpha, \phi_i | H_{p-ph} | \beta, \phi_j \rangle + \sum_{k(i), \alpha', \beta', \epsilon_k} t_{\alpha', k, \alpha''}^{*} \langle \alpha', \phi_i | H_{p-ph} | \beta', \phi_k \rangle + \sum_{k(i), \alpha', \beta', \epsilon_k} t_{\alpha, \alpha' \epsilon_k}^{*} \langle \alpha', \phi_i | H_{p-ph} | \beta', \phi_k \rangle
\]

\[
\approx \sum_{\alpha, \beta} t_{\alpha, \beta}^{*} \langle \beta, \phi_j | H_{p-ph} | \beta, \phi_j \rangle + \sum_{\beta', \epsilon_{\beta}} t_{\beta', \beta} \langle \alpha, \phi_i | H_{p-ph} | \beta', \phi_i \rangle. \tag{4.55}
\]

Since the particle-phonon coupling conserves spin, we can further obtain

\[
A_{\alpha \beta}^{ij} = \frac{t_{\alpha, \beta}^{*}}{\epsilon_{\beta} - \epsilon_{\alpha}} \langle \beta, \phi_j | H_{p-ph} | \beta, \phi_j \rangle + \frac{t_{\beta, \alpha}^{*}}{\epsilon_{\alpha} - \epsilon_{\beta}} \langle \alpha, \phi_i | H_{p-ph} | \beta, \phi_i \rangle, \quad i \neq j. \tag{4.56}
\]

On the other hand, if \( i = j \), we find \( A_{\alpha \beta}^{ii} = \langle \alpha, \phi_i | H_{p-ph} | \beta, \phi_i \rangle \delta_{\alpha \beta} \). Together with these results we finally reach

\[
\sum_{ij} \hat{A}_{\alpha \beta}^{ij} = i \sum_{ij \lambda} g_{\lambda}^{*} \left[ \delta_{ij} \delta_{\alpha \beta} + (1 - \delta_{ij}) \frac{t_{\beta, \alpha}^{*}}{\epsilon_{\alpha} - \epsilon_{\beta}} \right] (b_{\lambda} e^{i q_{\lambda} \cdot \mathbf{R}_i} - b_{\lambda}^{\dagger} e^{-i q_{\lambda} \cdot \mathbf{R}_i})
\]

\[
+ i \sum_{ij \lambda} g_{\lambda}^{*} (1 - \delta_{ij}) \frac{t_{\alpha, \beta}^{*}}{\epsilon_{\beta} - \epsilon_{\alpha}} (b_{\lambda} e^{i q_{\lambda} \cdot \mathbf{R}_j} - b_{\lambda}^{\dagger} e^{-i q_{\lambda} \cdot \mathbf{R}_j}). \tag{4.57}
\]
In the basis of phonon number states, we can write down the transition matrix in the form:

\[
A_{ij}^{\alpha\beta} = \langle \psi_\alpha^\alpha, n_{q_\lambda} \pm 1 | H_{p-ph} | \psi_\beta^\beta, n_{q_\lambda} \rangle \\
= ig_\lambda^{(\mp)} [ \delta_{ij} \delta_{\alpha\beta} e^{\pm i\vec{q}_\lambda \cdot \vec{R}_i} + (1 - \delta_{ij}) \frac{t_{j\beta, i\alpha}}{\epsilon_{j\beta} - \epsilon_{i\alpha}} (e^{\pm i\vec{q}_\lambda \cdot \vec{R}_i} - e^{\pm i\vec{q}_\lambda \cdot \vec{R}_j}) ], \tag{4.58}
\]

with

\[
g_\lambda^{(\mp)} = \pm E_1(q_\lambda \cdot \vec{e}_\lambda) \left[ \frac{\hbar(n_{q_\lambda} + 1/2 \mp 1/2)}{2MN\omega_\lambda} \right]^{1/2}. \tag{4.59}
\]

From the Eqs. (4.57) and (4.58) we can see the following important properties of the electron-phonon coupling process: a) A phonon can be absorbed or emitted, with the electron/hole jumped from one site to another site; b) A phonon can be absorbed or emitted, with the electron/hole staying at the same site! Certainly this process does not satisfy energy conservation, and can only be the intermediate process; c) When the electron/hole jump from site to site with assistance of phonons, the particle-phonon scattering does not flip spin, but the SO coupling can flip spin. Furthermore, here we only consider the particle-phonon scattering. If there is also the particle-magnon scattering, which does not conserve spin, the transition matrix will be more complicated (we have considered this in detail, but will not be introduced in this work).

Now we proceed to calculate the transition rate for the hopping process through three sites, in which the lowest-order process is the two-phonon process. From the hopping matrix obtained in Eqs. (4.57) and (4.58) we know the two-phonon processes include (a) direct hopping process (see Fig. 4.3): \(|\psi_i^\alpha, n_q\rangle \rightarrow |\psi_i^\alpha, n_q \mp 1\rangle \rightarrow |\psi_j^\beta, n_q \mp 1, n_{q'} \mp 1\rangle\), and \(|\psi_i^\alpha, n_q\rangle \rightarrow |\psi_j^\beta, n_q \mp 1\rangle \rightarrow |\psi_j^\beta, n_q \mp 1, n_{q'} \mp 1\rangle\) (and \(n_q \leftrightarrow n_{q'}\)); (b)
indirect hopping process (see Fig. 4.4): $|\psi^\alpha_i, n_q\rangle \rightarrow |\psi^\gamma_k, n_q \pm 1\rangle \rightarrow |\psi^\beta_j, n_q \pm 1, n_{q'} \pm 1\rangle$

(and $n_q \leftrightarrow n_{q'}$). Specifically, we calculate the direct hopping matrix element by

$$A_{ij}^{\alpha\beta, \text{dir}} = \frac{\langle \psi^\beta_j, n_q \pm 1, n_{q'} \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \rangle \langle \psi^\alpha_i, n_q \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \rangle}{\pm \hbar \omega_{\lambda}} + \frac{\langle \psi^\beta_j, n_q \pm 1, n_{q'} \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle \langle \psi^\alpha_i, n_q \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle \pm \hbar \omega_{\lambda}}{\pm \hbar \omega_{\lambda}} + \frac{\langle \psi^\beta_j, n_q \pm 1, n_{q'} \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle \langle \psi^\alpha_i, n_q \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle \pm \hbar \omega_{\lambda}}{\pm \hbar \omega_{\lambda}} + \frac{\langle \psi^\beta_j, n_q \pm 1, n_{q'} \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle \langle \psi^\alpha_i, n_q \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle}{\pm \hbar \omega_{\lambda}}$$

$$+ \epsilon_{\alpha \gamma} - \epsilon_{j \beta} \pm \hbar \omega_{\lambda},$$

and the indirect hopping terms via

$$A_{ij}^{\alpha\beta, \text{ind}} = \frac{\langle \psi^\beta_j, n_q \pm 1, n_{q'} \pm 1 | H_{p-ph} | \psi^\gamma_k, n_q \rangle \langle \psi^\gamma_k, n_q \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \rangle}{\epsilon_{\alpha \gamma} - \epsilon_{k \beta} \pm \hbar \omega_{\lambda} + i\hbar s_+} + \frac{\langle \psi^\beta_j, n_q \pm 1, n_{q'} \pm 1 | H_{p-ph} | \psi^\gamma_k, n_q \pm 1 \rangle \langle \psi^\gamma_k, n_q \pm 1 | H_{p-ph} | \psi^\alpha_i, n_q \pm 1 \rangle}{\epsilon_{\alpha \gamma} - \epsilon_{k \beta} \pm \hbar \omega_{\lambda} + i\hbar s_+}.$$
where $s_+$ is a positive infinitesimal number. Note the Hall effect is contributed from the interference between direct and indirect terms with $\pi/2$ out-of-phase in the zero geometric phase case. We will know this condition is satisfied when we have the following constrain:

$$
\epsilon_{ia} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda} = 0 \quad \text{or} \quad \epsilon_{ia} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'} = 0.
$$

Note the two equalities cannot be fulfilled at the same time since this requires $\lambda = \lambda'$ which situation is negligible due to the small probability. Without loss of generality, we may consider the first condition, and thus we shall only keep the first term in the Eq. (4.61) for $A_{ij}^{\alpha\beta,ind}$. Another natural constrain is the energy conservation for the whole process:

$$
\epsilon_{ia} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda} \pm \hbar \omega_{\lambda'} = 0.
$$

Together with the two equalities, we have

$$
\pm \hbar \omega_{\lambda} = \epsilon_{k\gamma} - \epsilon_{ia}, \quad \pm \hbar \omega_{\lambda'} = \epsilon_{j\beta} - \epsilon_{k\gamma}.
$$

With the above conditions we can rewrite the direct and indirect hopping matrix by

$$
A_{ij}^{\alpha\beta,dir} = \frac{1}{\epsilon_{k\gamma} - \epsilon_{ia}} \left[ \langle \psi_j^{\beta}, n_q \parallel 1 \mid H_{p-ph} \mid \psi_i^{\alpha}, n_q \parallel 1 \rangle \langle \psi_i^{\alpha}, n_q \parallel 1 \mid H_{p-ph} \mid \psi_i^{\alpha}, n_q \rangle - \langle \psi_j^{\beta}, n_q \parallel 1 \mid H_{p-ph} \mid \psi_j^{\beta}, n_q' \parallel 1 \rangle \langle \psi_j^{\beta}, n_q' \parallel 1 \mid H_{p-ph} \mid \psi_i^{\alpha}, n_q \rangle \right] + 
$$

$$
+ \frac{1}{\epsilon_{j\beta} - \epsilon_{k\gamma}} \left[ \langle \psi_j^{\beta}, n_q \parallel 1 \mid H_{p-ph} \mid \psi_j^{\beta}, n_q' \parallel 1 \rangle \langle \psi_j^{\beta}, n_q' \parallel 1 \mid H_{p-ph} \mid \psi_i^{\alpha}, n_q \rangle - \langle \psi_j^{\beta}, n_q \parallel 1 \mid H_{p-ph} \mid \psi_j^{\beta}, n_q' \parallel 1 \rangle \langle \psi_j^{\beta}, n_q' \parallel 1 \mid H_{p-ph} \mid \psi_i^{\alpha}, n_q' \rangle \right],
$$

(4.63)
and

\[ A_{ij}^{\alpha\beta,\text{ind}} = \frac{\langle \psi_j, n_q = 1, n_{q'} = 1 | H_{p-ph} | \psi_k^{\gamma}, n_q = 1 \rangle \langle \psi_k^{\gamma}, n_q = 1 | H_{p-ph} | \psi_i^{\alpha}, n_q \rangle}{\epsilon_{i\alpha} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda} + i\hbar s_+}. \quad (4.64) \]

Substituting the result of (4.58) into above formulae yields

\[ A_{ij}^{\alpha\beta,\text{dir}} = -\frac{1}{\epsilon_{k\gamma} - \epsilon_{i\alpha}} \frac{t_{i\alpha,j\beta}}{\epsilon_{j\beta} - \epsilon_{k\gamma}} \left[ g_{\lambda}^{(\mp)} g_{\lambda'}^{(\mp)} (e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_i} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_i})(e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_j} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_j}) \right] - \frac{1}{\epsilon_{j\beta} - \epsilon_{k\gamma}} \frac{t_{i\alpha,j\beta}}{\epsilon_{i\alpha} - \epsilon_{k\gamma}} \left[ g_{\lambda}^{(\mp)} g_{\lambda'}^{(\mp)} (e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_i} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_i})(e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_j} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_j}) \right] \]

\[ = \frac{t_{i\alpha,j\beta}}{(\epsilon_{i\alpha} - \epsilon_{k\gamma}) (\epsilon_{j\beta} - \epsilon_{k\gamma})} \left[ g_{\lambda}^{(\mp)} g_{\lambda'}^{(\mp)} (e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_i} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_i})(e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_j} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_j}) \right], \quad (4.65) \]

and

\[ A_{ij}^{\alpha\beta,\text{ind}} = -\frac{1}{\epsilon_{i\alpha} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda} + i\hbar s_+} \frac{t_{i\alpha,k\gamma}}{\epsilon_{j\beta} - \epsilon_{k\gamma}} \frac{t_{k\gamma,j\beta}}{\epsilon_{i\alpha} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'} \pm \hbar \omega_{\lambda'}} \left[ g_{\lambda}^{(\mp)} g_{\lambda'}^{(\mp)} \right] \times \left( e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_k} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_k} \right) \left( e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_j} - e^{\pm i\mathbf{q}_{\lambda'} \cdot \mathbf{R}_j} \right). \quad (4.66) \]

The total transition rate due to two-phonon process is obtained by summing over all \( \lambda, \lambda' \) modes. We thus have

\[ P_{ij}^{(2)} = \frac{2\pi}{\hbar} \sum_{\mathbf{q}_\lambda, \mathbf{q}_{\lambda'}} |A_{ij}^{\alpha\beta,\text{dir}}(\mathbf{q}_\lambda, \mathbf{q}_{\lambda'}) + A_{ij}^{\alpha\beta,\text{ind}}(\mathbf{q}_\lambda, \mathbf{q}_{\lambda'})|^2 \delta(\epsilon_{i\alpha} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda} \pm \hbar \omega_{\lambda'}). \quad (4.67) \]

From the former discussion we already know the Hall effect is contributed from the interference between direct and indirect hopping amplitudes. A non-zero interference requires any randomness of the phase must be exactly canceled when calculating the phase difference between the two paths. From the Eq. (4.65) we can see \( A_{ij}^{\alpha\beta,\text{dir}} \) contains no phase factor with respect to \( \mathbf{R}_k \). Then after summation over phonon modes, only the term with respect to \( e^{\pm i\mathbf{q}_{\lambda} \cdot \mathbf{R}_i} \) in \( A_{ij}^{\alpha\beta,\text{ind}} \) (see Eq. (4.66)) needs
to be kept. With this result in mind, we obtain the contribution of two-phonon process to the Hall effect by

$$
P_{ij}^{(2, H)} = \frac{2\pi}{\hbar} \sum_{\vec{q}_{\lambda}, \vec{q}_{\lambda}'} (g^{(\mp)}_{\lambda} g^{(\mp)}_{\lambda}')^2 \frac{1}{(\epsilon_{i\alpha} - \epsilon_{j\beta} - \epsilon_{k\gamma})^2} \left| t_{i\alpha,j\beta}^* + \frac{t_{i\alpha,k\gamma} t_{k\gamma,j\beta}}{\epsilon_{i\alpha} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda} + i\hbar s_+} \right|^2 \times \delta(\epsilon_{i\alpha} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda} \pm \hbar \omega_{\lambda'}).$$

Using the result $1/(x + i\eta_+) = P(1/x) - i\pi \delta(x)$, we further get

$$
P_{ij}^{(2, H)} = \frac{(2\pi)^2}{\hbar} \sum_{\vec{q}_{\lambda}, \vec{q}_{\lambda}'} (g^{(\mp)}_{\lambda} g^{(\mp)}_{\lambda}')^2 \frac{1}{(\epsilon_{i\alpha} - \epsilon_{k\gamma})^2} \frac{1}{(\epsilon_{j\beta} - \epsilon_{k\gamma})^2} \Im(t_{i\alpha,j\beta} t_{i\alpha,k\gamma} t_{k\gamma,j\beta}) \times \delta(\epsilon_{i\alpha} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda} \pm \hbar \omega_{\lambda'}) \delta(\epsilon_{i\alpha} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda}).$$

Similarly, we can calculate the hopping with one- and three-phonon process, namely, in the direct hopping the particle emits or absorbs one phonon, while in the indirect hopping it emits or absorbs three phonons. However, to have a nonzero interference between the one- and three-phonon process, one must require in the later process effectively only one real phonon is absorbed or emitted. Such situation is realized when the three-phonon process actually includes two intermediate processes during which a phonon will be first emitted and then reabsorbed in a later time (or first absorbed and then reemitted). This phonon is a virtual one. Therefore for the direct hopping we have $|\psi_i^{n_q}, n_q \rangle \rightarrow |\psi_j^{n_q}, n_q \pm 1 \rangle$ (and $n_q \leftrightarrow n_q'$), which gives the transition matrix as (for $\vec{q}_{\lambda}$ mode, see Fig. 4.5)

$$A_{ij}^{\alpha\beta, \text{dir}} = \frac{i}{\epsilon_{i\alpha} - \epsilon_{j\beta}} g^{(\mp)}_{\lambda} (e^{\mp i\vec{q}_{\lambda} \cdot \vec{R}_j} - e^{\pm i\vec{q}_{\lambda} \cdot \vec{R}_i}).$$

The indirect three-phonon hopping process is much more complicated, and has a lot of different processes such as (see Fig. 4.6 for the typical diagrams representing
Fig. 4.5. The direct hopping process with one phonon emitted.

this process): (a) $|\psi^\alpha_i, n_q\rangle \rightarrow |\psi^\gamma_k, n_{q'} \mp 1\rangle \rightarrow |\psi^\beta_j, n_q \mp 1, n_{q'} \mp 1\rangle \rightarrow |\psi^\beta_j, n_q \pm 1\rangle$, (b) $|\psi^\gamma_k, n_{q'} \mp 1\rangle \rightarrow |\psi^\beta_j, n_q \pm 1, n_{q'} \mp 1\rangle \rightarrow |\psi^\beta_j, n_q \mp 1\rangle$, (c) $|\psi^\alpha_i, n_q\rangle \rightarrow |\psi^\alpha_i, n_{q'} \pm 1\rangle \rightarrow |\psi^\gamma_k, n_q \mp 1, n_{q'} \mp 1\rangle \rightarrow |\psi^\beta_j, n_q \mp 1\rangle$, (d) $|\psi^\alpha_i, n_q\rangle \rightarrow |\psi^\alpha_i, n_{q'} \pm 1\rangle \rightarrow |\psi^\gamma_k, n_q \mp 1, n_{q'} \mp 1\rangle \rightarrow |\psi^\beta_j, n_q \mp 1\rangle$ (and $n_q \leftrightarrow n_{q'}$), etc. However, we can simplify the discussion according to the results in the two-phonon process. First of all, according to the general discussion in the subsection 4.2.1, we know the Hall effect is contributed from the interference between direct and indirect terms with $\pi/2$ out-of-phase in the zero geometric phase case. This condition requires that one of the two intermediate processes should satisfy the energy conservation. Second, the direct hopping transition matrix with one-phonon includes only the phase factors $e^{\pm i\vec{q}_j \cdot \vec{R}_j}, e^{\pm i\vec{q}_i \cdot \vec{R}_i}$. Then in the three phonon-process we shall consider only the terms with such factors so that the random phase can be exactly canceled. Third, for the whole transition process the energy should be conserved. Bear in mind these conditions we obtain

$$
A^{\alpha\beta, \text{ind}}_{ij} = \frac{i}{\epsilon_{i\beta} - \epsilon_{k\gamma} \pm i\hbar \omega_{\lambda'} + i\hbar s_+ (\epsilon_{i\alpha} - \epsilon_{k\gamma})^2} \frac{t_{i\alpha,k\gamma}}{t_{i\alpha,k\gamma}} \frac{t_{k\gamma,j\beta}}{t_{k\gamma,j\beta}} \frac{g_{\lambda'}^{(\mp)}}{g_{\lambda'}^{(\mp)}} \frac{g_{\lambda'}^{(\mp)}}{g_{\lambda'}^{(\mp)}},
$$

(4.71)
Fig. 4.6. Typical three-phonon (one real phonon) indirect hopping processes. In these diagrams the \( \vec{q}_{\lambda'} \) is a virtual phonon. Also, we present only the phonon-emission processes.

The Hall transition rate arising from the interference between one- and three-phonon processes is obtained by the Fermi golden rule, similar as the procedure in the two-phonon process. The result is given by

\[
P_{ij}^{(3,H)} = \frac{(2\pi)^2}{\hbar} \sum_{\vec{q}_{\lambda}, \vec{q}_{\lambda'}} (g_{\lambda}^{(\pm)} g_{\lambda'}^{(\mp)})^2 \text{Im}(t_{i\alpha,j\beta} t_{i\alpha,k\gamma} t_{k\gamma,j\beta}) \times \\
\times \left[ \frac{\delta(\epsilon_{i\alpha} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda}) \delta(\epsilon_{i\alpha} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'})}{(\epsilon_{i\alpha} - \epsilon_{j\beta})^2 (\epsilon_{i\alpha} - \epsilon_{k\gamma})^2} \right] + \\
\times \left[ \frac{\delta(\epsilon_{i\alpha} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda}) \delta(\epsilon_{j\beta} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'})}{(\epsilon_{i\alpha} - \epsilon_{j\beta})^2 (\epsilon_{j\beta} - \epsilon_{k\gamma})^2} \right]. \tag{4.72}
\]
Together with Eqs. (4.69) and (4.72) we obtain the total Hall transition rate by

\[
P_{ij}^{(H)} = P_{ij}^{(2,H)} + P_{ij}^{(3,H)}
\]

\[
= \frac{(2\pi)^2}{\hbar} \sum_{q_\lambda,q_{\lambda'}} \left( g^{(\mp)}_\lambda g^{(\mp)}_{\lambda'} \right)^2 \text{Im}(t_{ia,j\beta} t_{ia,k\gamma} t_{k\gamma,j\beta}) \times
\]

\[
\frac{\delta(\epsilon_{ia} - \epsilon_{j\beta} \pm \hbar \omega_\lambda) \delta(\epsilon_{ia} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'})}{(\epsilon_{ia} - \epsilon_{j\beta})^2(\epsilon_{ia} - \epsilon_{k\gamma})^2} +
\]

\[
+ \frac{\delta(\epsilon_{ia} - \epsilon_{j\beta} \pm \hbar \omega_\lambda) \delta(\epsilon_{j\beta} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'})}{(\epsilon_{ia} - \epsilon_{j\beta})^2(\epsilon_{j\beta} - \epsilon_{k\gamma})^2} +
\]

\[
+ \frac{\delta(\epsilon_{k\gamma} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda'})}{(\epsilon_{ia} - \epsilon_{k\gamma})^2(\epsilon_{j\beta} - \epsilon_{k\gamma})^2}
\]

\[
\right]. \quad (4.73)
\]

We shall now sum above equation over all the phonon modes \( \lambda, \lambda' \). Recall that \( g^{(\mp)}_\lambda \) is given by the Eq. (4.59). By replacing the summation by the integration over over phonon modes we obtain

\[
P_{ij}^{(H)} = \frac{(2\pi)^2}{\hbar} \frac{V^2}{(8\pi^3)^2} \int d^2q_\lambda d^2q_{\lambda'} \left( g^{(\mp)}_\lambda g^{(\mp)}_{\lambda'} \right)^2 \text{Im}(t_{ia,j\beta} t_{ia,k\gamma} t_{k\gamma,j\beta}) \times
\]

\[
\frac{\delta(\epsilon_{ia} - \epsilon_{j\beta} \pm \hbar \omega_\lambda) \delta(\epsilon_{ia} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'})}{(\epsilon_{ia} - \epsilon_{j\beta})^2(\epsilon_{ia} - \epsilon_{k\gamma})^2} +
\]

\[
+ \frac{\delta(\epsilon_{ia} - \epsilon_{j\beta} \pm \hbar \omega_\lambda) \delta(\epsilon_{j\beta} - \epsilon_{k\gamma} \pm \hbar \omega_{\lambda'})}{(\epsilon_{ia} - \epsilon_{j\beta})^2(\epsilon_{j\beta} - \epsilon_{k\gamma})^2} +
\]

\[
+ \frac{\delta(\epsilon_{k\gamma} - \epsilon_{j\beta} \pm \hbar \omega_{\lambda'})}{(\epsilon_{ia} - \epsilon_{k\gamma})^2(\epsilon_{j\beta} - \epsilon_{k\gamma})^2}
\]

\[
\right] \times \sum_{\alpha\beta\gamma} E_1^4 \left( \frac{V}{\pi \hbar^4 e^5 \lambda M} \right)^2 \text{Im}(t_{ia,j\beta} t_{ia,k\gamma} t_{k\gamma,j\beta}) \times
\]

\[
\left\{ |\Delta_{ij}\Delta_{ik}| \frac{1}{e^{\epsilon_{ia}/k_B T} - e^{\epsilon_{j\beta}/k_B T}} \frac{1}{1 - e^{-(\epsilon_{ia} - \epsilon_{k\gamma})/k_B T}} +
\right.
\]

\[
+ |\Delta_{ij}\Delta_{jk}| \frac{1}{e^{\epsilon_{ia}/k_B T} - e^{\epsilon_{j\beta}/k_B T}} \frac{1}{1 - e^{-(\epsilon_{ia} - \epsilon_{k\gamma})/k_B T}} +
\]

\[
+ |\Delta_{ik}\Delta_{kj}| \frac{1}{e^{\epsilon_{ia}/k_B T} - e^{\epsilon_{k\beta}/k_B T}} \frac{1}{1 - e^{-(\epsilon_{ia} - \epsilon_{j\beta})/k_B T}} \right\} e^{\epsilon_{ia}/k_B T}, \quad (4.74)
\]
where $\Delta_{ij} = \epsilon_{i\alpha} - \epsilon_{j\beta}$. For simplicity, we rewrite the Hall transition rate in the form

$$P_{ij}^{(H)} = Z L_{ijk} e^{\epsilon_{i\alpha}/k_B T},$$

(4.75)

with $L_{ijk}$ given by Eq. (4.76) and

$$L_{ijk} = Z^{-1} \sum_{\alpha\beta\gamma} \left( \frac{VE_i^2}{\pi h^2 e^5 NM} \right)^2 \text{Im} \left( t_{i\alpha,j\beta} t_{i\alpha,k\gamma} t_{k\gamma,j\beta} \right) \times$$

$$\times \left\{ |\Delta_{ij} \Delta_{ik}| \frac{1}{|e^{\epsilon_{i\alpha}/k_B T} - e^{\epsilon_{j\beta}/k_B T}|} \right. \frac{1}{|1 - e^{-(\epsilon_{i\alpha} - \epsilon_{k\gamma})/k_B T}|} +$$

$$+ |\Delta_{ij} \Delta_{jk}| \frac{1}{|e^{\epsilon_{j\beta}/k_B T} - e^{\epsilon_{k\gamma}/k_B T}|} \right. \frac{1}{|1 - e^{-(\epsilon_{j\beta} - \epsilon_{k\gamma})/k_B T}|} +$$

$$+ |\Delta_{ik} \Delta_{kj}| \frac{1}{|e^{\epsilon_{k\gamma}/k_B T} - e^{\epsilon_{i\alpha}/k_B T}|} \right. \frac{1}{|1 - e^{-(\epsilon_{k\gamma} - \epsilon_{i\alpha})/k_B T}|} \right\}.$$  

(4.76)

It is straightforward to show an important property that

$$L_{ijk} = L_{jki} = L_{kij} = -L_{jik} = -L_{ikj} = -L_{kji}.$$  

(4.77)

This result has several consequences. First, the current due to $P_{ij}^{(H)}$ between $i$ and $j$ sites may not be zero even when their voltages are equal $U_i = U_j$. This is actually a property of the Hall effect. The Hall current reads in this case

$$I_{ij}^{(H)} = e \left[ P_{ij}^{(H)} f_i (1 - f_j)(1 - f_k) - P_{ji}^{(H)} f_j (1 - f_i)(1 - f_k) \right] +$$

$$+ e \left[ P_{ij}^{(H)} f_i f_k (1 - f_j) - P_{ji}^{(H)} f_j f_k (1 - f_i) \right]$$

$$= e \left[ P_{ij}^{(H)} f_i (1 - f_j) - P_{ji}^{(H)} f_j (1 - f_i) \right].$$  

(4.78)

In the first equality of above formula, the first term corresponds to the electron-like transport, and the second one corresponds to the hole-like transport. Using the notation $L_{ijk}$ we get

$$I_{ij}^{(H)} = e L_{ijk} [f_i (1 - f_j) e^{\epsilon_{i\alpha}/k_B T} + f_j (1 - f_i) e^{\epsilon_{j\beta}/k_B T}].$$  

(4.79)
Second, for an isolated triad composed of the three sites \((i,j,k)\) with identical voltage, we can see the currents \(I_{ij}, I_{jk}, I_{ki}\) consist of the clockwise (or counter clockwise, depending on the magnetization and SO coupling of the system) circulating current. This result can be easily understood by comparing with the ordinary Hall effect in the semiclassical picture: The electrons/holes move along circular orbitals in the presence of an external magnetic field (similarly, in the quantum Hall effect with open boundary, a chiral edge current is obtained). Third, when a voltage difference between one and the other two sites (e.g. between \(k\) and \(i,j\) sites), the current through \(i-j\) bond will be different in magnitude from the one through \(j-k\) and \(k-i\) bonds. In this way, a net current between \(i\) and \(j\) sites occurs. This is exactly consistent with the result of the Hall effect: an electric field leads to a transverse Hall current.

\[\text{4.2.5 Linear response}\]

Now we can derive the current between each pair of impurity sites in the linear response approximation. For convenience, we denote by \(\tilde{I}_{ij}\) the current through the \(i-j\) bond, and \(I_{ij}\) the net current between \(i\) and \(j\) sites. According to the results discussed in the former subsections, we have

\[
\tilde{I}_{ij} = \tilde{I}_{ij}^{(0)} + \tilde{I}_{ij}^{(H)}
\]

\[= e \left[ P^{(0)}_{ij} f_i (1 - f_j) - P^{(0)}_{ji} f_j (1 - f_i) \right] + e \left[ P^{(H)}_{ij} f_i (1 - f_j) - P^{(H)}_{ji} f_j (1 - f_i) \right].\]

\[(4.80)\]
From the subsection 4.2.3 we already know \( \bar{I}_{ij}^{(0)} = G_{ij} V_{ij} \). The term related to the Hall effect reads

\[
\bar{I}_{ij}^{(H)} = e [e^{\bar{\epsilon}_i / k_B T} \sum_k \tilde{z}_{ijk} \tilde{L}_{ijk} f_i (1 - f_j) + e^{\bar{\epsilon}_j / k_B T} \sum_k \tilde{z}_{ijk} \tilde{L}_{ijk} f_j (1 - f_i)],
\]

(4.81)

where \( \tilde{z}_{ijk} = e^{-(\bar{\epsilon}_i + \bar{\epsilon}_j + \bar{\epsilon}_k) / k_B T} \), and \( k \) indicates the sites nearby \( i \) and \( j \). In the typical situation we only need to consider one or two sites nearby the \( i - j \) bond. Again, note in the hopping conduction regime, we are interested in the states with energy satisfying \( |\bar{\epsilon}_i - \mu_i| \gg k_B T \), which dominate the contribution to the charge transport. The above formula can be recast into

\[
\bar{I}_{ij}^{(H)} = e (1 - f_i) (1 - f_j) \sum_k \tilde{z}_{ijk} \tilde{L}_{ijk} (e^{\bar{\mu}_i / k_B T} + e^{\bar{\mu}_j / k_B T})].
\]

(4.82)

Note \( \bar{\mu}_i = \mu_0 + \delta \mu_i \), with \( \delta \mu_i \) the correction to chemical potential at \( i \) site due to external electric field. The electric voltage difference can be defined by \( V_{ij} = (\delta \mu_i - \delta \mu_j) / e \). The linear response requires that \( |\delta \mu_i| \ll k_B T \). We then obtain in the linear order of the voltage difference that

\[
\bar{I}_{ij}^{(H)} = e^2 (1 - f_i) (1 - f_j) \sum_k \tilde{z}_{ijk} \tilde{L}_{ijk} e^{\mu_0 / k_B T} \frac{2}{k_B T} V_i + V_j.
\]

(4.83)

The net current between \( i \) and \( j \) sites is obtained by the simple identity: \( I_{ij} = \bar{I}_{ij}^{(0)} + \frac{1}{2} (2 \bar{I}_{ij}^{(H)} - \bar{I}_{kj}^{(H)} - \bar{I}_{ji}^{(H)}) \) and thus

\[
I_{ij} = \bar{I}_{ij}^{(0)} + \frac{1}{2} e^2 (1 - f_i) (1 - f_j) \sum_k \tilde{z}_{ijk} \tilde{L}_{ijk} e^{\mu_0 / k_B T} \frac{V_{ik} + V_{jk}}{k_B T}.
\]

(4.84)
where \( F_{ijk} \) is defined through

\[
F_{ijk} = \frac{e^2}{2k_B T}(1 - f_i)(1 - f_j)\bar{z}_{ijk} \tilde{L}_{ijk} e^{\mu_0/k_B T} = \frac{e^2}{2k_B T}(1 - f_i)(1 - f_j)e^{\mu_0/k_B T}\sum_{\alpha\beta\gamma}\left(\frac{V E_i^2}{\pi\hbar^4 c^5 N M}\right)^2 \text{Im}(t_{\alpha i,j\beta} t_{\alpha i,k\gamma} t_{k\gamma,j\beta}) \times \]

\[
\times \left\{ |\Delta_{ij}\Delta_{ik}| \frac{1}{|e^{\epsilon_{\alpha i}/k_B T} - e^{\epsilon_{j\beta}/k_B T}|} \frac{1}{|1 - e^{(\epsilon_{\alpha i} - \epsilon_{k\gamma})/k_B T}|} + |\Delta_{ij}\Delta_{jk}| \frac{1}{|e^{\epsilon_{\alpha i}/k_B T} - e^{\epsilon_{j\beta}/k_B T}|} \frac{1}{|1 - e^{(\epsilon_{j\beta} - \epsilon_{k\gamma})/k_B T}|} + |\Delta_{ik}\Delta_{kj}| \frac{1}{|e^{\epsilon_{\alpha i}/k_B T} - e^{\epsilon_{i\beta}/k_B T}|} \frac{1}{|1 - e^{(\epsilon_{i\beta} - \epsilon_{k\gamma})/k_B T}|} \right\}. \tag{4.85}
\]

In the limit \( |\epsilon_i - \mu_i| \gg k_B T \) and \( |\epsilon_i - \epsilon_j| \gg k_B T \) this formula can be recast into

\[
F_{ijk} = \frac{e^2}{2k_B T}\sum_{\alpha\beta\gamma}\left(\frac{V E_i^2}{\pi\hbar^4 c^5 N M}\right)^2 \text{Im}(t_{\alpha i,j\beta} t_{\alpha i,k\gamma} t_{k\gamma,j\beta}) \times \]

\[
\times \left\{ |\Delta_{ij}\Delta_{ik}| e^{-\frac{1}{k_B T}(|\epsilon_{j\beta}| + |\epsilon_{k\gamma}| + |\epsilon_{\alpha i} - \epsilon_{k\gamma}| + |\epsilon_{\alpha i} - \epsilon_{j\beta}|) + |\Delta_{ij}\Delta_{jk}| e^{-\frac{1}{k_B T}(|\epsilon_{\alpha i}| + |\epsilon_{k\gamma}| + |\epsilon_{j\beta} - \epsilon_{k\gamma}| + |\epsilon_{\alpha i} - \epsilon_{j\beta}|) + |\Delta_{ik}\Delta_{kj}| e^{-\frac{1}{k_B T}(|\epsilon_{\alpha i}| + |\epsilon_{j\beta}| + |\epsilon_{\alpha i} - \epsilon_{k\gamma}| + |\epsilon_{k\gamma} - \epsilon_{j\beta}|) \right\}. \tag{4.86}
\]

In the above formula we have rewritten \( \epsilon_{\alpha i} - \mu_0 \) as \( \epsilon_{\alpha i} \) for simplicity. On the other hand, the direct conductance \( G_{ij} \) takes the form

\[
G_{ij} = \frac{e^2}{k_B T}\sum_{\alpha\beta}\left(\frac{V E_i^2}{\pi\hbar^4 c^5 N M}\right)|t_{\alpha i,j\beta}|^2 |\Delta_{ij}| e^{-\frac{1}{k_B T}(|\epsilon_{\alpha i}| + |\epsilon_{j\beta}| + |\epsilon_{\alpha i} - \epsilon_{j\beta}|) + |\epsilon_{\alpha i}| + |\epsilon_{j\beta}| + |\epsilon_{\alpha i} - \epsilon_{j\beta}|). \tag{4.87}
\]

To this step we have obtained the microscopic currents in a single triad by considering the electron-phonon scattering, from which the conductance and resistance for any single triad can be determined. The whole system is a macroscopic system which includes a large number of impurities randomly distributed in the material. The macroscopic physical quantity (e.g. the conductivities) for the whole system,
however, is not straightforward to evaluate based on the microscopic conductances obtained above. To perform this calculation, we shall resort to the percolation theory in the next section.
5. CONFIGURATION AVERAGING IN THE HOPPING REGIME

5.1 Percolation theory

Percolation theory is an approach to deal with the long-range connectivity in random systems. For example, take a regular lattice (e.g. cubic lattice), and randomly fill in it with sites (vertices) or bonds (edges) with a statistically independent probability \( p \). Above a critical threshold \( p_c \), the long-range connectivity first appears, namely, the long-range critical percolation path occurs when the density of randomly distributed sites reaches a critical value.

To employ the percolation theory for the AHE, we first map the present random impurity system to a random resistor network by connecting each pair of impurity sites with the direct resistor \( Z_{ij} = 1/G_{ij} \). The Hall effect will be treated as a perturbation to the obtained resistor network. The charge transport will be dominated by some critical paths/clusters, i.e. the percolation paths/clusters, rather than by the whole resistor network. Therefore, the portions of the resistor network that have little contribution to the charge transport is negligible and can be treated as disconnected. To quantify this picture, we introduce a cut-off \( G_c(T) \) for the direct conductance to redefine the connection and disconnection between any two impurity sites. When the conductance between two sites (e.g. \( i \) and \( j \)) satisfies \( G_{ij} \geq G_c \), we say such two sites are connected with a finite resistor \( Z_{ij} \). Otherwise, such two sites are treated as disconnected, i.e. \( G_{ij} \rightarrow 0 \). For this we reach a simplified resistor network determined by \( G_c \). The average connectivity \( \bar{n} \) per impurity site depends on the magnitude of the cut-off. It can expected that the choice of a smaller cut-off gives a larger average connectivity. Percolation path/cluster appears when the average connectivity per impurity site reaches some critical value \( n_c \). This is equivalent to the case that the filling probability \( p \) of bonds reaches the threshold value \( p_c \). To correctly describe the charge transport in the disordered insulating regime, the cut-off \( G_c(T) \) should be properly chosen so that the long-range critical paths/clusters
appear and span the whole material. The charge transport is then dominated by such percolation path/cluster in the insulating regime. It is also noteworthy the cut-off cannot be too small. For example, if one chooses $G_c \to 0$, the resulted macroscopic resistivity/conductivity will be the exact since in this case one does not cut the connection between any pair of sites, but such a choice is meaningless according to former analysis. The macroscopic physical quantities will finally be obtained by averaging over the percolation path/cluster.

5.1.1 Random resistor network

Note the hopping coefficient $t_{i\alpha,j\beta}$ is generally an exponential decaying function of the distance between $i$ and $j$ sites. We can write down the direct conductance in the form

$$G_{ij} = G_0(T)e^{-2aR_{ij} - \frac{1}{k_BT}(|\epsilon_{i\alpha}| + |\epsilon_{j\beta}| + |\epsilon_{i\alpha} - \epsilon_{j\beta}|)},$$  \hspace{1cm} (5.1)$$

where $a^{-1}$ representing the localization length of the impurity states and $R_{ij} = |R_i - R_j|$. $G_0(T)$ gives at most a power law on temperature. To map the random impurity system to a random resistor network, we introduce the cut-off for the direct conductance in the following form

$$G_c(T) = G_0e^{-\frac{\xi(T)}{k_BT}},$$  \hspace{1cm} (5.2)$$

where $\xi(T)/(k_BT)$ is a decreasing function of $T$, indicating the material is in the insulating regime. The form of $\xi(T)$ will be specified later. With the help of the cut-off $G_c(T)$, we can define the connectivity between two impurity sites. Namely, a
Fig. 5.1. Two sites $i$ and $j$ are connected when $G_{ij} \geq G_0$ and disconnected when $G_{ij} < G_0$.

A pair of sites with conductances $G_{ij} \geq G_c(T)$ will be treated as connected. Otherwise, they are disconnected (see Fig. 5.1). The condition $G_{ij} \geq G_c$ is equivalent to

$$2aR_{ij} + \frac{1}{2k_BT}(|\epsilon_{i\alpha}| + |\epsilon_{j\beta}|) \leq \xi(T)/k_BT.$$  \hfill (5.3)

To quantify the connectivity between impurity sites, as determined by above inequality, we calculate $n(\epsilon_i, \xi)$, the average number of sites connected to the site $i$ with energy $\epsilon_i$ satisfying above condition. It is straightforward to know

$$n(\epsilon_i, \xi) = \int d\epsilon_j \int d^3\vec{r}_{ij} \rho(\epsilon_j, \vec{r}_{ij}) \Theta\left(\frac{\xi(T)}{k_BT} - 2aR_{ij} - \frac{1}{2k_BT}(|\epsilon_{i\alpha}| + |\epsilon_{j\beta}|)\right),$$  \hfill (5.4)

where $\rho(\epsilon_j, \vec{r}_{ij})$ is the DOS. Consider the distribution of impurity sites is spatially homogeneous. We have for the DOS

$$\rho(\epsilon_j, \vec{r}_{ij}) = \sum_i \delta(\epsilon - \epsilon_i) \delta(|\vec{r} - \vec{r}_i|) \approx \frac{1}{V} \sum_i \delta(\epsilon - \epsilon_i).$$  \hfill (5.5)
Thus we have further from Eq. (5.4) that

\[
\begin{align*}
n(\epsilon_i, \xi) &= \frac{1}{(2ak_B T)^3} \frac{4\pi}{3} \left[ \int_{0}^{\epsilon_i} d\epsilon j \rho(\epsilon_j)(\xi - \epsilon_i)^3 + \int_{\epsilon_i}^{\xi} d\epsilon j \rho(\epsilon_j)(\xi - \epsilon_j)^3 \\
&\quad + \int_{-(\xi - |\epsilon_i|)}^{0} \rho(\epsilon_j)(\xi - |\epsilon_i| - |\epsilon_j|)^3 \right].
\end{align*}
\]

(5.6)

When \(\rho(\epsilon) = \rho_0\) is a constant, we obtain [84]

\[
\begin{align*}
n(\epsilon_i, \xi) &= \frac{2\pi}{3} \frac{\rho_0}{(2ak_B T)^3} \xi (\xi - |\epsilon_i|)^2 (\xi^2 - |\epsilon_i|^2).
\end{align*}
\]

(5.7)

5.1.2 Percolation cluster and configuration integral

Since the charge transport is through the critical percolation paths, the macroscopic physical quantities will be averaged over the percolation path/cluster. To derive the general formula for the configuration averaging of the physical quantities, we introduce another important parameter, \(P_n(\epsilon_i, \xi)\), the probability that the \(n\)-th smallest resistor connected to the \(i\) site has the resistance less than \(1/G_c\). The number \(n(\epsilon_i, \xi)\) can then be given in terms of \(P_n(\epsilon_i, \xi)\) and

\[
n(\epsilon_i, \xi) = \sum_n P_n(\epsilon_i, \xi),
\]

(5.8)

The function of \(P_n(\epsilon_i, \xi)\) is calculated according to the following formula (Poisson distribution) [84]

\[
\begin{align*}
P_n(\epsilon_i, \xi) &= \frac{1}{(n-1)!} \int_{0}^{n(\epsilon_i, \xi)} e^{-x} x^{n-1} dx \\
&= e^{-n(\epsilon_i, \xi)} \sum_{k=n}^{\infty} [n(\epsilon_i, \xi)]^k / k!.
\end{align*}
\]

(5.9)

It is straightforward to confirm the equality (5.8) with the result (5.9). A characteristic quantity of the resistor network is the average number of connections per
impurity site $\bar{n} = \langle n(\epsilon_i) \rangle_c$, where the calculation of $\langle ... \rangle_c$ will be given later. The percolation path/cluster appears when $\bar{n}$ reaches the critical value $n_c$ with proper choice of the cut-off $G_c(T)$.

The averaging of physical quantities along critical percolation path/cluster can be obtained based on the formula of $P_n$. Since the averaging is over critical percolation paths/clusters rather than over the whole system, the probability function in the averaging evaluation will not only be proportional to density of states, but also depend on the values of $P_n$. We consider first the general situation. Suppose a physical quantity $F(\epsilon_1, \epsilon_2, ..., \epsilon_N; \vec{r}_1, \vec{r}_2, ..., \vec{r}_N)$ is a function of $N$ impurity sites, requiring that the $i$-th site have at least $n_i$ sites connected to it satisfying the condition (5.3) (see Fig. 5.2). The averaging of such physical quantity is given by

\[ \langle ... \rangle_c \]

**Fig. 5.2.** Configuration integral of a general physical quantity composed of $N$ impurity sites.
\[ \langle F(\epsilon_1, ..., \epsilon_N; \vec{r}_1, ..., \vec{r}_N) \rangle_c = \frac{1}{N_F} \int d\epsilon_1 ... \int d\epsilon_N \int d^3 \vec{r}_{12} ... \int d^3 \vec{r}_{N-1,N} \times \]
\[ \times \rho(\epsilon_1) \sum_{k=n_1}^{\infty} P_k(\epsilon_1) \rho(\epsilon_2) \sum_{k=n_2}^{\infty} P_k(\epsilon_2) ... \rho(\epsilon_N) \times \]
\[ \times \sum_{k=n_N}^{\infty} P_k(\epsilon_N) F(\epsilon_1, \epsilon_2, ..., \epsilon_N; \vec{r}_1, \vec{r}_2, ..., \vec{r}_N), \quad (5.10) \]

with the normalization factor
\[ N_F = \int d\epsilon_1 \int d\epsilon_2 ... \int d\epsilon_N \int d^3 \vec{r}_{12} \int d^3 \vec{r}_{23} ... \int d^3 \vec{r}_{N-1,N} \times \]
\[ \times \rho(\epsilon_1) \sum_{k=n_1}^{\infty} P_k(\epsilon_1) \rho(\epsilon_2) \sum_{k=n_2}^{\infty} P_k(\epsilon_2) ... \rho(\epsilon_N) \sum_{k=n_N}^{\infty} P_k(\epsilon_N). \quad (5.11) \]

It is clear that the probability function for the integral corresponding to the \( i \)-th site is given by \( \rho(\epsilon_i) \sum_{k \geq \eta_i} P_k(\epsilon_i) \). The term \( \sum_{k \geq \eta_i} P_k(\epsilon_i) \) entering the probability function is a consequence of the configuration averaging over the percolation cluster rather than over the whole impurity system. Moreover, this probability function also distinguishes the physical origins of the AHC and \( \sigma_{xx} \). For \( \sigma_{xy}^{AH} \) one has \( \eta_i = 3 \), and for \( \sigma_{xx} \) one has \( \eta_i = 2 \). This indicates the averaging of \( \sigma_{xx} \) is performed along the one dimensional (1D) percolation path, while for AHE which is a two dimensional (2D) effect, one shall evaluate AHC over all triads connected in the 2D percolation cluster.

We can give several specific examples. The first example is the average value of \( n(\epsilon_i, \xi) \) along the percolation path/cluster. Note \( n(\epsilon_i, \xi) \) is a function of only one site. The averaging is straightforward and
\[ \bar{n} = \frac{\int d\epsilon_i n(\epsilon_i) \rho(\epsilon_i) \sum_{k=1}^{\infty} P_k(\epsilon_i)}{\int d\epsilon_\rho(\epsilon_i) \sum_{k=1}^{\infty} P_k(\epsilon_i)}; \]
\[ = \frac{\int d\epsilon_i n(\epsilon_i) \rho(\epsilon_i) n(\epsilon_i)}{\int d\epsilon_i n(\epsilon_i) \rho(\epsilon_i)}. \quad (5.12) \]
The hopping conduction occurs when the average value $\bar{n}$ reaches the critical value $n_c$. When the density of states $\rho(\epsilon)$ is a constant, we calculate straightforwardly

$$
\bar{n} = \langle n(\epsilon, \xi) \rangle_c = \frac{2\pi \rho_0}{3} \frac{\int (\xi - |\epsilon_i|)^4 (\xi^2 - |\epsilon_i|^2)^2 d\epsilon_i}{\int (\xi - |\epsilon_i|)^2 (\xi^2 - |\epsilon_i|) d\epsilon_i}
= \frac{1}{0.406\pi \rho_0 (2a k_B T)^3} \xi^4,
$$

(5.13)

from which we obtain the cut-off value $\xi$ by

$$
\xi(T) = \left[ \frac{(2a k_B T)^3 n_c}{0.406\pi \rho_0} \right]^{1/4}.
$$

(5.14)

Thus it gives

$$
\xi^\beta = \left( \frac{T_0}{T} \right)^{1/4}, \quad T_0 = 16 \frac{a^3 n_c}{k_B \rho_0},
$$

(5.15)

which is the Mott law [66]. Accordingly, if we assume the density of states $\rho(\epsilon) \sim \epsilon^2$, we shall obtain the Efros-shklovskii (E-S) hopping regime [67].

Second, we give the formula for the longitudinal resistivity. Note the direct resistance is a function of two sites. We can therefore calculate the macroscopic longitudinal resistance by

$$
\bar{R}_{xx} = \frac{N \int d\epsilon_i \int d\epsilon_j \int d^3 \vec{r}_{ij} Z_{ij}(\epsilon_i, \epsilon_j; \vec{r}_{ij}) \rho(\epsilon_i) \sum_{k=2}^\infty P_k(\epsilon_i) \rho(\epsilon_j) \sum_{k=2}^\infty P_k(\epsilon_j)}{\int d\epsilon_i \int d\epsilon_j \int d^3 \vec{r}_{ij} \rho(\epsilon_i) \sum_{k=2}^\infty P_k(\epsilon_i) \rho(\epsilon_j) \sum_{k=2}^\infty P_k(\epsilon_j)},
$$

(5.16)

where $N$ is the number of links along the percolation path. The above formula can be simplified by the fact that $\sum_{k=2}^\infty P_k(\epsilon_i) = n(\epsilon_i, \xi_c) - P_1(\epsilon_i, \xi_c) \propto [n(\epsilon_i, \xi_c)]^2$. We then reach

$$
\bar{R}_{xx} = \frac{N \int d\epsilon_i \int d\epsilon_j \int d^3 \vec{r}_{ij} Z_{ij}(\epsilon_i, \epsilon_j; \vec{r}_{ij}) \rho(\epsilon_i) [n(\epsilon_i, \xi_c)]^2 \rho(\epsilon_j) [n(\epsilon_j, \xi_c)]^2}{\int d\epsilon_i \int d\epsilon_j \int d^3 \vec{r}_{ij} \rho(\epsilon_i) [n(\epsilon_i, \xi_c)]^2 \rho(\epsilon_j) [n(\epsilon_j, \xi_c)]^2}.
$$

(5.17)
The longitudinal resistivity is given by \( \rho_{xx} = \bar{R}_{xx}/(n_d L_x) \), with \( n_d \) the density of the percolation paths and \( L_x \) the length of the material along \( x \) direction [84]. Accordingly, the longitudinal conductivity is obtained by \( \sigma_{xx} = 1/\rho_{xx} \).

Finally, if the physical quantity is a function of three sites that consist of a triad, the averaging of such physical quantity is given by

\[
\bar{F}(\epsilon_1, \epsilon_2, \epsilon_3; \bar{r}_1, \bar{r}_2, \bar{r}_3) = \frac{1}{N_F^{(3)}} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \bar{r}_{12} \int d^3 \bar{r}_{23} F(\epsilon; \bar{r}) \rho(\epsilon_1) \times \\
\times \sum_{k=3}^{\infty} P_k(\epsilon_1) \rho(\epsilon_2) \sum_{k=3}^{\infty} P_k(\epsilon_2) \rho(\epsilon_3) \sum_{k=3}^{\infty} P_k(\epsilon_3) \\
= \frac{1}{N_F^{(3)}} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \bar{r}_{12} \int d^3 \bar{r}_{23} F(\epsilon; \bar{r}) \rho(\epsilon_1)[n(\epsilon_1)]^3 \times \\
\times \rho(\epsilon_2)[n(\epsilon_2)]^3 \rho(\epsilon_3)[n(\epsilon_3)]^3, \tag{5.18}
\]

with the normalization factor

\[
N_F^{(3)} = \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \bar{r}_{12} \int d^3 \bar{r}_{23} \rho(\epsilon_1) \sum_{k=3}^{\infty} P_k(\epsilon_1) \rho(\epsilon_2) \sum_{k=3}^{\infty} P_k(\epsilon_2) \rho(\epsilon_3) \sum_{k=3}^{\infty} P_k(\epsilon_3) \\
= \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \bar{r}_{12} \int d^3 \bar{r}_{23} \rho(\epsilon_1)[n(\epsilon_1)]^3 \rho(\epsilon_2)[n(\epsilon_2)]^3 \rho(\epsilon_3)[n(\epsilon_3)]^3, \tag{5.19}
\]

In the next section we shall see the anomalous Hall conductivity/resistivity is calculated with this formula.

5.2 Configuration averaging of the AHC

In this section we provide the rigorous derivative of the configuration averaging of the AHC. From the above discussion we know the hopping conduction is dominated by the percolation path/cluster. Accordingly, in this regime the averaging number \( \bar{n} \) of bonds connected to a site belonging to percolation path/cluster reaches the critical value \( n_c \). Numerical solutions show the critical number is \( n_c = 2.6 \sim 2.7 \) for the appearance of the percolating path/cluster in the three dimension materials [86,87].
This indicates the typical cases of the connectivity in the resister network include (Fig. 5.3): a) Isolated sites; b) Single bonds; c) For each site, there are two bonds connecting to it; d) Triads. Therefore the triads are sparsely distributed in the percolation cluster, as shown in Fig. 5.4. To derive a formula for the AHC, we can apply a total current $I_0$ in the longitudinal direction (along $x$ axis), and then examine the transverse voltage (along $y$ axis) induced by this current.

We consider the transverse voltage difference at the position $x$ (for the region from $x - \Delta x$ to $x + \Delta x$). Assume in this region there are $N(x)$ triads distributed from the side $y = 0$ to the side $y = L_y$ (Note we consider the magnetization in $z$ direction, and thus the system in this direction can be assumed to be uniform). The
Fig. 5.4. Typical resistance network in the material. The present situation indicates $V_{N-2}^H$ and $V_N^H$ in the region from $x - \Delta x$ to $x + \Delta x$ are zero, where no triads form.

The transverse voltage differential is obtained by summing over the voltage drop of each triad in this region

$$V_y(x) = V_1^H + V_2^H + ... + V_N^H.$$  \hspace{1cm} (5.20)

It is noteworthy for the general situation we allow some $V_i^H$'s to be zero. In that case it means no triad forms for the incoming current $I_i$ under the condition all direct conductances in a triad must be greater than $G_c$ (see Fig. 5.4). To calculate $V_i^H$, the voltage contributed by the $i$-th triad, we employ perturbation theory to the Eq.
First, in the zeroth order, we consider only the normal current, namely, the Hall current is zero and thus

\[ \sum_j I_{ij} = \sum_j G_{ij} V_{ij}^{(0)} = 0. \] (5.21)

Then, for the first-order perturbation, we have

\[ \sum_j I_{ij} = \sum_j G_{ij} V_{ij}^{(0)} + \sum_j J_{ij}^{(H)} = 0, \] (5.22)

which leads to \( J_{ij}^{(H)} = \sum_j J_{ij}^{(H)} = \sum_j \sum_i F_{ijk} (V_{jk}^{(0)} + V_{ik}^{(0)}) = -\sum_j G_{ij} V_{ij}^{(0)}. \) The current \( J_{ij}^{(H)} \) can also be written as

\[ J_{ij}^{(H)} = \sum_j \sum_i F_{ijk} (V_{jk}^{(0)} + V_{ik}^{(0)}) \]
\[ = \sum_{jk} F_{ikj} (V_{ij} + V_{kj}) \]
\[ = \frac{1}{2} \sum_{jk} F_{ijk} (V_{ik} + V_{jk} - V_{ij} - V_{kj}) \]
\[ = \frac{3}{2} \sum_{jk} F_{ijk} V_{jk}. \] (5.23)

Therefore, we obtain from the transformation indicated in Fig. 5.5 that

Fig. 5.5. Resistor network transformation.
\[ V_i^{(H)} = V_{ii2}^{(H)} = \frac{G_{i1i2}J_3^{(H)} - G_{1i3i2}J_2^{(H)}}{G_{i1i2}G_{i2i3} + G_{i1i3}G_{i2i3} + G_{i3i1}G_{i1i2}} \]
\[ = \frac{3I_iF_{i1i2i3}^{(i)}}{G_{i1i2}G_{i2i3} + G_{i1i3}G_{i2i3} + G_{i3i1}G_{i1i2}}. \] (5.24)

The total transverse voltage is then given by
\[ V_y^{(H)}(x) = \sum_i V_i^{(H)} \]
\[ = \sum_i \frac{3I_iF_{i1i2i3}^{(i)}}{G_{i1i2}G_{i2i3} + G_{i1i3}G_{i2i3} + G_{i3i1}G_{i1i2}}. \] (5.25)

It is easy to confirm that \( \sum_i N(x) I_i = 2I_0 \). For convenience, we denote \( I_i = 2I_0\lambda_i(x) \) with \( \sum_i \lambda_i = 1 \). Generally \( V_y^{(H)} \) is a function of position \( x \). The average value of it can be obtained by
\[ \bar{V}_y^{(H)} = 6I_0 \frac{1}{L_x} \int dx \sum_i \lambda_i(x) \frac{F_{i1i2i3}^{(i)}}{G_{i1i2}G_{i2i3} + G_{i1i3}G_{i2i3} + G_{i3i1}G_{i1i2}}, \] (5.26)
where \( L_x \) is the length of the material in \( x \) direction. For a macroscopic system, one has the number \( N(x) \to \infty \). Furthermore, we consider at the position \( x \), for each \( \lambda_i(x) \) there are \( n_i(x) \) number triads that have such same current fraction \( \lambda_i \). Thus we have
\[ \bar{V}_y^{(H)} = 6I_0 \frac{1}{L_x} \int dx \sum_{n_i} \sum_{j=1}^{\min(n_i,1)} \lambda_i(x) \frac{F_{j1j2j3}^{(j)}}{G_{j1j2}G_{j2j3} + G_{j1j3}G_{j2j3} + G_{j3j1}G_{j1j2}}. \] (5.27)
To simplify this formula we extend the current distribution \( \{\lambda_i\} \) for the region between \( x - \Delta x \) and \( x + \Delta x \) to the whole space along \( x \) direction, and then we can ex-
change the order of the integral and the first summation: \( \frac{1}{L_x} \int dx \sum_{\{n_i\}} \lambda_i \sum_{j=1}^{n_i(x) \gg 1} \to \sum_{\lambda_i} \lambda_i \frac{1}{L_x} \int dx \sum_{j=1}^{n_i(x) \gg 1} \). The above equation then yields

\[
\bar{V}_y^H = 6I_0 \sum_{\{n_i\}} \lambda_i \frac{1}{L_x} \int dx \sum_{j=1}^{n_i(x) \gg 1} \frac{F_{j1j2j3}^{(j)}}{G_{j1j2} G_{j2j3} + G_{j1j3} G_{j2j3} + G_{j3j1} G_{j1j2}}.
\] (5.28)

The calculation \( \frac{1}{L_x} \int dx \sum_{j=1}^{n_i(x) \gg 1} \) corresponds to the average of all possible configurations of the triads in the system, and it leads to

\[
\bar{V}_y^H = 6I_0 \sum_{\{n_i\}} \bar{n}_i \lambda_i \left( \frac{F_{i1i2i3}^{(i)}}{G_{i1i2} G_{i2i3} + G_{i1i3} G_{i2i3} + G_{i3i1} G_{i1i2}} \right)_c.
\] (5.29)

where \( \bar{n}_i \) is the average number of triads with input current \( I_i \). Note the identity \( \sum_i n_i \lambda_i = 1 \) is independent of position \( x \), and therefore we have also \( \sum_i \bar{n}_i \lambda_i = 1 \).

We finally get

\[
\bar{V}_y^H = 6I_0 \left( \frac{F_{i1i2i3}^{(i)}}{G_{i1i2} G_{i2i3} + G_{i1i3} G_{i2i3} + G_{i3i1} G_{i1i2}} \right)_c.
\] (5.30)

The transverse electric field is then given by

\[
\bar{E}_y^H = \frac{6I_0}{L_y} \left( \frac{F_{i1i2i3}^{(i)}}{G_{i1i2} G_{i2i3} + G_{i1i3} G_{i2i3} + G_{i3i1} G_{i1i2}} \right)_c
\]

\[
= 6J_0 L \left( \frac{F_{i1i2i3}^{(i)}}{G_{i1i2} G_{i2i3} + G_{i1i3} G_{i2i3} + G_{i3i1} G_{i1i2}} \right)_c,
\] (5.31)

where \( J_0 = I_0/(L_yL) \) is the longitudinal current density, with \( L \) the typical length of the triad. \( L_yL \) means the area of the cross section. With above formula we obtain the Hall resistivity

\[
\rho_{yx}^{AH} = 6L \left( \frac{F_{i1i2i3}^{(i)}}{G_{i1i2} G_{i2i3} + G_{i1i3} G_{i2i3} + G_{i3i1} G_{i1i2}} \right)_c.
\] (5.32)
and the Hall conductivity for the system

$$\sigma_{xy}^{AH} = 6L\sigma_{xx}^2 \frac{F_{i_1i_2i_3}}{G_{i_1i_2}G_{i_2i_3} + G_{i_1i_3}G_{i_2i_3} + G_{i_3i_1}G_{i_1i_2}}. \quad (5.33)$$

It is noteworthy that the above formula for the AHC differs from the former one derived by Burkov et al [50] in that the configuration integral in the former theory indeed applies to the whole impurity system rather than to the percolation cluster. The configuration averaging is not conducted over the whole impurity system, but over the percolation cluster which covers only portion of the impurity sites. Therefore the probability that an impurity site belonging to the percolation cluster must be taken into account for probability function, as derived in the previous subsection. The correct formula for the configuration integral, according to the Eq. (5.19), takes into account the key physics that the Hall currents are averaged over percolation cluster, and can therefore predict the correct scaling relation between the AHC and the longitudinal conductivity.

Before proceeding further we would like to present a few remarks on Eq. (5.33). First of all, this formula is generally valid for the disordered insulating regime, as long as the triads are sparsely distributed in the percolation cluster. Second, for different types of hopping regimes (Mott, E-S, and activation E3 hopping regimes), the functions of the DOS $\rho(\epsilon)$ and connectivity $n(\epsilon_i)$ in the configuration integral are different. Finally, the configuration integral is complicated, and is not easy to solve analytically.
6. SCALING RELATION BETWEEN ANOMALOUS HALL CONDUCTIVITY AND LONGITUDINAL CONDUCTIVITY

In this section we study in detail how to perform the configuration averaging derived in the previous section for the AHC, with which we shall determine the scaling relation between AHC and the longitudinal conductivity in the insulating hopping conduction regime. Configuration averaging is a highly nontrivial issue in the hopping regime. With different procedures it may result in very different outcomes. A special situation can be found in the AHE in the insulating manganites, where the anomalous Hall transport is a consequence of the scalar spin chirality composed of the manganese core spins and is dominated by the optimal triad rather than by all triads connected in the percolation cluster [48]. In that case no configuration averaging is needed and the conductivity of the single optimal triad determines the AHC of the system. Therefore the theory for the insulating manganites cannot predict any scaling relation between $\sigma_{xy}^{AH}$ and $\sigma_{xx}$ and therefore is not applicable to explain the scaling $\sigma_{xy}^{AH} \propto \sigma_{xx}^{1.4\sim1.75}$ as generically observed in many other insulating ferromagnetic materials, while it successfully explains the AHE in manganites. On the other hand, in another former theory of the AHE in the insulating regime Burkov et al obtain the AHC by replacing the configuration integral with the maximum value of the integrand [50]. This procedure did not predict the correct scaling relation between AHC and the longitudinal conductivity, either.
6.1 Formulas

The AHC needs to be obtained by averaging over all triads connected in the 2D percolation cluster. From the Eqs. (5.19) and (5.33) obtained in the previous section we get

\[
\sigma_{xy}^{AH} = \frac{6L\sigma_{xx}^2}{N_F} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3\vec{r}_{12} \int d^3\vec{r}_{23} \rho(\epsilon_1)[n(\epsilon_1)]^3 \rho(\epsilon_2)[n(\epsilon_2)]^3 \rho(\epsilon_3)[n(\epsilon_3)]^3 \\
\times \frac{F_{123}}{G_{12}G_{23} + G_{13}G_{23} + G_{31}G_{12}} \\
= 3L\sigma_{xx}^2 k_B T e^2 \frac{\sum_{\alpha\beta\gamma} \Im(t_{i\alpha,j\beta} t_{j\beta,k\gamma} t_{k\gamma,i\alpha} T_{ijk}^{(3)})}{|t_{ij} t_{jk}|^2 T_{ij}^{(2)} T_{jk}^{(2)} + |t_{ik} t_{jk}|^2 T_{ik}^{(2)} T_{jk}^{(2)} + |t_{ij} t_{ik}|^2 T_{ij}^{(2)} T_{ik}^{(2)}} \tag{6.1}
\]

where \(T_{jk}^{(2)}\) and \(T_{ijk}^{(3)}\) are defined by

\[
T_{ij}^{(2)} = |\Delta_{ij}| e^{-\frac{1}{2k_B T}(|\epsilon_{i\alpha}|+|\epsilon_{j\beta}|+|\epsilon_{i\alpha}-\epsilon_{j\beta}|)}, \tag{6.2}
\]

and

\[
T_{ijk}^{(3)} = |\Delta_{ij} \Delta_{ik}| e^{-\frac{1}{2k_B T}(|\epsilon_{j\beta}|+|\epsilon_{k\gamma}|+|\epsilon_{i\alpha}-\epsilon_{k\gamma}|+|\epsilon_{i\alpha}-\epsilon_{j\beta}|)} + \\
+ |\Delta_{ij} \Delta_{jk}| e^{-\frac{1}{2k_B T}(|\epsilon_{i\alpha}|+|\epsilon_{k\gamma}|+|\epsilon_{j\beta}-\epsilon_{k\gamma}|+|\epsilon_{i\alpha}-\epsilon_{j\beta}|)} + \\
+ |\Delta_{ik} \Delta_{kj}| e^{-\frac{1}{2k_B T}(|\epsilon_{i\alpha}|+|\epsilon_{j\beta}|+|\epsilon_{i\alpha}-\epsilon_{k\gamma}|+|\epsilon_{k\gamma}-\epsilon_{j\beta}|)}. \tag{6.3}
\]

Note the hopping coefficient has the exponential decaying form \(t_{i\alpha,j\beta} = t_{i\alpha,j\beta}^{(0)} e^{-aR_{ij}}\).

Unfortunately, the configuration integral in the formula (6.1) is extremely complicated and the exact calculation of \(\sigma_{xy}^{AH}\) is impossible. However, instead of an exact calculation, it is possible to find the upper and lower limits of the AHC by imposing further restrictions in Eq. (6.1), with which the range of the scaling relation between \(\sigma_{xy}^{AH}\) and \(\sigma_{xx}\) can be determined.

By examining the formula of \(\sigma_{xy}^{AH}\) we see the denominator in the right hand side includes three terms in the summation, and in the numerator the function \(T_{ijk}^{(3)}\)
contains also three terms. We denote \( \{|t_{ij}t_{jk}|^2T_{ij}^{(2)}T_{jk}^{(2)}\}_{\text{min,max}} \) and \( \{T_{ijk}^{(3)}\}_{\text{min,max}} \) as the minimum/maximum term out of the three ones in denominator and numerator, respectively. Then we have

\[
\{\sigma_{xy}^{AH}\}_{\text{min}} \leq \sigma_{xy}^{AH} \leq \{\sigma_{xy}^{AH}\}_{\text{max}},
\]

with the lower and upper limits given by

\[
\{\sigma_{xy}^{AH}\}_{\text{min}} = 3L\sigma_{xx}^2 \frac{k_BT}{e^2} \left\{ \sum_{\alpha\beta\gamma} \text{Im}(t_{i\alpha,j\beta}t_{j\beta,k\gamma}t_{k\gamma,i\alpha})T_{ijk}^{(3)} \right\}_{\text{min}},
\]

\[
\{\sigma_{xy}^{AH}\}_{\text{max}} = 3L\sigma_{xx}^2 \frac{k_BT}{e^2} \left\{ \sum_{\alpha\beta\gamma} \text{Im}(t_{i\alpha,j\beta}t_{j\beta,k\gamma}t_{k\gamma,i\alpha})T_{ijk}^{(3)} \right\}_{\text{max}},
\]

The lower and upper limits correspond to different underlying physics. For the most general situation of charge transport through the resistor network, the choice of preferred paths for the current depends not only on the resistance magnitudes but also on the directional distribution of paths. The charge transport may prefer a short and straight path in the forward direction with larger resistance than a long and meandrous path with somewhat smaller resistance. Note this is an additional restriction complementary to the percolation theory for the charge transport [84], and it can quantitatively modify the averaging of the AHC. What bonds in a triad play the major role for the microscopic current flowing through it is determined by the optimization on the resistance magnitudes and spatial configuration of the three bonds. A quantitative description can be obtained by phenomenologically introducing an additional probability factor to restrict the charge transport, as initially done by Miller and Abraham [71], and later also by Pollak [84]. Here we only need to adopt this picture to present the two extreme situations corresponding to \( \{\sigma_{xy}^{AH}\}_{\text{min/max}} \). The first one is that if we assume in each triad of the percolation cluster, it is the two
bonds with smaller direct conductances due to the spatial distribution that dominate
the charge transport, we may keep the minimum term in the denominator (product
of two smaller conductances) and maximum term in the numerator of Eq. (6.1) to get
the upper limit of the AHC. For the opposite limit, the situation that the two bonds
with larger conductances in each triad dominate the charge transport corresponds
to the lower limit of the AHC. Conceivably, due to the complexity of real materials
in the insulating regime, it is not surprising that the relation between \( \sigma_{xy}^{AH} \) and \( \sigma_{xx} \)
may be quantitatively, though not qualitatively, affected by e.g. the distribution of
impurity states, but should be within the range determined by the two limits. As a
result, in the following we shall study \( \{ \sigma_{xy}^{AH} \}_{\text{min}} \) and \( \{ \sigma_{xy}^{AH} \}_{\text{max}} \) respectively, whose
calculation can be simplified relative to the original integral.

6.2 The lower limit

We first consider the lower limit \( \{ \sigma_{xy}^{AH} \}_{\text{min}} \). The hopping conduction mechanism
deals with the strong localization regime, in which case temperature dependence of
the conductivities are dominated by exponential functions. It can then be expected
the scaling relation between \( \sigma_{xy}^{AH} \) and \( \sigma_{xx} \) will be governed by the exponential func-
tions in \( G_{ijk} \) and \( G_{ij} \). To focus on the scaling relation, we first drop off the summation
of the spin states. This procedure ignores an important physical consequence that
the summation over spin-up and spin-down states contribute oppositely to the AHE
(we shall return to this discussion later), but keeps the central result of the scaling
relation unchanged between \( \sigma_{xy}^{AH} \) and \( \sigma_{xx} \). Furthermore, in this calculation we first
consider the approximation that the DOS is a constant around Fermi energy (it will
be shown later the scaling relation is insensitive to the specific form of the DOS). By
substituting $T_{ij}^{(2)}$, $T_{ijk}^{(3)}$ and $t_{ij}$ and examining the properties of these terms we can obtain

$$\{\sigma_{xy}^{AH}\}_{\text{min}} = \frac{3L_0^2}{2} \frac{k_BT}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \langle e^{a(r_{ij}+r_{jk}-r_{ik})} e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ia}-\epsilon_{ja}|)} \rangle_c \left( e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ia}-\epsilon_{ja}|)} \right)_{c},$$

$$\simeq 3L_0^2 \frac{k_BT}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \langle e^{a(r_{ij}+r_{jk}-r_{ik})} \rangle_c \langle e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ia}-\epsilon_{ja}|)} \rangle_c,$$

(6.7)

where the coefficient $t_{\text{max}}^{(0)}$ represents the maximum element in the matrix $t_{ij}^{(0)}$. In obtaining above equation we have considered the following restrictions

$$r_{ij}, r_{jk} < r_{ik},$$

(6.8)

$$|\epsilon_{ia}| < |\epsilon_{ja}| < |\epsilon_{ka}|.$$  

(6.9)

The percolation theory also gives another restriction in the formula (6.7) that $2a_{ij} + \frac{1}{2k_BT}(|\epsilon_{ia}| + |\epsilon_{ja}| + |\epsilon_{ia}-\epsilon_{ja}|) \leq \xi/k_BT$. These restrictions will be fully considered in the next calculation. For convenience we simplify the notation $\epsilon_{ia} \rightarrow \epsilon_i$ in following discussion. Using the inequalities

$$\langle e^{a(r_{ij}+r_{jk}-r_{ik})} \rangle_c > e^{a(r_{ij}+r_{jk}-r_{ik})} \langle e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ia}-\epsilon_{ja}|)} \rangle_c$$

$$\langle e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ia}-\epsilon_{ja}|)} \rangle_c > e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ja}-\epsilon_{ia}|+|\epsilon_{ja}-\epsilon_{ia}|)} \langle e^{\frac{1}{2k_BT}(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ia}-\epsilon_{ja}|)} \rangle_c,$$

(6.10)

we further get the formula for the lower limit by

$$\{\sigma_{xy}^{AH}\}_{\text{min}} = 3L_0^2 \frac{k_BT}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \langle R_{ij}^{\text{min}} \rangle_c \langle \epsilon_{ijk}^{\text{min}} \rangle_c,$$

(6.11)

where $\langle R_{ij}^{\text{min}} \rangle_c = e^{a(r_{ij}+r_{jk}-r_{ik})} |r_{ij}, r_{jk} < r_{ik}|$, $\langle \epsilon_{ijk}^{\text{min}} \rangle_c = e^{0.5a(|\epsilon_{ia}|+|\epsilon_{ja}|+|\epsilon_{ja}-\epsilon_{ia}|+|\epsilon_{ja}-\epsilon_{ia}|)|\epsilon_{ia}|<|\epsilon_{ja}|<|\epsilon_{ia}| \epsilon_{ia}-\epsilon_{ja}|}$.

We have neglected the spin indices for simplicity.
It is noteworthy in obtaining Eq. (6.11) we approximated the configuration averaging of the exponential functions to be the configuration averaging of the exponents. This approximation loses the information of the power-law dependence of the AHC on the temperature, and it requires the dominant temperature dependence of the AHC should be in the exponential form. In the hopping conduction regime this condition is generally satisfied according to the analysis in the beginning of this section.

The configuration integral \( \langle r_{ij} + r_{jk} - r_{ik} \rangle_c \) is given by

\[
\langle r_{ij} + r_{jk} - r_{ik} \rangle_c = \frac{1}{N^F_3} \int d\epsilon_i d\epsilon_j d\epsilon_k \int d^3 \vec{r}_{ij} \int d^3 \vec{r}_{jk} \rho(\epsilon_i)[n(\epsilon_i)]^3 \times \\
\times \rho(\epsilon_j)[n(\epsilon_j)]^3 \rho(\epsilon_k)[n(\epsilon_k)]^3 (r_{ij} + r_{jk} - r_{ik}),
\]

(6.12)

with \( r_{ij}, r_{jk} < r_{ik} \). We shall first perform this integral over position \( \int d^3 \vec{r}_{ij} \int d^3 \vec{r}_{jk} \).

We denote by \( \vec{r}_{ij} = \vec{R}_1, \vec{r}_{jk} = \vec{R}_2 \), and then \( R_3 = r_{ik} = \sqrt{R_1^2 + R_2^2 - 2R_1R_2 \cos \theta} \) for convenience. The integral over position can be written as

\[
I = \frac{1}{N_r} \int d^3 \vec{R}_1 \int d^3 \vec{R}_2 (R_1 + R_2 - R_3),
\]

(6.13)

where \( N_r = \int d^3 \vec{R}_1 \int d^3 \vec{R}_2 \). To write down the explicit formula of this integral, we apply the restrictions: \( R_1, R_2 \leq R_3 \) and \( R_i \leq R_{i,max} \), with \( R_{i,max} \) defined through the condition of connectivity in percolation theory

\[
2ar_{ij}^{max} + \frac{1}{2k_B T}(|\epsilon_{i\alpha}| + |\epsilon_{j\beta}| + |\epsilon_{i\alpha} - \epsilon_{j\beta}|) = \xi/k_B T.
\]

(6.14)

With the basic triangle geometry (Fig. 6.1) we can decompose the integral \( I \) into two terms given below
Fig. 6.1. Triangle geometry with $R_3 \geq R_1, R_2$ for the configuration integral over the position space.

$$I = \frac{1}{N_r}8\pi^2 \int_0^{R_{2\text{max}}} dR_2 R_2^2 \left[ \int_0^{\pi} d\theta \int_0^{R_a} dR_1 R_1^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta}) + \int_{\pi/2}^{\pi/3} d\theta \int_{2R_2 \cos \theta}^{R_b} dR_1 R_1^2 \times \sin \theta(R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta}) \right], \quad (6.15)$$

where in upper integral limit is given by

$$R_a = \min\{R_{1\text{max}}, R_2 + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}\},$$

$$R_b = \min\{R_{1\text{max}}, \frac{R_2}{2 \cos \theta}, R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}\}, \quad (6.16)$$

with

$$\Lambda^2 = \frac{1}{4a^2} \left[ \frac{\xi}{k_B T} - \frac{1}{2k_B T} (|\epsilon_i| + |\epsilon_\mu| + |\epsilon_i - \epsilon_\mu|) \right]^2. \quad (6.17)$$

From above formulas we can see the integral domain is not uniquely specified but has a complicated dependence on the the integral variables, which makes the Eq. (6.15) be still not analytically solvable. We can simplify this equation by amplifying
the integral domain. From the geometry of the triangle composed of \((R_1, R_2, R_3)\), we can show the following two inequalities:

\[
\frac{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta})}{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta} \geq \frac{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta}{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta},
\]

which is needed in the case \(R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta} < R_1 \max\), and

\[
\frac{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta})}{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta} \geq \frac{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta}{\int_{R_2 \cos \theta + \sqrt{R_1^2 - R_2^2 \sin^2 \theta}}^{R_1 \max} dR_1 R_1^2 \sin \theta},
\]

when \(R_b < R_1 \max\). The first inequality actually tells that when \(\pi/2 < \theta < \pi\), the value of \(R_1 + R_2 - R_3\) averaged in the range \(R_a \leq R_1 \leq R_1 \max\) is no less than its value averaged in the range \(0 \leq R_1 \leq R_a\). The second inequality indicates that for \(\pi/3 < \theta < \pi/2\), the value of \(R_1 + R_2 - R_3\) averaged in the range \(R_b \leq R_1 \leq R_1 \max\) is no less than its value averaged in the range \(2R_2 \cos \theta \leq R_1 \leq R_a\). Based on these results, we find that

\[
I \leq \frac{1}{N_r} 8\pi^2 \int_0^{R_2 \max} dR_2 R_2^2 \left[ \int_{\pi/2}^{\pi} d\theta \int_0^{R_1 \max} dR_1 R_1^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta}) + \int_{\pi/3}^{\pi/2} d\theta \int_{2R_2 \cos \theta}^{R_1 \max} dR_1 R_1^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta}) \right],
\]

This formula can be rewritten as \(I \simeq I_1 - I_2\), with

\[
I_1 = \frac{1}{3N_r} 8\pi^2 \int_0^{R_2 \max} dR_2 R_2^2 \left[ \int_{\pi/3}^{\pi} d\theta \sin \theta \int_0^{R_1 \max} dR_1 R_1^2 (R_1 + R_2) \right].
\]
and

\[ I_2 = \frac{1}{3N_r} 8\pi^2 \int_0^{R_{2\text{max}}} dR_2 R_2 \int_0^{R_{1\text{max}}} dR_1 R_1 [(R_1 + R_2)^2 - (R_1^2 + R_2^2 - R_1 R_2)^{3/2}] . \]  

(6.22)

By a straightforward calculation we obtain

\[ I_1 \approx \frac{2\pi^2}{N_r} R_{\text{max}}^7 , \]  

(6.23)

and

\[ I_1 \approx \frac{2\pi^2}{N_r} R_{\text{max}}^7 , \]  

(6.24)

where \( R_{\text{max}} = \max\{R_{1\text{max}}, R_{2\text{max}}\} \). With above results we obtain now the integral over position by

\[ I = I_1 - I_2 \approx 0.424\pi^2 R_{\text{max}}^7 / N_r . \]  

(6.25)

It is noteworthy in above calculation we amplified the integral domain, which may increase the value of the lower limit of the AHC. However, comparing with the original formula (6.87) for the lower limit, this is only a small amplification. A numerical study will be performed later to confirm this result. It is straightforward to find the normalization factor by

\[ N_r = 8\pi^2 \left[ \int_0^{R_{2\text{max}}} dR_2 R_2 \int_{\pi/2}^{\pi} d\theta \int_0^{R_{1\text{max}}} dR_1 R_1^2 \sin \theta + \int_0^{R_{2\text{max}}} dR_2 R_2 \int_{\pi/3}^{\pi/2} d\theta \int_{2R_2 \cos \theta}^{R_{1\text{max}}} dR_1 R_1^2 \sin \theta \right] \]

\[ + \int_0^{R_{2\text{max}}} dR_2 R_2 \int_{\pi/3}^{\pi/2} d\theta \int_{2R_2 \cos \theta}^{R_{1\text{max}}} dR_1 R_1^2 \sin \theta \]  

\[ = \frac{23}{18} \pi^2 R_{\text{max}}^6 . \]  

(6.26)
We should emphasize that to this step we cannot cancel the function $R_{r_{\text{max}}}^7$ in the numerator of the Eq. (6.25) by the normalization factor $N_r$. This is because both of them are only part of the original integral (6.12). To obtain the final result of the configuration averaging $\langle r_{ij} + r_{jk} - r_{ik} \rangle_c$ we need to further integrate over onsite energies. This gives

$$\langle r_{ij} + r_{jk} - r_{ik} \rangle_c = 0.424 \frac{\int d\epsilon_i d\epsilon_j d\epsilon_k \rho(\epsilon_i)[n(\epsilon_i)]^3 \rho(\epsilon_j)[n(\epsilon_j)]^3 \rho(\epsilon_k)[n(\epsilon_k)]^3 R_{r_{\text{max}}}^7}{23/18 \int d\epsilon_i d\epsilon_j d\epsilon_k \int \rho(\epsilon_i)[n(\epsilon_i)]^3 \rho(\epsilon_j)[n(\epsilon_j)]^3 \rho(\epsilon_k)[n(\epsilon_k)]^3 R_{r_{\text{max}}}^6}. \quad (6.27)$$

Substituting the formula of $R_{r_{\text{max}}}$ (see the former definition) we obtain

$$\langle r_{ij} + r_{jk} - r_{ik} \rangle_c \bigg|_{r_{ij},r_{jk}<r_{ik}} \simeq 0.332 \frac{\beta}{2a} \frac{\int_{-\xi}^{\epsilon_i} d\xi d[n(\epsilon_i)]^3 \rho(\xi)(\xi - |\epsilon_i|)^7}{\int_{-\xi}^{\epsilon_i} d\xi d[n(\epsilon_i)]^3 \rho(\epsilon_i)(\xi - |\epsilon_i|)^6} = 0.156\beta/\xi a. \quad (6.28)$$

With this we reach then $\langle R_{r_{\text{min}}}^{\text{min}} \rangle_c \simeq e^{0.156\beta/\xi}$. So far in the calculation we have considered the approximation that the DOS $\rho(\epsilon)$ is a constant around Fermi energy. This approximation will be relaxed later.

Now we evaluate the configuration averaging of the energy function $\langle \epsilon_{ijk}^{\text{min}} \rangle_c$ under the condition $|\epsilon_i| < |\epsilon_j| < |\epsilon_k|$. For this we study $\langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \rangle_c$, which is given by

$$\langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \rangle_c = \frac{1}{N_\epsilon} \int d\epsilon_i d\epsilon_j d\epsilon_k \rho(\epsilon_i)[n(\epsilon_i)]^3 \rho(\epsilon_j)[n(\epsilon_j)]^3 \rho(\epsilon_k)[n(\epsilon_k)]^3 \times [n(\epsilon_k)]^3 (|\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k|), \quad (6.29)$$

where the normalization factor is calculated according to

$$N_\epsilon = \int d\epsilon_i d\epsilon_j d\epsilon_k \rho(\epsilon_i)[n(\epsilon_i)]^3 \rho(\epsilon_j)[n(\epsilon_j)]^3 \rho(\epsilon_k)[n(\epsilon_k)]^3. \quad (6.30)$$
To simplify the above integral, we check $|\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k|$ with the restriction: $|\epsilon_i| < |\epsilon_j| < |\epsilon_k|$. For the case (i) $\text{sgn}(\epsilon_i) = \text{sgn}(\epsilon_j) = \text{sgn}(\epsilon_k) = \pm 1$, we have

$$|\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| = -|\epsilon_i - \epsilon_j|. \quad (6.31)$$

For (ii) $\text{sgn}(\epsilon_i) = \text{sgn}(\epsilon_j) = -\text{sgn}(\epsilon_k) = \pm 1$, we have

$$|\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| = -|\epsilon_i - \epsilon_j|. \quad (6.32)$$

For (iii) $\text{sgn}(\epsilon_i) = \text{sgn}(\epsilon_k) = -\text{sgn}(\epsilon_j) = \pm 1$, we have

$$|\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| = -|\epsilon_i - \epsilon_j|. \quad (6.33)$$

For (iv) $\text{sgn}(\epsilon_j) = \text{sgn}(\epsilon_k) = -\text{sgn}(\epsilon_i) = \pm 1$, we have

$$|\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| = |\epsilon_i - \epsilon_j|. \quad (6.34)$$

For this we have that

$$\langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \rangle_c \simeq \langle |\epsilon_i| + |\epsilon_j| - \frac{1}{2}|\epsilon_i - \epsilon_j| \rangle_c. \quad (6.35)$$
This result is a consequence of the equal probabilities of the four situations (i-iv), and symmetric integral domain with respect to onsite energies below and above the Fermi energy. Furthermore we obtain

\[
\frac{1}{2k_BT} \langle |\epsilon_i| + |\epsilon_j| - \frac{1}{2}|\epsilon_i - \epsilon_j| \rangle_c = \frac{1}{2k_BT} \int \frac{d\epsilon_i \rho(\epsilon_i) [n(\epsilon_i)]^3 |\epsilon_i|}{\int d\epsilon_i \rho(\epsilon_i) [n(\epsilon_i)]^3} + \\
+ \frac{1}{2k_BT} \int \frac{d\epsilon_j \rho(\epsilon_j) [n(\epsilon_j)]^3 |\epsilon_j|}{\int d\epsilon_j \rho(\epsilon_j) [n(\epsilon_j)]^3} - \\
- \frac{1}{4k_BT} \int de_i \int de_j \rho(\epsilon_i) [n(\epsilon_i)]^3 \rho(\epsilon_j) [n(\epsilon_j)]^3 |\epsilon_i - \epsilon_j| \\
= \frac{1}{2k_BT} (I_1 + I_2 - I_3), \quad (6.36)
\]

where \( I_1 = I_2 \) with

\[
I_1 = \frac{\int d\epsilon_i \rho(\epsilon_i) [n(\epsilon_i)]^3 |\epsilon_i|}{\int d\epsilon_i \rho(\epsilon_i) [n(\epsilon_i)]^3} = \frac{\int_0^\xi d\epsilon_i (\xi - \epsilon_i)^9 (\xi + \epsilon_i)^3 \epsilon_i}{\int_0^\xi d\epsilon_i (\xi - \epsilon_i)^9 (\xi + \epsilon_i)^3} = 0.112\xi, \quad (6.37)
\]

and

\[
I_3 = \frac{1}{2} \int \frac{de_i \int de_j \rho(\epsilon_i) [n(\epsilon_i)]^3 \rho(\epsilon_j) [n(\epsilon_j)]^3 |\epsilon_i - \epsilon_j|}{\int de_i \int de_j \rho(\epsilon_i) [n(\epsilon_i)]^3 \rho(\epsilon_j) [n(\epsilon_j)]^3} \\
= \frac{1}{2} \int_0^\xi d\epsilon_i \int_0^\xi d\epsilon_j (\xi - \epsilon_i)^9 (\xi - \epsilon_j)^9 (\xi + \epsilon_i)^3 (\xi + \epsilon_j)^3 |\epsilon_i - \epsilon_j| \\
= 0.0515\xi. \quad (6.38)
\]

Then from Eq. (6.36) we obtain

\[
\frac{1}{2k_BT} \langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \rangle_c \big|_{\epsilon_i < \epsilon_j < \epsilon_k} = 0.086\beta\xi, \quad (6.39)
\]
which gives that $\langle \epsilon_{ijk}^{\min} \rangle_c \simeq e^{0.086\beta\xi}$. Together with the results in Eq. (6.28) and Eq. (6.39) we get

$$\langle R_{ijk}^{\min} \rangle_c \langle \epsilon_{ijk}^{\min} \rangle_c \simeq e^{0.242\beta\xi},$$

(6.40)

The lower limit of the AHC is then obtained by

$$\{\sigma_{xy}^{AH}\}_{\min} = 3L\sigma_0^2 k_B T \frac{1}{e^2 t_{\max}^{(0)}} e^{0.242\beta\xi}.$$  

(6.41)

Note the longitudinal conductivity $\sigma_{xx}$ is calculated based on the 2-site function of $G_{ij}$ which should be no less than $G_c$ in a percolation path. The evaluation of $\sigma_{xx}$ with percolation theory has been well studied in the published literatures [71, 84, 85]. It can be shown that the result of $\sigma_{xx}$ equals $G_c$ divided by the correlation length of the network and takes the form $\sigma_{xx} = \sigma_0(T)e^{-\beta\xi}$, where $\sigma_0(T)$ gives at most a power-law on $T$ [84, 85]. Comparing this form with the lower limit of the AHC obtained above, we reach that

$$\{\sigma_{xy}^{AH}\}_{\min} = 3L\sigma_0^{0.242} k_B T \frac{1}{e^2 t_{\max}^{(0)}} \sigma_{xx}^{1.758} \propto \sigma_{xx}^\gamma,$$

(6.42)

with $\gamma \simeq 1.76$.

6.3 The upper limit

Now we calculate the upper limit of the AHC, which can be done in a fully similar procedure. From the Eq. (6.6) and by approximating the configuration averaging
of the exponential functions to be the configuration averaging of the exponents, we obtain

$$\{\sigma_{xy}^{AH}\}_{max} \approx 3L\sigma_{xx}^2 \frac{k_B T}{c^2 t_{min}^{(0)}} \langle R_{ijk}^{max} \rangle_c \langle \epsilon_{ijk}^{max} \rangle_c,$$

(6.43)

where $t_{min}^{(0)}$ represents the minimum element in the matrix $t_{ij}^{(0)}$, the function $\langle R_{ijk}^{max} \rangle_c$ holds the same form as $\langle R_{ijk}^{min} \rangle_c$ but the restriction changes to be $R_1, R_2 > R_3$, and $\langle \epsilon_{ijk}^{max} \rangle_c = e^{0.5\beta(|\epsilon_i|+|\epsilon_j|+|\epsilon_j-\epsilon_k|-|\epsilon_i-\epsilon_k|)}\epsilon_{i|>|j|>|k|}$. Also, one should keep in mind the condition $R_i \leq R_{i,max}$ with $R_{i,max}$ is always satisfied. The configuration integral $\langle R_1 + R_2 - R_3 \rangle_{c|R_1,R_2>R_3}$ is given by

$$\langle R_1 + R_2 - R_3 \rangle_c = \frac{1}{N_F^{(3)}} \int d\epsilon_i d\epsilon_j d\epsilon_k \int d^3 \vec{R}_1 \int d^3 \vec{R}_2 \rho(\epsilon_i)[n(\epsilon_i)]^3 \times \rho(\epsilon_j)[n(\epsilon_j)]^3 \rho(\epsilon_k)[n(\epsilon_k)]^3 (R_1 + R_2 - R_3),$$

(6.44)

which is the same as Eq. (6.12), but the restriction changes to be $R_1, R_2 > R_3$. To calculate the above configuration averaging we again consider first the integral under the new restriction

$$I = \frac{1}{N_r} \int d^3 \vec{R}_1 \int d^3 \vec{R}_2 (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta}),$$

(6.45)

with $N_r = \int d^3 \vec{R}_1 \int d^3 \vec{R}_2$. By applying the restrictions: $R_i \leq R_{i,max}$ and $R_1, R_2 \geq R_3$, and with the basic triangle geometry (Fig. 6.1) we obtain the above integral in the explicit form

$$I = \frac{1}{N_r} 8\pi^2 \int_0^{R_{2,max}} dR_2 \int_0^{\pi/3} d\theta \int_{R_3}^{R_2} dR_1 R_2^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1 R_2 \cos \theta}),$$

(6.46)
where the upper limit for the integral reads

\[
\begin{align*}
R_a &= \min \{ R_{\text{max}}, 2R_2 \cos \theta, R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta} \}. 
\end{align*}
\] (6.47)

Since the integral domain determined by \( R_a \) is again not uniquely specified, to calculate the above integral we still need to simplify it by amplifying the integral domain. For this we consider the following inequality:

\[
\begin{align*}
\int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}} R_1^2 \sin \theta & (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1R_2 \cos \theta}) \\
\int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}} R_1^2 \sin \theta & \geq \\
\int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}} R_1^2 \sin \theta & (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1R_2 \cos \theta}) \\
\int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}} R_1^2 \sin \theta
\end{align*}
\] (6.48)

which is needed in the case \( R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta} < R_{\text{max}} \). This inequality indicates that for \( 0 < \theta < \pi/3 \), the value of \( R_1 + R_2 - R_3 \) averaged in the range \( R_a \leq R_1 \leq R_{\text{max}} \) is no less than its value averaged in the range \( R_2/(2 \cos \theta) \leq R_1 \leq R_a \).

Based on this result, we find that

\[
I \leq \frac{1}{N_r} 8\pi^2 \frac{\int_{0}^{R_{\text{max}}} dR_2 R_2^2 \int_{0}^{\pi/3} d\theta \int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta} R_1^2 \sin \theta (R_1 + R_2 - \sqrt{R_1^2 + R_2^2 - 2R_1R_2 \cos \theta})}{\int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta + \sqrt{\Lambda^2 - R_2^2 \sin^2 \theta}} R_1^2 \sin \theta},
\] (6.49)

where the normalization factor reads \( N_r = 8\pi^2 \int_{0}^{R_{\text{max}}} dR_2 R_2^2 \int_{0}^{\pi/3} d\theta \int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta} R_1^2 \sin \theta \).

The integral can be separated into two parts \( I = I_1 - I_2 \), where

\[
\begin{align*}
I_1 &= \frac{1}{N_r} 8\pi^2 \frac{\int_{0}^{R_{\text{max}}} dR_2 R_2^2 \int_{0}^{\pi/3} d\theta \sin \theta \int_{R_a}^{R_{\text{max}}} \frac{dR_1}{R_2 \cos \theta} R_1^2 (R_1 + R_2)},
\end{align*}
\] (6.50)
\[ I_2 = \frac{1}{N_r} 8\pi^2 \int_{R_2}^{R_{2\text{max}}} dR_2 R_2^2 \int_0^{\pi/3} d\theta \int_{R_2}^{R_1} dR_1 R_1^2 \sin \theta \sqrt{R_1^2 + R_2^2 - 2 R_1 R_2 \cos \theta}. \]

(6.51)

A straightforward calculation gives \( I_1 \simeq 0.5694\pi^2 R_{\text{max}}^7 / N_r, \) \( I_2 \simeq 0.1965\pi^2 R_{\text{max}}^7 / N_r, \) and therefore we have

\[ I = I_1 - I_2 \simeq 0.3729\pi^2 R_{\text{max}}^7 / N_r. \]

(6.52)

The normalization factor yields \( N_r = 0.361\pi^2 R_{\text{max}}^6. \) Similar as the procedure in lower limit we do now the configuration integral with respect to the on-site energies, which is derived by

\[ \langle R_1 + R_2 - R_3 \rangle_{c|R_1,R_2>R_3} \simeq 1.03 \frac{\beta}{2a} \frac{\int_{-\infty}^{\xi} d\eta_i d[\eta(n(\eta))]^3 \rho(\eta)(\xi - |\eta|)^7}{\int_{-\infty}^{\xi} d\eta_i d[\eta(n(\eta))]^3 \rho(\eta)(\xi - |\eta|)^6} = 0.483\beta\xi/a. \]

(6.53)

With this result we have \( \langle \epsilon_{\text{max}} \rangle_{c} \simeq e^{0.483\beta\xi}, \) which increases quite a bit in magnitude relative to the result in the lower limit. The physical understanding of this effect will be presented later.

Now we evaluate the configuration average \( \langle \epsilon_{\text{max}}^{\text{ijk}} \rangle_{c} \) of the onsite energies. For this we calculate \( \langle |\epsilon_i| + |\epsilon_j| + |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| \rangle_{c}, \) with the restriction \( |\epsilon_i| > |\epsilon_j| > |\epsilon_k|. \)

Similar to the procedure used in calculating the lower limit, the above integral can be simplified by examining \( |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| \) with the present restriction. For the case i) \( \text{sgn}(\epsilon_i) = \text{sgn}(\epsilon_j) = \text{sgn}(\epsilon_k) = \pm 1, \) we have \( |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| = |\epsilon_i - \epsilon_j|; \) for ii) \( \text{sgn}(\epsilon_i) = \text{sgn}(\epsilon_j) = -\text{sgn}(\epsilon_k) = \pm 1, \) we have \( |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| = |\epsilon_i - \epsilon_j|; \) for iii) \( \text{sgn}(\epsilon_i) = \text{sgn}(\epsilon_k) = -\text{sgn}(\epsilon_j) = \pm 1, \) we have \( |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| = |\epsilon_i - \epsilon_j|; \) and
for iv) \(\text{sgn}(\epsilon_j) = \text{sgn}(\epsilon_k) = -\text{sgn}(\epsilon_i) = \pm 1\), we have \(|\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| = -|\epsilon_i - \epsilon_j|\).

Bearing these results in mind we obtain that
\[
|\epsilon_i| + |\epsilon_j| + |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| \rangle_c |_{|\epsilon_i|>\epsilon_j>|\epsilon_k|} \approx |\epsilon_i| + |\epsilon_j| + \frac{1}{2}|\epsilon_i - \epsilon_j| \rangle_c. 
\] (6.54)

This formula is similar as the one for the upper limit, with the only difference being the last term with positive sign. The result is then simply given by
\[
\frac{1}{2k_BT} \langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \rangle_c |_{|\epsilon_i|>\epsilon_j>|\epsilon_k|} = \frac{1}{2k_BT}(I_1 + I_2 + I_3), 
\] (6.55)

where \(I_1 = I_2 = 0.112\xi\) and \(I_3 = 0.0515\xi\). For this we get
\[
\frac{1}{2k_BT} \langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \rangle_c |_{|\epsilon_i|>\epsilon_j>|\epsilon_k|} = 0.1375\beta\xi. 
\] (6.56)

Comparing the results (Eqs. (6.53) and (6.56)) obtained in the upper limit and those in the lower limit (Eqs. (6.28) and (6.39)), we can see configuration averaging over the position \(\langle R_{i,j,k} \rangle_c\) undergoes a relatively large change in magnitude for the two limits. This result reflects an important property of the (variable range) hopping conduction regime presented below. In the VRH, the hopping process allows to go beyond between nearest neighbor impurity sites to minimize the resistivity. The optimization of the typical hopping length plays a major role in determining the scaling of the conductivities with respect to temperature [66]. The lower and upper limits correspond to the opposite extreme situations of the triad distribution which have distinct influences on the optimization of the hopping distances for the Hall transport and thus lead to very different results for the AHC after spatial averaging. We should emphasize that this remarkable difference between \(\langle R_{i,j,k}^{\text{max}} \rangle_c\) and \(\langle R_{i,j,k}^{\text{min}} \rangle_c\) is obtained under the approximation of a constant DOS around Fermi energy. One can expect this effect will be suppressed in the E-S hopping regime where the DOS is a parabolic function of the onsite energy and the difference between configuration
integrals with respect to energies become more important (refer to the discussion in section 6.5).

Together with the results in Eq. (6.53) and Eq. (6.56) we get

\[ \langle R_{ijk}^{max} \rangle_c \langle \epsilon_{ijk}^{max} \rangle_c \simeq e^{0.6205 \beta \xi}, \]  

(6.57)

which gives rise to the upper limit of the AHC in the form

\[ \{\sigma_{xy}^{AH}\}_{max} = 3L\sigma_{xx}^2 \frac{k_BT}{e^2} \frac{1}{t_{min}^{(0)}} e^{0.621 \beta \xi}. \]  

(6.58)

This result determines the upper limit of the AHC. Comparing this formula with the result of the longitudinal conductivity which takes the form \( \sigma_{xx} = \sigma_0(T)e^{-\xi/k_BT} \), we reach finally

\[ \{\sigma_{xy}^{AH}\}_{max} = 3L\sigma_0^{0.621} \frac{k_BT}{e^2} \frac{1}{t_{min}^{(0)}} \sigma_{xx}^{1.379} \]  

\[ \propto \sigma_{xx}^\gamma, \]  

(6.59)

with \( \gamma \simeq 1.38 \).

Based on the results obtained above we thus conclude

\[ \{\sigma_{xy}^{AH}\}_{max} \propto \sigma_{xx}^\gamma, \]  

(6.60)

where the exponent \( 1.38 \leq \gamma \leq 1.76 \). It is noteworthy the maximum of the AH conductivity corresponds to the smaller power index \( \gamma = 1.38 \), while the minimum of it corresponds to the larger index \( \gamma = 1.76 \). This is reasonable since in the hopping conduction regime the longitudinal conductivity is a small value. The scaling predicted above is consistent with a rough estimate for \( \sigma_{xy}^{AH} \) and \( \sigma_{xx} \) presented below. Note the longitudinal charge transport is the 2nd order process with respect to the transition matrix \( t_{ij}^{(0)} e^{-aR_{ij}} \), while the Hall transport is the 3rd order process with
Fig. 6.2. Scaling relation between the Hall and longitudinal conductivity. The results derived from the present theory are compared with the experimental observations.

respect to the transition matrix. On the other hand, the configuration integral for $\sigma_{xx}$ is along bonds in the percolation path, with the integrand proportional to $n^2(\epsilon_i)$, while for $\sigma_{xx}$ it is over triads and the integrand is proportional to $n^3(\epsilon_i)$. Based on these properties a rough estimate gives the average scaling relation as $\sigma_{xy}^{AH} \sim \sigma_{xx}^{3/2}$. Furthermore, the range of the scaling relation $1.38 \leq \gamma \leq 1.76$ can be confirmed with a numerical calculation of the Eq. (6.1). Besides, a direct numerical study for the configuration integral (6.1) gives the scaling exponent $\gamma \approx 1.62$, which is consistent with our prediction of the lower and upper limits. Fig. 6.2 shows our theoretical prediction is consistent with the experimental observations of the scaling relation in this regime, hence completing the understanding of the phase diagram of the AHE.
So far in all calculations we have assumed the DOS to be a constant. For the ferromagnetic system with strong exchange interaction between local magnetic sites and charge carriers (e.g. in oxides, manganites, etc) and when the spin can be approximated to be fully polarized along the magnetization around Fermi level, one shall consider only the negative (relative to the magnetization direction) spin states for the calculation of AHC. In this case we do not need to sum over spin-up and spin-down states which contribute oppositely to the AHE. Then the approximation of a constant DOS \( \rho(\epsilon) \approx \rho(\epsilon_F) \) is good enough and the previous results for the scaling relation are valid.

However, when the Fermi energy crosses both spin-up and -down impurity states, a symmetric DOS with \( \rho(\epsilon) = \rho(-\epsilon) \) leads to zero AHC. This can be seen that under the transformation: \( \epsilon_i,\sigma \rightarrow -\epsilon_i,-\sigma \), \( \epsilon_j,\sigma \rightarrow -\epsilon_j,-\sigma \) and \( \epsilon_k,\sigma \rightarrow -\epsilon_k,-\sigma \), we have \( F_{ijk}(\epsilon_i,\sigma,\epsilon_j,\sigma,\epsilon_k,\sigma) \rightarrow -F_{ijk}(-\epsilon_i,-\sigma,-\epsilon_j,-\sigma,-\epsilon_k,-\sigma) \), while the longitudinal conductance \( G_{ij}(\epsilon_i,\sigma,\epsilon_j,\sigma) \rightarrow G_{ij}(-\epsilon_i,-\sigma,-\epsilon_j,-\sigma) \). Therefore the AHC changes sign under this transformation, and the averaging over all spin states and the on-site energies below and above Fermi energy yields zero for the AHC. To have a nonzero anomalous Hall effect, we require the DOS around Fermi energy not to be exactly constant. Different situations can be studied separately in the following.

First, we consider the situation that the DOS varies slowly and monotonically versus on-site energy around Fermi level. Around the Fermi energy we can expand the DOS to the first order of \( \epsilon \):

\[
\rho(\epsilon) \simeq \rho_0 + \frac{d\rho_0}{d\epsilon}\epsilon, \tag{6.61}
\]
where \( \rho_0 \) is the DOS at Fermi level and \( |\epsilon| \leq \xi \). The second term in the expansion is asymmetric in energy \( \epsilon \) and will then contribute to the AHE. Substituting this expansion into the formula for \( \sigma_{xx}^{AH} \) we obtain

\[
\sigma_{xy}^{AH} = \frac{6 L \sigma_{xx}^2}{N_F} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \vec{r}_{12} \int d^3 \vec{r}_{23} \rho(\epsilon_1)[n(\epsilon_1)]^3 \rho(\epsilon_2)[n(\epsilon_2)]^3 \rho(\epsilon_3)[n(\epsilon_3)]^3 \\
\times \frac{F_{123}}{G_{12}G_{23} + G_{13}G_{23} + G_{31}G_{12}} \\
= \frac{6 L \sigma_{xx}^2}{N_F} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \vec{r}_{12} \int d^3 \vec{r}_{23} \rho_0^2 (\epsilon_1 + \epsilon_2 + \epsilon_3)[n(\epsilon_1)n(\epsilon_2)n(\epsilon_3)]^3 \\
\times \frac{F_{123}}{G_{12}G_{23} + G_{13}G_{23} + G_{31}G_{12}} + \\
+ \frac{6 L \sigma_{xx}^2}{N_F} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \vec{r}_{12} \int d^3 \vec{r}_{23} \rho_0^2 \frac{d\rho_0}{d\epsilon} (\epsilon_1 + \epsilon_2 + \epsilon_3)[n(\epsilon_1)n(\epsilon_2)n(\epsilon_3)]^3 \\
\times \frac{F_{123}}{G_{12}G_{23} + G_{13}G_{23} + G_{31}G_{12}}.
\]  

(6.62)

The first term in the last equality is zero according to above analysis. Furthermore, from the second we can see the DOS for the configuration integral is now simply a constant. Therefore all calculations in the former section are valid. We then get

\[
\sigma_{xy}^{AH} = \frac{6 L \sigma_{xx}^2}{N_F} \int d\epsilon_1 d\epsilon_2 d\epsilon_3 \int d^3 \vec{r}_{12} \int d^3 \vec{r}_{23} \rho_0^2 \frac{d\rho_0}{d\epsilon} (\epsilon_1 + \epsilon_2 + \epsilon_3)[n(\epsilon_1)n(\epsilon_2)n(\epsilon_3)]^3 \\
\times \frac{F_{123}}{G_{12}G_{23} + G_{13}G_{23} + G_{31}G_{12}} \\
= 3 L \sigma_{xx}^2 \frac{d\rho_0}{d\epsilon_F} k_B T \frac{\text{Im}[\text{tr}(t_{ik}^*t_{kj}t_{ji})]}{|t_{ij}t_{jk}|^2 |T_{ij}^{(2)}T_{jk}^{(2)}| + |t_{ik}t_{jk}|^2 |T_{ik}^{(2)}T_{jk}^{(2)}| + |t_{ij}t_{ik}|^2 |T_{ij}^{(2)}T_{ik}^{(2)}|}.
\]  

(6.63)

It is noteworthy that a similar equation was derived by Burkov et al [50]. However, our formula is new, since the configuration integral derived in this work is essentially different from the former theory. Our formalism is based on the configuration averaging over the percolation cluster, while in the work by by Burkov et al
the configuration averaging is indeed valid for the whole system rather than for 2D percolation cluster. By a similar procedure we obtain the minimum of the AHC by

\[
\{\sigma_{xy}^{AH}\}_{\text{min}} = 9L\sigma_{xx}^2 \frac{k_B T}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \frac{d\rho_0}{d\varepsilon} \frac{M_0}{k_B T} \langle |\varepsilon| \rangle_c e^{0.242\beta \xi}.
\]

Also, the maximum of the AHC is given by

\[
\{\sigma_{xy}^{AH}\}_{\text{max}} = 9L\sigma_{xx}^2 \frac{k_B T}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \frac{d\rho_0}{d\varepsilon} \frac{M_0}{k_B T} \langle |\varepsilon| \rangle_c e^{0.621\beta \xi}.
\]

The appearance of \(M_0/k_B T\) due to the summation over the spin-up and spin-down states. Note \(\langle |\varepsilon| \rangle_c = 0.112\xi\), we finally get

\[
\{\sigma_{xy}^{AH}\}_{\text{min}} = 1.01L\sigma_0^{0.242}(T) \frac{M_0}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \frac{d\rho_0}{d\varepsilon} \xi(T) e^{1.758} \sigma_{xx},
\]

and

\[
\{\sigma_{xy}^{AH}\}_{\text{max}} = 1.01L\sigma_0^{0.621}(T) \frac{M_0}{e^2} \frac{1}{t_{\text{max}}^{(0)}} \frac{d\rho_0}{d\varepsilon} \xi(T) e^{1.379} \sigma_{xx}.
\]

The functions \(\sigma_0(T)\) and \(\xi(T)\) affects the power-law of the AHC versus temperature. For the Mott hopping conduction regime, we have \(\xi = k_B T(T_0/T)^{1/4}\). The dependence of \(\sigma_0(T)\) on temperature can be determined through experiment observation. Generally we may assume

\[
\sigma_0 \sim T^{-\delta}.
\]
Then the Eqs. (6.66) and (6.67) give

\[
\{\sigma_{xy}^{AH}\}_{min} \sim 1.01L \frac{M_0}{e^2} \frac{1}{t_{t_{max}}^{(0)}} \frac{d\rho_0}{d\epsilon_F} T^{0.75-0.2424} \sigma_{xx}^{1.758},
\]

(6.69)

\[
\{\sigma_{xy}^{AH}\}_{max} \sim 1.01L \frac{M_0}{e^2} \frac{1}{t_{t_{max}}^{(0)}} \frac{d\rho_0}{d\epsilon_F} T^{0.75-0.6214} \sigma_{xx}^{1.379}.
\]

(6.70)

Second, when the DOS has a local minimum but still larger than zero at the Fermi energy due to particle-particle interaction (coulomb interaction) [75], the first derivative of the DOS with respect to energy \(d\rho/d\epsilon_F = 0\), Moreover, we assume the DOS has only a relatively small variation in the range \(|\epsilon| < \xi\). In this way we can expand the DOS to the order of \(\epsilon^3\), which is the first asymmetric term in DOS expansion:

\[
\rho(\epsilon) \simeq \rho_0 + \frac{1}{2} d^2\rho_0 \epsilon^2 + \frac{1}{6} d^3\rho_0 \epsilon^3.
\]

(6.71)

It is easy to show the scaling law between \(\sigma_{xy}^{AH}\) and \(\sigma_{xx}\) is the same as before, but the power-law will be changed. By a similar procedure we obtain

\[
\{\sigma_{xy}^{AH}\}_{min} \simeq 0.002L \delta_0^{0.2424}(T) \frac{M_0}{e^2} \frac{1}{t_{t_{max}}^{(0)}} \frac{d^3\rho_0}{d\epsilon_F^3} \xi^3(T) \sigma_{xx}^{1.758},
\]

(6.72)

and

\[
\{\sigma_{xy}^{AH}\}_{max} \simeq 0.002L \delta_0^{0.6214}(T) \frac{M_0}{e^2} \frac{1}{t_{t_{max}}^{(0)}} \frac{d^3\rho_0}{d\epsilon_F^3} \xi^3(T) \sigma_{xx}^{1.379}.
\]

(6.73)

6.5 Efros-shklovskii hopping conduction regime

In the strong coulomb interaction case, the DOS may be greatly reduced around the Fermi energy [67, 75]. In this case the assumption in previous section that the DOS has a small variation relative to \(\rho_0\) is not valid. The limit situation is that
both the DOS and the first derivative at Fermi level varnish (i.e. the E-S hopping regime), which corresponds to the appearance of a gap due to coulomb interaction. In this case $\rho_0 = 0$ and $d\rho/d\epsilon_F = 0$, and thus

$$\rho(\epsilon) \approx \frac{1}{2} \frac{d^2 \rho_0}{d\epsilon^2} \epsilon^2 + \frac{1}{6} \frac{d^3 \rho_0}{d\epsilon^3} \epsilon^3. \hspace{1cm} (6.74)$$

This situation is different from the cases discussed in the previous section, since around the Fermi energy DOS is not dominated by a constant but by a parabolic function of on-site energy. This may lead to a quantitative variation of the probability function in then configuration averaging, and finally affect the quantitative result of the scaling relation. The formula of the connectivity $n(\epsilon_i, \xi)$ is now given by

$$n(\epsilon_i, \xi) = \frac{1}{(2ak_BT)^3} \frac{4\pi}{3} \left[ \int_0^{\epsilon_i} d\epsilon_j \rho(\epsilon_j)(\xi - \epsilon_i)^3 + \int_{\epsilon_i}^{\xi} d\epsilon_j \rho(\epsilon_j)(\xi - \epsilon_j)^3 \right]$$

$$+ \int_{-(\xi - |\epsilon_i|)}^{-(\xi - |\epsilon_i|)} \rho(\epsilon_j)(\xi - |\epsilon_i| - |\epsilon_j|)^3]$$

$$= \frac{1}{(2ak_BT)^3} \frac{2\pi}{3} \frac{d^2 \rho_0}{d\epsilon^2} \left( \frac{1}{30} \xi^6 - \frac{1}{10} \xi^5 |\epsilon_i| + \frac{1}{4} \xi^4 |\epsilon_i|^2 - \frac{1}{3} |\epsilon_i|^3 \xi^3 + \frac{3}{10} |\epsilon_i|^5 \xi - \frac{3}{20} |\epsilon_i|^6 \right). \hspace{1cm} (6.75)$$

The configuration averaging of AH conductivity can be calculated in the similar way as before. Specifically, we can again separate the calculation of $\langle R_{ijk}^{\text{min}} \rangle_c$ into two steps, with the first step to do the configuration integral with respect to position and the second step with respect to onsite energies. It is straightforward to know the first step yields the same result and the difference of the DOS affects only the result in the second step. For the lower limit we get

$$\langle R_1 + R_2 - R_3 \rangle_c |_{R_1, R_2 < R_3} \approx 0.33 \frac{\beta}{2a} \frac{1}{\int_{-\xi}^{\xi} d\epsilon_i [n(\epsilon_i)]^3 \rho(\epsilon_i)(\xi - |\epsilon_i|)^7}$$

$$\approx 0.092 \beta \xi / a. \hspace{1cm} (6.76)$$
The new forms of the DOS (6.74) and connectivity (6.75) have been considered. The average of on-site energy can be calculated by

\[
\frac{1}{2k_B T} \left\langle |\epsilon_i| + |\epsilon_j| + |\epsilon_j - \epsilon_k| - |\epsilon_i - \epsilon_k| \right\rangle = \\
= \frac{1}{2k_B T} \int d\epsilon_i \frac{d^2 \rho_0}{d\epsilon_i^2} |\frac{1}{n(\epsilon_i)}|^{3/2} |\epsilon_i| + \frac{1}{2k_B T} \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon_j^2} |\frac{1}{n(\epsilon_j)}|^{3/2} |\epsilon_j| - \\
\frac{1}{2k_B T} \int d\epsilon_i \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon_i^2} |\frac{1}{n(\epsilon_i)}|^{3/2} |\epsilon_i| |\epsilon_j| - \\
\frac{1}{2k_B T} \int d\epsilon_i \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon_j^2} |\frac{1}{n(\epsilon_j)}|^{3/2} |\epsilon_j| |\epsilon_i| - \\
\frac{1}{2k_B T} \int d\epsilon_i \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon_i^2} |\frac{1}{n(\epsilon_i)}|^{3/2} |\epsilon_i| |\epsilon_j| - \\
\frac{1}{2k_B T} \int d\epsilon_i \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon_j^2} |\frac{1}{n(\epsilon_j)}|^{3/2} |\epsilon_j| |\epsilon_i|.
\]

(6.77)

From above two equations we can see, comparing with the results with constant DOS, the magnitude of energy averaging in the present case increases, while the magnitude of position averaging decreases. This is reasonable since the DOS varies as a function of \(\epsilon^2\), which increases the contribution to the Hall effect from the impurity states with energies far away from the Fermi energy and accordingly, decreases the contribution from hopping between impurity sites with large distances.

Together with the results in Eqs. (6.76) and (6.77) we find

\[
\langle R_{ijk}^{\text{min}} \rangle_c \langle c_{ijk}^{\text{min}} \rangle_c \sim e^{0.38\xi}.
\]

(6.78)

The lower limit of the AHC is then obtained by

\[
\{\sigma_{xy}^{\text{AH}}\}_{\text{min}} \sim 0.059 L \sigma_0^{0.38}(T) M_0 \frac{1}{t_{\text{max}}} \frac{d^3 \rho_0}{d\epsilon_i^3} \xi^3(T) \epsilon^{1.62}.
\]

(6.79)
Similarly, for the upper limit of AH conductivity, we have

\[
\langle R_1 + R_2 - R_3 \rangle_c |_{R_1,R_2>R_3} \simeq 1.03 \frac{\beta}{2a} \frac{\int \xi^2 d\xi |n(\xi)|^3 \rho(\xi)(\xi - |\xi|)^7}{\int \xi^2 d\xi |n(\xi)|^3 \rho(\xi)(\xi - |\xi|)^6} \simeq 0.29 \beta / a. \tag{6.80}
\]

The average of on-site energy can be calculated by

\[
\begin{align*}
\frac{1}{2k_B T} \langle |\epsilon_i| + |\epsilon_j| + |\epsilon_i - \epsilon_k| - |\epsilon_j - \epsilon_k| \rangle_c |_{|\epsilon_i| > |\epsilon_j| > |\epsilon_k|} &= \\
= & \frac{1}{2k_B T} \int d\epsilon_i \frac{d^2 \rho_0}{d\epsilon F} \frac{\epsilon_i^2 |n(\epsilon_i)|^3 |\epsilon_i|}{} + \frac{1}{2k_B T} \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon F} \frac{\epsilon_j^2 |n(\epsilon_j)|^3 |\epsilon_j|}{} + \\
& \frac{1}{2k_B T} \int d\epsilon_i \int d\epsilon_j \frac{d^2 \rho_0}{d\epsilon F} \frac{\epsilon_i^2 |n(\epsilon_i)|^3 \rho(\epsilon_j)|n(\epsilon_j)|^3 |\epsilon_i - \epsilon_j|}{} \\
= & \frac{1}{2k_B T} \int_0^\xi d\epsilon_i \left( \frac{1}{30} \epsilon_i^6 - \frac{1}{10} \epsilon_i^5 |\epsilon_i| \right) + \frac{1}{4} \epsilon_i^4 |\epsilon_i|^2 - \frac{1}{3} |\epsilon_i|^3 \epsilon_i^3 + \frac{3}{10} |\epsilon_i|^5 \xi - \frac{3}{20} \epsilon_i^6 \right) |\epsilon_i|^3 \\
& + \frac{1}{2k_B T} \int_0^\xi d\epsilon_i \int_0^\xi d\epsilon_j \left( \frac{1}{30} \epsilon_i^6 - \frac{1}{10} \epsilon_i^5 |\epsilon_i| \right) + \frac{1}{4} \epsilon_i^4 |\epsilon_i|^2 - \frac{1}{3} |\epsilon_i|^3 \epsilon_i^3 + \frac{3}{10} |\epsilon_i|^5 \xi - \frac{3}{20} \epsilon_i^6 \right) |\epsilon_i|^5 \xi - \frac{3}{20} \epsilon_i^6 \right) |\epsilon_i|^6 \\
& \simeq 0.38 \beta / \xi. \tag{6.81}
\end{align*}
\]

Thus we have

\[
\langle R_{ijk}^{\text{min}} \rangle_c \langle \epsilon_{ijk}^{\text{min}} \rangle_c \simeq e^{0.67 \beta / \xi}. \tag{6.82}
\]

This leads to the scaling relation between the lower limit of the AHC and the longitudinal conductivity in the following form

\[
\{ \sigma_{xy}^{\text{AH}} \}_{\text{max}} \simeq 0.026 L \sigma_0^{0.67}(T) \frac{M_0}{e^2} \frac{1}{t_{\text{min}}^{(0)}} \frac{d^3 p_0}{d\epsilon_F^3} \epsilon^3(T) \sigma_{xx}^{1.33}. \tag{6.83}
\]
Therefore in the E-S hopping regime the scaling relation between anomalous Hall and longitudinal conductivities becomes $\sigma_{xy}^{AH} \propto \sigma_{xx}^\gamma$ with $1.33 \leq \gamma \leq 1.62$, which is only a small quantitative shift relative to the scaling obtained in the case with a constant DOS. This result is consistent with the observations in the experiments by Aronzon et al [35], and by Allen et al [39], who found the scaling relation as $1.4 \leq \gamma \leq 1.6$ for the E-S hopping conduction regime. Furthermore, the result that the AHC $\sigma_{xy}^{AH}$ proportional to $d\rho_0/d\epsilon_F$ (when the DOS varies monotonically with respect to energy around Fermi energy) or $d^3\rho_0/d\epsilon_F^3$ (when the DOS has a local minimum at Fermi level) indicates an interesting property that the AHC may change sign when the first or third order derivative of DOS with respect to energy changes sign. This result is consistent with the observation by Allen et al [39]. Finally, it can be expected that the general situation with a reduced DOS (not necessarily zero) at Fermi level will be associated with a scaling falling in between the E-S hopping regime and the case with a constant DOS. This confirms that the scaling relation between $\sigma_{xy}^{AH}$ and $\sigma_{xx}$ is insensitive to what types of hopping conduction the material belongs to, and is therefore generic for the disordered insulating regime.

### 6.6 Activation $E_3$ hopping regime

Finally, we present a brief study on the AHE in the activation $E_3$ hopping regime, which dominates the charge transport in the disordered insulating system when the temperature $T > T_0$. In the activation $E_3$ hopping regime, the hopping between nearest neighbor impurity sites dominates the charge transport. In this case the hopping configuration in the position space is not affected by temperature. Thus the configuration averaging over position space is independent of temperature. The temperature dependence of the conductivities is solely determined by the energy configuration integral. Again we consider that the impurity sites are homogeneously
distributed in position space. Then connectivity \( n(\epsilon_i) \) for a specific impurity site with on-site energy \( \epsilon_i \) is given by

\[
n(\epsilon_i) = \frac{4}{3} \pi R_c^3 \int d\epsilon_j \rho(\epsilon_j) \Theta \left[ E_3 - \frac{1}{2}(|\epsilon_i| + |\epsilon_j| + |\epsilon_i - \epsilon_j|) \right],
\]

(6.84)

where \( E_3 \) is the cut-off for on-site energy and \( R_c \) represents the typical distance between the neighbor impurity sites. For a constant DOS, one has

\[
n(\epsilon_i) = \frac{4}{3} \pi R_c^3 \rho_0 (2E_3 - |\epsilon_i|),
\]

(6.85)

with \( |\epsilon| \leq E_3 \). It can be seen that for the present regime, \( n(E_3) = \frac{4}{3} \pi R_c^3 \rho_0 E_3 > 0 \). This is different from the situation in the VRH regime discussed in previous sections. Substituting the above formula into Eq. (5.12) one calculate the relation between the cut-off \( E_3 \) and \( \bar{n} \) straightforwardly, with which one can verify that \( E_3 \) is a constant independent of temperature and \( E_3 \propto (\rho_0 R_c^3)^{-1} [75] \). The longitudinal conductivity is then given by

\[
\sigma_{xx} = \sigma_0 e^{-E_3/k_B T}.
\]

(6.86)

The AHC is given by Eq. (5.33) with the difference that the function of \( n(\epsilon_i) \) is different and the configuration integral over position is unrelated to that over on-site energies and does not affect the temperature dependence of \( \sigma_{xy}^{AH} \). For this we obtain the upper and lower limits of the AHC that

\[
\{\sigma_{xy}^{AH}\} \approx 3L \sigma_{xx}^2 \frac{k_B T e^a R_e}{\epsilon^2 \epsilon_{ijk}^{max/min}} \langle \epsilon_{ijk}^{min} \rangle c.
\]

(6.87)

By a similar procedure we obtain that \( \langle \epsilon_{ijk}^{max} \rangle c \approx e^{0.61 \beta E_3} \), \( \langle \epsilon_{ijk}^{min} \rangle c \approx e^{0.34 \beta E_3} \). With these we obtain the scaling relation \( \sigma_{xy}^{AH} \propto \sigma_{xx}^\gamma \) with \( 1.39 \leq \gamma \leq 1.66 \). With this result
we can see the scaling in the activation $E_3$ hopping regime has only a quantitative small shift relative to the scaling in the VRH hopping regimes.
7. CONCLUSIONS AND DISCUSSIONS

To sum up, we have developed a theory based on the phonon-assisted hopping mechanism and percolation theory to study the anomalous Hall effect (AHE) in the disordered insulating regime. A general formula for the anomalous Hall conductivity (AHC) has been derived for the hopping conduction regime, with the key physics that the Hall currents are averaged over percolation cluster being completely considered. We calculated the lower and upper limits of the AHC, and show it scales with the longitudinal conductivity as $\sigma_{xy}^{AH} \sim \sigma_{xx}^{\gamma}$ with $\gamma$ predicted to be $1.33 \leq \gamma \leq 1.76$. The predicted scaling only slightly dependent on the specific hopping types, and is quantitatively in agreement with the experimental observations.

From our theory the scaling relation in the insulating AHE is fully determined by the microscopic origin: phonon-assisted hopping conduction mechanism, and by the procedure that the macroscopic AHC is obtained through a configuration integral over the percolation cluster. It is clear such two aspects are generic for the hopping regime in disordered insulators, and therefore the obtained scaling in this regime is qualitatively generic in the disordered insulating regime. We have shown that this scaling remains similar regardless of whether the hopping process is Mott-variable-range-hopping, influenced by interactions, or activation $E_3$ hopping (nearest neighbor hopping) regime. Our theory explains naturally how the scaling between the two quantities remain true even when the diagonal conductivity crosses regimes and why this type of scaling is so prevalent in the insulating regime. Our theory completes the understanding of the AHE phase diagram in the insulating regime.

While the present theory has resolved the most challenging issue of the AHE in the insulating regime, there are several interesting issues deserving further efforts following this study. For example, in this work only the electron-phonon coupling is considered. Generally, the electron-magnon scattering may also contribute to the charge transport, especially when the temperature is close to Curie temperature $T_c$. A
qualitative difference from the electron-phonon coupling is that the electron-magnon scattering flips spin. The longitudinal conductivity around \( T = T_c \) exhibits a local hump in both the metallic and insulating regime [89], although in the later regime it is less obvious. This phenomenon is believed to be a consequence of electron-magnon scattering [90]. For the insulating regime, it is therefore expected that the electron-magnon scattering and the random distribution of local magnetic moments will play important roles for the hopping conduction besides the thermal effect. Another important issue is the transition of the AHE from insulating to metallic regime. When the impurity doping increases, the coupling between impurity states strengthens and the metal insulator transition will finally take place. A systematic study of the AHE in both the insulating side and metallic side will be helpful to reveal the mechanism of the transition from insulating AHE to metallic regime. Furthermore, as a comparison, it is also interesting to study the spin Hall effect in the insulating regime. A similar behavior of the spin Hall conductivity (SHC) is expected to result. However, another important thing that needs to be made clear is that one need to relate the spin accumulation to the SHC in this regime.
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