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ABSTRACT 

 

Structural and Functional Studies of the Receptor-binding and Glycosaminoglycan-

binding Mechanisms of a Viral Chemokine Analog vMIP-II and Rational Design of 

Chemokine-based Highly Potent HIV-1 Entry Inhibitors. 

(May 2011) 

Bo Zhao, B.S., Peking Univerisity, Beijing, China 

Chair of Advisory Committee: Dr. Patricia J. LiWang 

 

Chemokines are small immune system proteins mediating leukocyte migration 

and activation, and are important in many aspects of health and diseases.  Some 

chemokines also have the ability to block HIV-1 infection by binding to the HIV-1 co-

receptors CCR5 (CC chemokine receptor 5) and CXCR4 (CXC chemokine receptor 4).  

The first part of this work is to determine the mechanism of action of a human 

herpesvirus-8 encoded viral chemokine analog vMIP-II (viral macrophage inflammatory 

protein-II) by characterizing its interactions with endothelial surface 

glycosaminoglycans (GAGs) and cell surface receptors.  Nuclear magnetic resonance 

(NMR), mutagenesis and molecular-docking were conducted and results show that 

vMIP-II tightly binds glycosaminoglycans using residues distributed along one face of 

the protein, such as R18, R46 and R48, and that there is a shift in the GAG binding site 

between the monomer and dimer form of vMIP-II where the N-terminus is involved in 

GAG binding for the dimer.  This study, for the first time, provides a model that explains 
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the mechanism of how quaternary structure affects chemokine-GAG binding.  

Mutagenesis and competition binding assays were conducted to study the receptor-

binding mechanism of vMIP-II.  Preliminary results suggest that vMIP-II uses the same 

positively charged binding surface comprising R18, K45, R46 and R48 to interact with 

the negatively charged N-termini of CCR5 and CXCR4.  NMR studies on how vMIP-II 

interacts with N-terminal peptides of CCR5 and CXCR4 is on-going.   

The second part of this work was to rationally design HIV-1 entry inhibitors 

based on our knowledge of the mechanisms of chemokine-receptor binding and HIV-1 

cell entry.  We successfully designed two chimeric HIV entry inhibitors composed of 

CCR5-targeting RANTES variants (5P12-RANTES and 5P14-RANTES) linked to a 

gp41 targeting C-peptide, C37.  In in vitro assays, chimeric inhibitors 5P12-linker-C37 

and 5P14-linker-C37 showed the highest anti-viral potency yet published with IC50 

values as low as 0.001 nM against certain virus strains.  On human peripheral blood 

mononuclear cells, the chimeric inhibitors also exhibited very strong inhibition against 

R5-tropic and X4-tropic viruses, with IC50 values as low as 0.015 nM and 0.44 nM, 

respectively.  A clear delivery mechanism was observed and characterized.  These fully 

recombinant inhibitors can be easily produced at low cost and are excellent candidates 

for HIV microbicides. 
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NOMENCLATURE 

             

5P12 5P12-RANTES 

5P12-linker-C37 5P12-RANTES covalently linked with gp41 binding 

peptide C37 via a 10-amino-acid peptide 

GGGGSGGGGS 

5P14 5P14-RANTES 

5P14-linker-C37 5P14-RANTES covalently linked with gp41 binding 

peptide C37 via a 10-amino-acid peptide 

GGGGSGGGGS 

AIDS acquired immune deficiency syndrome 

AIR ambiguous interaction restraint 

AUC analytical ultracentrifugation 

BBXB a part of the 40's loop of chemokines, for "Basic-Basic-

Any-Basic" amino acid 

BME β-mercaptoethanol 

BSA bovine serum albumin 

CCR CC chemokine receptor 

CHO Chinese hamster ovary 

CPRG chlorophenol red--D-galactopyranoside 

CXCR CXC chemokine receptor 

DMEM Dulbecco's modified eagle medium 
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DSS 4,4-dimethyl-4-silapentane 1-sulfonate 

FACS fluorescence activated cell sorting 

FITC fluorescein isothiocyanate 

GAG glycosaminoglycan 

HADDOCK high ambiguity driven biomolecular docking 

HEK human embryonic kidney 

HIV human immunodeficiency virus 

HPLC high performance chromatography 

HSQC heteronuclear single-quantum coherence 

IC50 concentration of 50% inhibition 

IPTG isopropyl R-D-thiogalactopyranoside 

Kd dissociation constant 

MW molecular weight 

NMR nuclear magnetic resonance 

PBMC peripheral blood mononuclear cells 

PBS phosphate buffered saline 

PCR polymerase chain reaction 

PEEA Polyethyleneamine 

PSI pounds per square inch 

RANTES regulated on activation of normal T cell expressed and 

secreted (CCL5) 

RMSD root-mean-square deviation 



 ix 

RPMI Roswell Park Memorial Institute medium 

SDS-PAGE sodium dodecyl sulfate polyacrylamide gel 

electrophoresis 

SW sweep width 

TFA trifluroacetic acid 

vMIP viral macrophage inflammatory protein 

WT wild type 
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CHAPTER I 

INTRODUCTION 

 

Chemokines 

 

Chemokines, also called chemotactic cytokines, are a family of small immune 

system proteins (8-17 KDa) that mediate leukocyte migration and activation (1-4).  As 

such chemokines are directly involved in regulating immune responses and 

inflammation.  In addition to the pivotal role chemokines play in developing and 

maintaining the host immune systems (5), they are also involved in embryogenesis (6), 

wound healing (7), angiogenesis/angiostasis (8-9) and in tumor development and 

metastasis (4).  Recently, some chemokines were also found to be able to block HIV-1 

cell entry (10-12). 

Chemokines are classified into four sub-families based on the positions of the 

conserved cysteine residues in the N-terminal region of the protein (13).  The biggest 

chemokine subfamilies are “CC” and “CXC”.  The CC subfamily (So-named because of 

the two adjacent Cys-Cys residues in the N-terminus) comprises 28 members, while the 

CXC subfamily (Cys-any-Cys) has 17 members.  The two minor groups are CX3C (14) 

(3 variable residues between the two conserved Cys residuals) and XC (15) (only one 

conserved Cys), and they contain one member each.  The CXC chemokines are further  

 
 
____________ 
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categorized into ELR+ chemokines and ELR- chemokines depending on the whether 

they have the conserved Glu-Leu-Arg motif at the N-terminus (13,16).  In addition to 

human native chemokines, pathogens also encode certain chemokine analogs to facilitate 

their infection or escape from the host immune system (17).  For example, human 

herpesvirus-8 (also called Kaposi’s sarcoma-associated herpesvirus) encodes three viral 

chemokine analogs vMIP-I, vMIP-II, and vMIP-III, each with unique anti-inflammatory 

functions to help the survival of HHV-8 (18). 

Chemokines bind to and activate specific cell surface chemokine receptors, which 

are G-protein coupled receptors (GPCRs).  Corresponding to the four subfamilies of 

chemokines, the chemokine receptors are also divided in to four subfamilies, based on 

the chemokine ligands they bind to.  There are ten CC chemokine receptors (CCRs) and 

seven CXC chemokine receptors (CXCRs), one CX3C chemokine receptor (CX3CR1) 

and one XC chemokine receptor (XCR1).  Certain human cells also express decoy 

receptors, which bind to chemokines tightly, but do not trigger receptor-mediated 

signaling transduction.  These decoy receptors also play important roles in the immune 

system, likely by regulating local concentration gradients of their cognate ligands and 

control leukocyte recruitment at inflammatory site (19).  Certain viruses also developed 

strategies of mimicking chemokine receptors to counteract the pro-inflammatory 

chemokine triggered immune responses by encoding viral chemokine receptors (17,20) 

or viral chemokine binding proteins (21-22). 

In addition to binding chemokine receptors, chemokines also bind to endothelial 

surface glycosaminoglycans (GAGs).  GAG binding plays a vital role in chemokine 
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function. While GAG binding is not essential for receptor binding in vitro (23-26), 

several studies have demonstrated that the ability of a chemokine to bind GAGs is 

critical for in vivo function (27-29).  GAGs control chemokine function in many ways: 

GAGs help immobilize chemokines on the endothelial cell surface (30-31), where 

natural chemokines presumably form a concentration gradient (31-36), and these 

chemokines recruit leukocytes to move along the gradient by activating chemokine 

receptors on the leukocyte surface (37). GAG binding also protects chemokines from 

proteolysis and induces chemokine oligomerization (38-39).  Overall, GAG binding 

helps chemokines to increase their local concentrations and enhance receptor signaling 

(23,25,40-41). 

As described above, chemokines carry out their functions by interacting with both 

the leukocyte surface chemokine receptors and the endothelial surface GAGs.  Figure 

1.1 shows a diagram illustrating the process of how chemokines recruit leukocytes by 

building up a concentration gradient on the endothelial surface GAGs.   
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Figure 1.1  Leukocyte recruitment by chemokines.  Chemokines (purple spheres) are 

secreted by tissues at the infection site.  They bind to the endothelial cell surface 

glycosaminoglycans (GAGs, small green spheres) and presumably form a concentration 

gradient.  Leukocytes in the blood vessel are captured and activated by chemokines 

through binding to the leukocyte surface chemokine receptors (pink).  Activated 

leukocytes adhere to the endothelial surface through high affinity binding between 

integrins and integrin ligands, and they roll up along the chemokine concentration 

gradient.  Receptor activation also triggers morphological changes of leukocytes which 

enable them to move across the endothelial layer to the center of the infection site. 
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Viral Chemokine Analog vMIP-II 

 

vMIP-II (also called vCCL2) is a viral chemokine analog that is produced by 

human herpesvirus-8.  This protein is unique because it binds to a wide range of 

chemokine receptors even across different subfamilies: it binds to CCR1, CCR2, CCR5, 

CCR10, CXCR4, CX3CR1, XCR1 as an antagonist, and binds to CCR3 and CCR8 as an 

agonist (42-47).  The ability to selectively block or activate multiple receptors enables 

vMIP-II to preferentially inhibit acute Th1-associated inflammation, but up-regulate Th2 

associated immune response to help the virus evade the host immune system (44-45).  

Due to its potent anti-inflammatory properties, vMIP-II has been successfully used to 

protect rat brain after ischemic brain injury and spinal cord injury (48-49), as well as 

increase tolerance of cardiac and corneal allograft transplant in mice (50-51).  More 

recently, vMIP-II has been shown to be pro-angiogenic in both mature and progenitor 

endothelial cells, suggesting the possibility that this protein could be useful in organ 

transplantation (52).  vMIP-II is also a valuable candidate as an HIV inhibitor, since it 

blocks HIV cell entry through both CCR5 and CXCR4 coreceptors and preferentially 

inhibits inflammation of monocytes and Th1 type T cells which are major targets for 

HIV-1 (43-45).  vMIP-II therefore is biologically relevant in many diverse fields.  

Because of these fundamental roles vMIP-II plays in diseases and its promising 

anti-inflammatory function as well as its ability to block both major HIV-1 co-receptors, 

it is very important that we study the structure and function of vMIP-II and understand 

its mechanism of action. 
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The structure of vMIP-II has been solved by both NMR (53-55) and X-ray 

crystallography (56-57).  vMIP-II shares about 40% sequence identity with the human 

chemokine MIP-1β, 48% with MIP-1α and 37% identity with RANTES (Figure 1.2).  

vMIP-II also has a typical chemokine fold, comprised of three strands in a Greek key 

orientation, and followed by a C-terminal-helix.  In terms of quaternary structure, vMIP-

II is predominantly a monomer under most conditions (53-55,57), although under some 

crystallization conditions it has been observed as a dimer (56).   

Just as its human chemokine analogs, vMIP-II also carries out its functions by 

interacting with chemokine receptors and endothelial surface GAGs.  It is thus important 

for us to elucidate the GAG-binding and receptor-binding mechanisms of vMIP-II to 

understand the basis of its function. 

vMIP-II binds GAGs very tightly, more tightly than most human chemokines.  

However, the biological significance of vMIP-II’s tight GAG binding is not known, nor 

is the mechanism by which vMIP-II interacts with GAGs.  As part of our study of vMIP-

II, we mapped out the GAG binding site of vMIP-II, characterized its GAG-binding 

mechanism, and, for the first time, provided a model that explains the mechanism of how 

quaternary structural change affects chemokine-GAG binding.  This part of research will 

be discussed in detail in Chapter II. 

vMIP-II is very unique in binding chemokine receptors, because it binds to at least 

9 different chemokine receptors, across all 4 different subfamilies (42-47).  How vMIP-

II binds to so many chemokine receptors remains one of the biggest questions about this 

protein.  Great effort has been made toward understanding the intriguing mechanism 
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underlying vMIP-II’s broad-spectrum receptor binding ability since it was first reported 

13 years ago (43), however, it is still not precisely understood.  Our study aims to 

understand the specific aspects of structure and amino acid placement that lead to vMIP-

II’s unique ability to bind multiple receptors, with a particular emphasis on characterzing 

the importance of vMIP-II’s highly basic core domain surface in binding CCR5 and 

CXCR4.  Details of this study will be further discussed in Chapter III. 

 

 

Figure 1.2  Structure superimposition and sequence alignment of vMIP-II (red) with its 

three human analogs MIP-1 (blue), MIP-1 (yellow) and RANTES (pink). 
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Chemokines and HIV-1 Cell Entry Inhibition 

 

A great deal of attention has been focused on the roles chemokines and their 

receptors play in HIV-1 infection. 

AIDS is a global epidemic.  According to the 2010 global report from the World 

Health Organization (WHO), approximately 33.3 million people were living with HIV, 

and there were 2.6 million people newly infected with HIV in the year of 2009.  There is 

currently no vaccine, and treatments usually involve inhibiting viral activity post-

infection, by inhibiting the HIV protease or reverse transcriptase.  More recently, 

therapies that target other parts of the viral life cycle have been approved, including an 

HIV integrase inhibitor (58). 

The relationship between chemokine/chemokine receptor and HIV infection was 

discovered about 15 years ago.  In the year 1995, three CCR5 binding chemokines, MIP-

1, MIP-1 and RANTES, were first identified as the major components of the CD8+ T 

cell secreted HIV-suppressive factors (11).  Around the same time, chemokine receptor 

CXCR4 was identified as a co-receptor for HIV-1 cell entry (12).  These two 

independent discoveries first unveiled the key role chemokine receptors play as the co-

receptor for HIV cell entry, and thus unveiled their chemokine ligands as natural anti-

HIV agents.  More and more discoveries were made in the following years, including the 

identification of CCR5 as another HIV-1 entry co-receptor (59-62), identification of 

SDF-1 as CXCR4 ligand and HIV-1 inhibitor (61), and the discovery of the HIV-1 

resistant CCR5-32 mutation (63).  Altogether, all these discoveries and the following 
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findings greatly enhanced our understanding of the HIV-1 cell entry mechanism, and 

opened a new gate for developing therapeutics for HIV entry inhibition. 

Currently, a great deal is known about the HIV entry process.  Figure 1.3 shows a 

diagram of HIV entry: The HIV surface protein gp120 first makes contact with the 

human cell surface protein CD4, which causes a conformational rearrangement in gp120, 

allowing the protein to then bind its co-receptor on the cell surface (either the chemokine 

receptor CCR5 or CXCR4).  During this process, the HIV protein gp41 is exposed and 

its fusion peptide enters the cell surface.  Toward the end of the infection process, the N-

terminal helical trimer folds over to contact the C-terminal trimer of gp41, forming a 6-

helix bundle that likely pulls the membranes of the two entities in closer proximity to 

assist fusion of the virus to the cell (64-65).  Recently, it has been reported that some of 

these events may occur in the endosome (66).  Because of the characterization of the 

important entry steps and the identification of the key players in this process, developing 

various inhibitors to block HIV cell entry has been made possible.   

Development of entry inhibitors has become one of the most promising areas in 

the fight against HIV/AIDS.  Entry inhibitors generally bind to either the viral surface or 

the human cell surface to stop HIV before it can enter a cell.  There are three major steps 

in HIV cell entry that can be targeted: the gp120-CD4 interaction, the gp120-coreceptor 

(CCR5 or CXCR4) interaction, and the gp41 6-helix bundle formation.  Inhibitors have 

been found or designed for each of these steps.  
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Figure 1.3  Diagram of the HIV cell entry mechanism.  HIV gp120 (light gray ovals) 

makes contact with the human cell surface receptor CD4 (orange), which causes 

structural change in gp120, allowing its binding to the co-receptor (dark green) CCR5 or 

CXCR4 on the cell surface.  During this process, the HIV protein gp41 is exposed and 

its fusion peptide enters the cell surface.  At the end of the entry process, the N-terminal 

trimer of hairpins (blue) folds over to contact the C-terminal trimer (red) which leads to 

the formation of a 6-helix bundle that likely pulls the two membranes in closer proximity 

to assist fusion. 
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The most relevant to our current study is the development of coreceptor inhibitors 

which target the coreceptor binding step of HIV entry.  The major advantage of targeting 

the coreceptor binding step is that the coreceptors are highly conserved and are not liable 

to HIV mutations.  In addition, coreceptor binding is a requirement for HIV entry, since 

to date, no evidence of HIV infection without utilizing a coreceptor has been reported.  

Of the two HIV coreceptors, CCR5 is the primary target because of its vital role 

throughout the whole course of viral infection and disease progression.  In the late phase 

of disease progression, dual or mixed tropic virus using both R5 and/or X4 tropic viruses 

emerge (67-68).  The appearance of X4-tropic viruses are often associated with rapid 

CD4+ T cell depletion and AIDS (67,69-70).  The corecepor usage switch is probably 

associated with mutation in the V3 loop of the HIV gp120 protein (71-72) under the 

selective pressure of the host immune system. 

As natural ligands of HIV coreceptors, chemokines are able to inhibit HIV cell 

entry by pre-occupying the receptor and blocking the binding of HIV gp120 to the 

coreceptor.  Natural chemokines MIP-1, MIP-1, RANTES and SDF-1 have been 

shown to possess anti-HIV activities (11,73).  However, use of natural chemokines as 

anti-HIV therapeutics has been unsatisfactory because of the short life time and the 

inflammatory effects caused by chemokine receptor activation.  It has been reported that 

in some in vitro systems, RANTES and other CC-chemokines actually enhanced HIV 

infection, probably due to enhanced cell activation (74-76).  Another concern is that the 

use of CC-chemokines might accelerate the shift from the less pathogenic R5-tropic HIV 

to the X4-tropic HIV (77-78).   
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Therefore, tremendous efforts have been made to overcome these drawbacks.  

Various truncations, mutagenesis, chemical-modifications have been made to natural 

chemokines to increase their lifetime, reduce or eliminate their receptor activation 

activity and increase their inhibitory effect against HIV.  Among all natural chemokines, 

the CCR5 receptor targeting CC-chemokine RANTES has likely been studied the most.  

N-terminal truncations caused RANTES to lose its agonist activity but retained the 

CCR5 binding activity: RANTES (3-68) and RANTES (9-68) were not able to activate 

receptors, but their HIV inhibitory potency was lower than that of the WT RANTES (79-

80).  A series of chemical modifications were made to the N-terminus of RANTES: 

methionylated RANTES (Met-RANTES) showed enhanced anti-HIV activity and no 

receptor signaling (81).  Aminooxypentane (82)-RANTES (AOP-RANTES) showed 

reduced chemotaxis activity and even higher anti-viral potency than Met-RANTES (83).  

Later, PSC-RANTES was synthesized and it showed very potent activity against HIV 

with IC50 value of 0.04 nM in a cell-cell fusion assay (84).  Chemical modification 

provides more versatility in inhibitor design, but a common problem of the chemically 

modified RANTES variants is that they cannot be easily produced in large amount and 

the cost is very high. 

In the past decade, using large-scale screening methods, several recombinant 

RANTES variants have been found to be very potent HIV inhibitors.  Hartley et al. 

selected two highly potent RANTES variants from a large pool of N-terminal randomly 

mutated RANTES variants (85).  P1- and P2-RANTES showed strong inhibition effects 

which are comparable or better than that of AOP-RANTES.  Recently, using the same 
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methods, several next generation N-terminal mutated RANTES variants were selected 

by the same group, 5P12-RANTES, 5P14-RANTES, and 6P4-RANTES have exhibited 

extremely strong anti-viral potency with IC50 values of around 0.03 nM in cell-cell 

fusion assays (86).  5P12 and 5P14 also showed no receptor signaling activity which 

made them excellent HIV entry inhibitors.  Recombinant RANTES variants can be 

easily produced at very low cost, and are promising candidates for HIV microbicides.   

Despite the effectiveness of the modified chemokine inhibitors, many of them 

have serious drawbacks. While the recent RANTES variants are extremely potent, they 

work by binding CCR5, so are only effective against R5 tropic virus, not against X4 

tropic virus.  The worry of accelerating the evolution of HIV to the more-pathogenic X4-

tropic mutants also makes the use of CCR5 targeting chemokine inhibitors questionable.  

Our work with these variants attempts to overcome this obstacle. 

In addition to the coreceptor inhibitors, inhibitors targeting other steps of HIV 

entry have also been found or designed.  Proteins, particularly lectins that bind to gp120, 

have been shown to be effective inhibitors (87-89), as are peptides that bind to gp41 to 

stop 6-helix bundle formation (64).  In particular, so-called C-peptides that are derived 

from the C-terminus of gp41 effectively bind to the N-terminus of gp41 to inhibit 

infection.  One of these peptides, T-20, has been approved for clinical use (90-92).  

Figure 1.4 shows the mechanism of action of C-peptides, and a list of several gp41 

derived C-peptides.  While the C-peptides are effective against most strains of HIV, their 

potency is limited to nanomolar levels, and the virus can evolve so that the peptides bind 

less well (64,90-93).   
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Figure 1.4  Mechanism of action of C-peptides.  A. Simplified diagram of gp41 6-helix 

bundle formation and inhibition by fusion inhibition peptides; B. Crystal structure of 6-

helix bundle formed by N- and C-peptides;  C. Several fusion inhibiton peptides derived 

from HRC of gp41. 

A 
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In the past three years, several studies have focused on a new direction of 

developing effective inhibitors through combining or linking HIV inhibitors targeting 

different steps of HIV cell entry.  Simultaneously inhibiting multiple entry steps could 

lead to stronger and more comprehensive inhibition, and potentially overcome the 

disadvantages of each individual inhibitor or component.  In 2008, Kopetzki et al. 

designed a bifunctional fusion inhibitor (BFFI) comprising a CCR5mAb covalently 

linked to two T-2635 fusion peptides (94).  This BFFI exhibited stronger inhibition 

against R5-tropic viral strains than the parent CCR5mAb, and because of the linked T-

2635 peptide, the BFFI also showed inhibition activity against X4-tropic virus in certain 

in vitro test systems, although it was ineffective against X4 virus under most conditions.  

In 2009, a second generation CD4-BFFI was reported (95).  This new BFFI was created 

by covalently linking two T-2635 fusion peptides to one CD4 anchoring mAb.  This new 

BFFI targets the CD4 receptor instead of CCR5, which makes the molecule active 

against both R5-tropic and X4-tropic viruses.  In addition to this benefit, by 

simultaneously targeting both the cell surface CD4 receptor and the virus gp41, the BFFI 

showed extremely high anti-HIV potency with IC50 value as low as 0.014 nM against 

certain virus strains, and the BFFI showed less susceptibility to cell surface receptor 

density change or virus mutation.  Despite the strong inhibition activities, the major 

problem with these antibody-derived BFFIs is that they have to be produced in 

mammalian cells, which greatly increases the cost and difficulty of production and limits 

their practical value as anti-HIV therapeutics. 
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The newest “multi-purpose” inhibitor in this class was published by our lab.  

Griff37 comprises one gp120 targeting protein griffithsin covalently linked to one C-

peptide, C37 (96).  Griff37 showed higher anti-viral potency than either griffithsin or 

C37 when they were acting alone.  It also inherited the ability of griffithsin and C37 to 

inhibit both R5- and X4-tropic viruses.  Griff37 is fully recombinant, and is easy to 

produce in large amounts in E. Coli.  

During my Ph.D. study, we independently developed a similar strategy, and 

designed two new chimeric HIV inhibitors.  These chimeric inhibitors showed extremely 

strong antiviral activities against both R5 and X4 strains with IC50 value as low as 0.004 

nM, which is probably the strongest reported so far by anyone.  They also work 

extremely well on human peripheral blood mononuclear cells, which are natural targets 

of HIV.  The mechanism of action of the chimeric inhibitors was also characterized 

using biochemical methods.  Results of this study also suggest a potent approach for 

optimizing existing HIV entry inhibitors or designing new inhibitors.  Details of this 

study will be further discussed in Chapter IV. 
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CHAPTER II 

CHARACTERIZATION OF THE GLYCOSAMINOGLYCAN-BINDING 

MECHANISM OF vMIP-II* 

 

Introduction 

 

GAG binding plays an important role in chemokine function. While GAG binding 

is not essential for receptor binding in vitro (23-26), several studies have demonstrated 

that the ability of a chemokine to bind GAGs is critical for in vivo function (27-29).  

GAGs control chemokine function in many ways: GAGs help immobilize chemokines 

on the endothelial cell surface (30-31), where natural chemokines presumably form a 

concentration gradient (31-36), and these chemokines recruit leukocytes to move along 

the gradient by activating chemokine receptors on the leukocyte surface (37). GAG 

binding also protects chemokines from proteolysis and induce chemokine 

oligomerization (38-39).  Overall, GAG binding helps chemokines to increase their local 

concentrations and enhance receptor signaling (23,25,40-41).  

Very little has been reported about vMIP-II’s ability to bind glycosaminoglycans 

(GAGs) on the luminal surface of the endothelial cells.  The major role of vMIP-II is 

regulating immune responses, and as with human chemokines, GAG binding may be  

____________ 
* Part of the data reported in this chapter is reprinted with permission from 
“Characterization of the Interactions of vMIP-II, and a Dimeric Variant of vMIP-II, with 
Glycosaminoglycans” by Bo Zhao and Patricia LiWang, 2010, Biochemistry, 49, 7012-
7022, Copyright 2011 by American Chemical Society. 
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essential for for vMIP-II to perform its natural function in vivo.  vMIP-II may build up 

its own concentration gradient at the infection site and disrupt leukocyte recruitment, 

possibly by competing with human chemokines for binding to many chemokine 

receptors on the leukocyte surface, and/or by displacing chemokines from cell surface 

GAGs to disrupt the normal human chemokine gradient.  Therefore, it is important to 

understand the GAG binding mechanism of vMIP-II. 

Several structural studies suggested that chemokines’ GAG binding is mediated by 

basic residues on the chemokine surface, since cell surface GAGs are negatively charged 

polysaccharides.  Previous studies on MIP-1 and RANTES confirmed that positively 

charged residues like R18, and the 40’s loop BBXB domain residues (named for Basic-

Basic-Any-Basic amino acids) are critical for GAG binding (24,97-98).  For MCP-1, 

basic residue R18, K19, R24, and K49 forms the primary GAG binding site (99).  

Quaternary structure of the chemokine also plays an important role in GAG binding.  

The currently accepted hypothesis is that the dimer form is more capable of binding 

GAGs, while the monomeric form of the chemokine is responsible for binding the 

receptors (100).  It is likely that chemokines bind GAGs in the dimer or oligomeric form 

and then dissociate into monomers to bind to the receptors (24,100-101).  

The structure of vMIP-II has been solved by both NMR (53-55) and X-ray 

crystallography (56-57).  vMIP-II is a highly basic protein with 8 Lys and 5 Arg out of 

71 total residues, and is predominantly a monomer under most conditions (53-55,57), 

although under some crystallization conditions it has been observed as a dimer (56).  In 

the present report, a high affinity vMIP-II dimeric variant has been designed.  We 
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present full backbone assignments of the dimeric vMIP-II variant by NMR, and 

demonstrate that vMIP-II provides an excellent opportunity to study the structural and 

functional differences between the two quaternary structural forms of chemokines at the 

atomic level.  Mutagenesis, NMR, chromatography, and molecular docking are 

described to characterize the GAG binding mechanism of both quaternary structural 

forms of vMIP-II.  Results show that vMIP-II uses a very similar mechanism as human 

chemokines to bind GAGs despite having many more basic residues than its close 

homolog, human MIP-1, and also show an interesting role for chemokine dimerization 

in GAG binding. 

 

Experimental Procedures 

 

Protein preparation.  The gene for vMIP-II was synthesized using overlapping 

oligonucleotides.  vMIP-II mutations were made using the QuikChange Site-Directed 

Mutagenesis method (Stratagene, La Jolla, CA).  vMIP-II wild type and variants were 

expressed in the pET-32a(+) expression vector along with a thioredoxin fusion tag 

(Novagen, Madison, WI).  The vectors were transformed into BL21(DE3), and grown in 

1 liter 15N minimal medium using 15NH4Cl as the only nitrogen source.  For NMR 

chemical shift assignment experiments, 13C-labeled glucose was used as the only carbon 

source to produce the 13C-15N-labeled L13F variant, while for other mutants unlabeled 

glucose was used.  Protein production was induced with 1 mM IPTG.  The cells were 

harvested by centrifugation 4 hours after induction.  The cell pellet was resuspended in 
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refolding buffer (5 M Guanidinium/HCl, 3 mM EDTA, 50 mM Tris, 50 mM NaCl, pH 

8.0) with 10 mM benzamidine, and French pressed twice at 16,000 psi.  The solution 

was incubated at room temperature for 2 hours with stirring followed by a centrifugation 

at 20,000 ×g for 30 minutes. The supernatant containing the denatured protein was 

passed through a Ni chelating column and eluted with imidazole in 5 M guanidinium 

chloride, 50 mM Tris (pH 8.0), 500 mM NaCl.  The purified proteins were slowly stirred 

overnight with the addition of 10 mM β-mercaptoethanol, and refolding was carried out 

by dialysis against 50 mM NaCl, 2 mM CaCl2, 20 mM Tris-HCl (pH 8.0).  To remove 

the fusion tag, recombinant enterokinase (Novagen, Madison, WI) was added and the 

solution was incubated 3-7 days at room temperature. Precipitated matter was removed 

by centrifugation at 20,000 ×g for 30 minutes and the enterokinase digested protein was 

purified on a C4 reversed phase chromatography column (Vydac, Hesperia, CA) using 

an Akta purification system (GE Healthcare), and lyophilized by the Labconco freeze 

dry system (Labconco Corporation, Kansas City, MO).   

NMR spectroscopy.  All NMR data were acquired at 25 °C on Varian Inova 500 or 

600 MHz, or Bruker 600 MHz spectrometers.  NMR samples were prepared by adding 

lyophilized proteins into 20 mM sodium phosphate (pH = 2.5, 5.4, or 7.4, depending on 

the specific requirement for each experiment).  The effect of pH variation on chemokine 

quaternary structure was also evaluated by NMR.  While many CC-chemokines require 

low pH to avoid aggregation, vMIP-II was soluble throughout the range of pHs 

examined.  The chemical shift was referenced relative to internal DSS (2,2-dimethyl-2-

silapentane-5-sulfonic acid) (102).  The data were processed using NmrPipe (103) and 
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analyzed using PIPP (104).  For 2D HSQC spectra, SW=6982.631 Hz (1H) and 1700.030 

Hz (15N), with 512* points in 1H and 128* points in 15N. The 3D HNCACB experiments 

were acquired with SW=7804.117 Hz (1H), 9599.232 Hz (13C) and 1619.991 (15N), 

number of points are 512* in 1H, 64* in 13C, and 32* in 15N. 

NMR titration.  Titrations of wild type vMIP-II and vMIP-II dimeric variant 

Leu13Phe with disaccharide I-S (V-labs, Covington, LA) were performed in 20mM 

Sodium Phosphate buffer at pH 7.4.  Aliquots from stock solutions of disaccharide (I-S 

also dissolved in 20mM Sodium Phosphate buffer at pH 7.4) were added to samples of 

0.1–0.3 mM 15N-labeled protein.  At the concentrations used, wild type vMIP-II was 

observed to be entirely monomeric except upon the addition of 1500 M disaccharide, 

and for the L13F variant, only a single set of peaks (dimer) were observed.  Maximum 

concentration of I-S titrated was 1500 M in wild type vMIP-II, and 900 M in vMIP-II 

L13F.  One 1H-15N HSQC spectrum was acquired after each titration. The change in pH 

of the protein sample upon addition of disaccharides was negligible.  For every I-S 

titration experiment, the change in HSQC cross-peaks of the backbone amide groups of 

the vMIP-II proteins were calculated as in Equation 1 (105), the observed total chemical 

shift perturbation (Δδobs) for each residue can be calculated as the weighted average 

chemical shift changes of the 1H (ΔδH) and 15N (ΔδN).   

Δδobs = {[(ΔδH)2 + (ΔδN/5)2]/2}1/2  (Eq. 1) 

In the presence of different concentrations of disaccharides, the chemical shifts for 

vMIP-II is the population-weighted average of the chemical shifts of free and 

disaccharide-bound protein.  As defined in Equation 2, the observed chemical shift 
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perturbation Δδobs is related to the ratio of disaccharide-bound vMIP-II to total vMIP-II 

(Vb/Vt), 

Δδobs = (Vb/Vt) * Δδmax (Eq. 2) 

where Δδmax is the difference of the chemical shifts between the fully bound and free 

form of vMIP-II, Vb is the concentration of bound vMIP-II, and Vt is the total 

concentration of vMIP-II.  Assuming that one disaccharide binds only one vMIP-II 

monomer (or one subunit of the dimeric vMIP-II L13F variant), the ratio Vb/Vt can be 

calculated by Equation 3 (106),  

Vb/Vt = 0.5{(1 + KdVt + Dt/Vt) – [(1 + Kd/Vt + Dt/Vt)2 - 4*Dt/Vt]1/2}  (Eq. 3) 

where Dt is the total concentration of disaccharide I-S and Kd is the apparent 

dissociation constant of the vMIP-II I-S complex.  For each titration, the ratio Dt/Vt and 

the Δδobs for those residues that undergo disaccharide-induced chemical shift changes 

are fit to Equations 2 and 3 using KaleidaGraph 3.5 (Synergy Software, Reading, PA) to 

give an apparent dissociation constant Kd for each residue.   

Heparin chromatography.  Lyophilized proteins were dissolved in 0.5 mL 50 mM 

Tris buffer (pH 7.4) and injected into a 1 mL Hi-Trap heparin column (GE Healthcare).  

The column was rinsed with 5 mL Tris buffer and followed by a NaCl concentration 

gradient from 0 M to 1 M in the same buffer (50 mM Tris, pH 7.4) with the flow rate of 

0.5 mL/min.  The absorbance at 280 nm was monitored.  Each experiment was done in 

duplicate to ensure the repeatability of the results.  The same experiments were repeated 

on 1 mL Hi-Trap SP columns (GE Pharmacia) as a control.  Essentially no differences in 
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results were observed when 50 mM sodium phosphate buffer was used instead of Tris 

buffer. 

Analytical ultracentrifugation (AUC).  Sedimentation equilibrium analyses were 

performed at 25 °C on a Beckman Optima XLA analytical ultracentrifuge, using an AN 

60 Ti rotor with multiple speeds and variable protein concentrations to obtain the 

molecular weight and dimer dissociation constant of the proteins.  Wild type vMIP-II 

and L13F samples of different concentrations were dissolved in 20 mM sodium 

phosphate buffer containing 150 mM NaCl at pH 2.5, 5.4 and 7.4.  Samples were 

centrifuged at 3,000, 15,000, 35,000, and 42,000 rpm.  During each equilibrium 

experiment, samples were monitored by measuring the absorbance at 280 nm.  The data 

were processed with the software “Origin” (107), and each set of experimental data was 

fit to single ideal model or monomer–dimer equilibrium model using a nonlinear least 

squares fit.  Wild type vMIP-II at pH 2.5 and 5.4 only fit a to single ideal monomer 

model, and were not able to be fit to a monomer-dimer equilibrium.  Wild type vMIP-II 

at pH7.4 and vMIP-II L13F at all pH values fit best to monomer-dimer equilibrium 

models.  Vbar for each protein was estimated using software Sednterp (www.rasmb.org), 

and the dimer dissociation constant (108) was calculated using the standard method 

described previously (109-110) using the fit Ka from Origin (107). 

NMR constraint-driven molecular docking.  Molecular docking of disaccharide 

Heparin I-S on monomeric and dimeric vMIP-II (protein data bank code: 1VMP, 1CM9 

respectively) was performed using the software HADDOCK2.1 (Alexandre Bonvin, 

Utrecht University).  Experimental data such as the chemical shift perturbation data from 
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the NMR titration and mutagenesis data on the heparin column are introduced as 

Ambiguous Interaction Restraints (AIRs) to drive the HADDOCK docking process.  

Residues with a chemical shift perturbation higher than the average chemical shift 

perturbation plus one standard deviation were selected as “active” residues as defined in 

HADDOCK instructions. The protein structures were further analyzed using the 

VADAR server, and residues with less than 50% surface accessibility were excluded. 

“Passive” residues are defined as the residues that are within or near the “active” 

residues, but only residues with more than 50% surface accessibility were selected. 

“Active” and “passive” residues were used to generate the Ambiguous Interaction 

Restraints (AIRs) (111) to drive the docking. 

Optimized parameters for liquid simulation (OPLS) were used, as described in the 

HADDOCK instruction manual.  The geometric coordinate and parameter files for the 

proteins were parallhdg5.3.pro and topallhdg5.3.pro.  For the ligand (H1S from the 

RANTES disaccharide complex 1U4L), the parameters were calculated and optimized 

using the PRODRG server (112).  

For both monomeric and dimeric vMIP-II, the docking was performed in 1:1 ratio 

of disaccharide: protein (the dimeric vMIP-II was defined to use only one of the two 

identical subunits for docking).  For each docking experiment, a total of 1000 complex 

structures were calculated during the rigid body docking, and the best 200 structures in 

terms of intermolecular energies were further analyzed with semiflexible annealing and 

water refinement.  The root-mean-square deviations (rmsd) of the final set of docked 

structures were calculated, and the final structures were clustered using the algorithm 
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described in Daura et al. (113). The clusters were scored using a weighted sum of a 

combination of energy terms. 

 

Results 

 

Design of a vMIP-II dimer in solution.  Chemokines can exist in a variety of 

quaternary states, which are influenced by solution conditions (97,101,114).  However, 

the viral chemokine analog vMIP-II is observed to be predominantly monomeric in 

solution under most conditions, even at millimolar concentrations (Figure 2.1B) (53-55).  

To investigate how different quaternary states of vMIP-II interact with disaccharide in 

solution, we designed a vMIP-II variant which is a high affinity dissociable dimer in 

solution.  Most human CC chemokines have a Phe or Tyr in the 13th  position.  In MIP-

1, the human analog of vMIP-II, Phe13 is the single most important residue for both of 

its quaternary structure and function.  The mutant Phe13Leu disrupts dimer formation in 

MIP-1β, greatly reduces its GAG binding affinity (24), and also caused more than a 100 

fold drop in CCR5 receptor binding affinity (115).  vMIP-II, unlike its human analogs, 

has a Leu in its 13th position. To further investigate the role of the 13th position in 

vMIP-II, we mutated Leu13 to Phe and analyzed the structural and functional changes.  

Analytical ultracentrifugation (AUC) experiments on this vMIP-II variant revealed that 

vMIP-II L13F is a dimer in solution, with a Kd of 41 μM at pH 5.4, while wild type 

vMIP-II is a monomer under these conditions (Figure 2.1A).  Moreover, the dimerization 

of vMIP-II L13F was found to be dependent on pH, with a Kd ranging from 129 μM at  
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Figure 2.1  vMIP-II L13F is a dimer in solution.  A. Analytical Ultracentrifugation data 

at pH 5.4.  Wild type vMIP-II fits only to a single ideal monomer model, giving a fitted 

molecular weight that is the same as that calculated from the protein sequence.  The 

vMIP-II L13F mutant fits to a monomer-dimer equilibrium model, with a dissociation 

constant of 41 M.  B. Overlay of the chemical shift assigned 15N HSQC spectra of wild 

type vMIP-II (black) and vMIP-II L13F (red), both at pH 5.4 and 1 mM concentration.  

Peak shifts upon mutation were observed at many residues, not only at the mutation site. 

 



 

 

27 

pH 2.5; a Kd of 41 μM at pH 5.4; to a Kd 0.74 μM at pH 7.4 (data not shown).  This is in 

contrast to wild type vMIP-II, which is almost universally observed as a monomer, 

although AUC experiments show that it has a very weak tendency to dimerize at pH 7.4. 

As shown in Figure 2.1B, the L13F mutation causes dramatic change in the 15N 

HSQC spectrum compared to the wild type protein, not only at the 13th position, but 

also at many other residues.  Given the results of the analytical ultracentrifugation, it is 

likely that the change in spectrum in the mutant is due to dimerization, a possibility that 

is supported by the known structures of chemokine dimers.  Chemokines form two 

different kinds of dimer, the CC type dimer (which uses the N-terminus and 30’s loop as 

dimer interface) (116), and the CXC type dimer (which uses -strand 1 and the C-

terminal helix to dimerize) (117-119).  Since a crystal structure of wild type vMIP-II 

shows a CC-type dimer (PDB code 1CM9) (56), it is likely that the dimer form of vMIP-

II L13F is also a CC type dimer.  To enable further analysis of the dimerization of L13F, 

an HNCACB experiment was performed.  Full backbone chemical shift assignments (1H, 

15N, 13Cα, 13Cβ) of vMIP-II L13F were determined using standard methods, and the 

assignment is shown in Figure 2.1B.  This sequence assignment enabled a residue-by-

residue comparison with the wild type protein, resulting in an estimation of the relative 

extent of structural changes for each residue.  The results (Figure 2.2) showed that the 

greatest chemical shift perturbations occurred in the N-terminus, N-loop, 30’s loop, and 

residues 50-52 which are the same areas expected to be involved in a CC chemokine 

dimer, and correspond well to the vMIP-II dimer crystal structure, indicating that vMIP-

II L13F indeed very likely forms a CC type dimer. 
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Figure 2.2  Chemical perturbation chart.   The chemical shift difference of each residue 

between the monomer (wild type) form and the dimer form (vMIP-II L13F) is mapped 

out.  
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Wild type vMIP-II and vMIP-II L13F therefore show two distinct forms of 

quaternary structure in solution, which provide a good model to study the relationship 

between chemokine quaternary structure and chemokine - GAG binding function.  

NMR studies of disaccharide binding by wild type vMIP-II.  NMR studies were 

carried out to map the important residues in the vMIP-II - GAG interaction.  

Polysaccharides would be ideal for studying this interaction, but the presence of either 

heparin or low molecular weight heparin (which is a mixture of heparins with an average 

length of about 10 saccharide units) in solution caused dramatic aggregation of the 

protein.  So the disaccharide I-S, which has been used in several chemokine binding 

studies, was used instead (97-98,101,120).  Using the known sequential assignments of 

the wild type vMIP-II, 1H-15N HSQC experiments were carried out to monitor the 

chemical shift changes of each residue upon titration of the protein with heparin 

disaccharide I-S.  An overlay of the HSQC spectra of wild type vMIP-II containing 

different concentrations of disaccharide clearly shows changes, indicating binding or 

conformational change in several areas (Figure 2.3).  Another notable difference 

observed after titrating in 1500 μM I-S was the appearance of new peaks.  These indicate 

the formation of a vMIP-II dimer, consistent with previous results that adding high 

concentration disaccharide does promote dimerization of chemokines (24,40,101,121), 

even for this “monomeric” chemokine. 

The chemical shift perturbation of each residue upon titration with heparin I-S 

disaccharide is shown in Figure 2.4A, where red stars indicate the regions that undergo 

the most change in chemical shift during the titration.  Residue R18, L25, K45, R48,  
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Figure 2.3  15N HSQC spectral overlay of wild type vMIP-II (150 M, pH 7.4) titrated 

with heparin I-S disaccharide with peak assignment. Selected peaks are labeled.  A 

separate color is shown for the spectrum at each titration amount:  Black, 0 M I-S; Red, 

200 M I-S; Green, 400 M I-S; yellow, 600 M I-S; Purple, 800 M I-S; Brown, 900 

M I-S; Turquoise, 1100 M I-S; Salmon, 1300 M I-S; Blue, 1500 M I-S.  
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Q49 and W58 undergo the most significant chemical shift change, and the apparent 

affinity of I-S binding to these residues is calculated by plotting the chemical shift 

perturbations at different I-S concentrations and fitting to a saturation curve (Figure 

2.4B).  The maximum concentration of disaccharide titrated was 1500 M, since higher 

concentration caused severe precipitation, so the fully saturated concentration may not 

have been achieved.  This residue-specific data allows an estimation of the binding 

affinity of the heparin I-S to vMIP-II.  The data of the 3 adjacent 40’s loop residues K45, 

R48 and Q49 all can be fit with a similar Kd around 113 μM, and another positively 

charged residue R18 also has a similar apparent Kd of 160 μM.  These residues possibly 

form a binding groove for the disaccharide, which is in agreement with findings on its 

human chemokine analogs that R18 and the 40’s loop BBXB domain are critical GAG 

binding sites.  The other basic residue, R46 in vMIP-II’s BBXB domain, was not visible 

on these HSQC spectra at pH 7.4, so we were unable to assess the importance of this 

residue on disaccharide binding with this NMR experiment.  Interestingly, a comparison 

of the structure of vMIP-II with the chemical shift perturbation shows that the residues 

undergoing the most significant chemical shift changes are all located on one face of the 

protein.  In contrast, residues from the other surface of the protein do not show 

significant changes, even the positively charged residues K37, K54, K56, K60 and K61 

(Figure 2.5). 
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Figure 2.4  Chemical shift perturbation of vMIP-II WT upon I-S titration and I-S 

binding affinity calculation.  A. Chemical shift perturbation of wild type vMIP-II after 

titration with 1500 mM disaccharide I-S. The red dashed line indicates the average value 

of the chemical shift perturbation; the red stars indicate the residues that undergo the 

significant chemical shift change and do not overlap with other residues in the spectra.  

B.  Heparin I-S binding affinity calculation for the 6 residues labeled by red stars in A.   
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Figure 2.5  Surface charge figure of vMIP-II.  Residues with positive charge and 

negative charge are colored blue and red, respectively.  Left panel, the "front" surface, 

containing R18, R46, and R48; Right panel, the "back" surface of vMIP-II.   
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Heparin chromatography of vMIP-II variants.  The small size of heparin I-S (MW 

= 665) makes it in several ways unlike a physiological GAG, which has many more 

saccharide units that likely confer higher affinity binding due to avidity and possibly 

structural arrangement.  As mentioned above, NMR experiments in the presence of the 

longer “low molecular weight heparin” resulted in precipitation and no usable results 

could be obtained (data not shown).  Therefore, to confirm our findings from the NMR 

experiments, and to provide data on the interaction of vMIP-II with longer chain GAGs, 

heparin chromatography was carried out on vMIP-II and its variants to determine 

whether the residues mapped by NMR in the presence of disaccharide are also important 

in binding polysaccharides.   

Several variants of vMIP-II were constructed and purified (Table 2.1).  The HSQC 

NMR spectrum of each variant was measured, and all mutants showed similar spectral 

attributes as the wild type vMIP-II (data not shown), indicating the mutations did not 

affect the overall structure of the protein.  Commercially prepared immobilized heparin 

is a highly sulfated polysaccharide with 20-25 repeated units of disaccharides.  Proteins 

are loaded onto the heparin column, and then eluted using NaCl buffer.  The elution 

concentration of NaCl indicates the strength of the interaction between the protein and 

heparin.  As a control, the same experiments are repeated on an SP cation exchange 

column, which contains only the negatively charged sulfate but not the polysaccharides, 

to estimate the extent of specific binding to heparin versus the electrostatic binding to 

the sulfate groups of the SP column.   
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Table 2.1  Heparin binding affinities for vMIP-II variants as measured by NaCl elution 

concentrations. 

vMIP-II Mutant 
Heparin 

NaCl (mM) 
SP 

NaCl (mM) 
NaClHep 

(mM) 
NaClSP 

(mM) 

WT 

R18A 

K45A 

R46A 

R48A 

R46AR48A 

K45AR46AR48A 

K54A 

L13F 

P8AL13F 

L13A 

630±1.5 

473±1/585±1.5 

593±0.5 

535±0.5 

514±2 

449±0.5 

438±1 

611±1.5 

753±1 

561±1 

564±2 

623±1 

487±0.5 

545±0.5 

503±1.5 

512±0.5 

419±1 

390±1 

617±1 

653±2 

626±1 

626±0.5 

/ 

157/45 

37 

95 

116 

181 

192 

19 

-123 

69 

66 

/ 

136 

78 

120 

111 

204 

233 

6 

-30 

-3 

-3 

 

Every experiment was done in duplicate.   

NaCl indicates change in NaCl elution concentration from the wild type value.   

All elution profiles are similar in peak shape and height, and no unbound flow-through 

peaks were observed. 

For R18A, 2 peaks of about equal size were observed.   
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As shown in Table 2.1, wild type vMIP-II binds tightly to the heparin column, 

requiring 630 mM NaCl for elution.  As a comparison, human chemokine MIP-1 has 

been shown to elute earlier, at 500 mM NaCl (24,100); and the chemokine RANTES, a 

more basic protein than MIP-1 and also a dimer, has been shown to elute at 800 mM 

(122). Single point mutations in vMIP-II at R18 and each of the basic residues of the 

BBXB motif to Ala significantly decreases the binding affinity of vMIP-II to heparin 

(Table 2.1). Among the 40's loop point mutants, R46 and R48 show a significant effect, 

and K45A shows the least effect.  Double mutant R46A/R48A and triple mutant 

K45A/R46A/R48A on the 40’s loop BBXB domain were also made, and these variants 

showed the greatest loss of heparin binding affinity among all mutants (Table 2.1).  As a 

control, each mutant was also bound to a sulfate-containing cation-exchange SP column 

(Table 2.1).  As expected, all the mutants with a loss of a positively charge residue 

exhibited reduced affinity for the negatively charged SP column.   

Unlike the basic residues in the putative binding site formed by R18, K45, R46 

and R48, positively charged residues on the other face of vMIP-II are not very important 

for GAG binding.  For instance, residue K54 is located in the middle of the “back” 

surface. Heparin and SP chromatography results showed that the K54A mutation did not 

affect binding to GAGs (Table 2.1). 

For these variants with mutations on the positive charged residues, the heparin and 

SP chromatography profiles showed that the vMIP-II - GAG interaction is site-specific, 

and the nature of this interaction is almost purely electrostatic between the positively 

charged residues of the binding site and the negatively charged sulfate groups on GAGs.  
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Dimeric vMIP-II variant binds GAGs more tightly than the wild type protein.  The 

vMIP-II L13F dimeric variant requires 753 mM NaCl for elution from the heparin 

column, which is much more than for the wild type protein (Table 2.1).   As a control for 

the presence of Phe at the 13th position (as opposed to dimer formation), a mutation at a 

different site was made to vMIP-II L13F to abrogate the dimer.  The mutation from 

proline to alanine at the 8th position has been shown for several chemokines to disrupt 

the wild type dimer (115,123).  We made a P8A mutation in addition to the L13F 

mutation on vMIP-II, and this double mutant was indeed a folded monomer in solution 

as judged by NMR (data not shown).  The P8AL13F vMIP-II did bind to heparin column 

with much lower affinity than L13F vMIP-II (Table 2.1), indicating that quaternary state 

is indeed a key mediator of GAG binding.  In a comparison with wild type vMIP-II, the 

P8AL13F variant showed slightly reduced binding affinity to the heparin column. To 

further test the importance of the 13th position in vMIP-II, we made an L13A mutation 

which would reduce the size of the wild type side chain.  As judged by HSQC spectrum, 

L13A was also observed to be a monomer in solution as expected (data not shown). 

L13A not only showed a large decrease in the elution concentration of NaCl from the 

dimeric L13F, but also a moderate decrease compared to the wild type protein (Table 

2.1).  

Chromatography experiments on an SP sepharose column were carried out as a 

control for electrostatic interactions versus specific binding to GAGs (Table 2.1).  Since 

no change in charge was involved in these mutations, little difference between L13 

mutants and wild type protein was observed for SP column elution, as expected, unlike 
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the large difference observed for the heparin column. Similarly, the P8AL13F and L13A 

mutations, which gave a moderate decrease in affinity for heparin column, had almost no 

effect on binding the cation-exchange SP column.  This indicates that the overall 

structure (i.e. dimer) of the L13F mutant is responsible for the tighter binding to heparin, 

rather than simply an increase in local positive charges. 

NMR studies of disaccharide binding by the dimeric vMIP-II L13F.  Since 

different quaternary states of vMIP-II clearly have different GAG binding ability, a 

NMR titration experiment was carried out to study the disaccharide binding properties of 

the vMIP-II L13F dimer.  Heparin I-S was titrated to the vMIP-L13F protein solution, up 

to 900 μM (higher concentrations of I-S caused aggregation).  The resulting chemical 

shift perturbation upon titration of heparin I-S with dimeric L13F is shown in Figure 2.6.  

The backbone sequence assignment allows a residue-by-residue comparison between the 

wild type and dimeric variant upon GAG binding.   Similar to the wild type protein, the 

important residues for heparin I-S binding on the L13F variant are also apparently 

located at R18 and the 40’s loop.  The residues L25, V59, basic residues of the N-loop 

K17, R18, basic residues of the 40’s loop K45, R46, and R48 undergo the most spectral 

change upon heparin I-S binding.  Large differences in chemical shift are also apparent 

at the N-terminus of the L13F mutant upon titration with disaccharide (Figure 2.6A), 

unlike the wild type protein, where the N-terminal peaks are either not significantly 

perturbed or not visible in the spectrum.  
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Figure 2.6  Chemical shift perturbation of vMIP-II L13F upon I-S titration and I-S 

binding affinity calculation.  A. Chemical shift perturbation chart of vMIP-II L13F 

titrated with heparin disaccharide I-S. The red dashed line indicates the average value of 

the chemical shift perturbation; the red stars indicate the residues that undergo the most 

significant chemical shift change and that do not overlap with other residues on the 

spectra.  B.  Heparin I-S binding affinity calculation for the residues labeled by red stars 

in A. 
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Modeling of disaccharide interaction with monomeric and dimeric vMIP-II.  To 

further characterize and compare the GAG binding mechanisms of monomeric and 

dimeric vMIP-II, we used molecular docking calculations, using HADDOCK2.1 (124), a 

well-established method which uses experimental data as well as energetic and shape 

complementarity factors to drive molecular docking (125).  Chemical-shift data were 

used to generate the ambiguous interaction restraints (AIRs) for the docking.  

HADDOCK calculations produced clusters of complex structures, and revealed 

interesting insights into the likely GAG binding mechanism of vMIP-II. 

A representative structure of I-S binding to wild type monomeric vMIP-II (the 

best structure of the best ranking cluster, in terms of intermolecular binding energy, 

Table 2.2) is shown in Figure 2.7A and 2.7B, where the disaccharide fits in the binding 

pocket formed mainly by R46, R48 and R18.  An overlay of 8 structures from the same 

cluster showed a similar binding site with slight variations on the orientation of I-S 

(Figure 2.8A). The binding site correlates very well with the NMR titration data (Figure 

2.8C). Figure 2.7B shows the residues of vMIP-II that possibly contribute to I-S binding.  

As expected, electrostatic interactions between the negatively charged sulfate groups and 

the positively charged Arg residues play an important role.  While NMR showed a large 

chemical shift change for L25, which is located in the middle between R46, R48 and 

R18, this residue is not exposed on the surface, so the significant chemical shift change 

is probably due to structural perturbations, not direct saccharide binding. 
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Figure 2.7  HADDOCK model of the vMIP-II/disaccharide I-S interaction.  Positively 

charged and negatively charged surface regions of vMIP-II are shown in blue and red, 

respectively.  For both vMIP-II and disaccharide, yellow, red, and blue colors represent 

sulfur atoms, oxygen atoms, and nitrogen atoms, respectively.  A. A model of the 

interaction of monomeric vMIP-II (PDB code 1VMP) in complex with disaccharide I-S 

(from PDB 1U4L).  A representative complex structure from Cluster 1 is shown.  B. A 

close-up view of the binding site of A, with side chains of the important residues shown.  

C. An energetically less favorable model calculated by HADDOCK which represents a 

possible alternative mode for monomeric vMIP-II – disaccharide interaction.  D. A 

close-up view of the binding site of C, with side chains of the important residues shown.  

E. HADDOCK model of interaction of dimeric vMIP-II (PDB code 1CM9) in complex 

with disaccharide I-S (from PDB 1U4L).  F. A close-up view of the binding site of E, 

with side chains of the important residues shown. 



 

 

42 



 

 

43 

 

 

Figure 2.8  HADDOCK clusters of structures of wild type vMIP-II in complex with 

disaccharide I-S.  vMIP-II is shown in blue, with differently colored side chains 

representing interacting residues from different complex structures.  Disaccharide I-S is 

shown in red, and the sulfur atoms are colored yellow.  A. Superimposition of the best 8 

complex structures from Cluster 1 as calculated by HADDOCK.  B. Superimposition of 

the best 8 complex structures from Cluster 2 as calculated by HADDOCK.  C.  Surface 

map of the vMIP-II monomer structure (1VMP), with magenta regions representing the 

residues that undergo significant chemical shift perturbations (>1 average + 1 standard 

deviation) upon disaccharide titration. 
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Table 2.2  Statistics of the HADDOCK structures of wild type vMIP-II I-S complexa. 

Cluster 

number 

#struc HADDOCK 

scorec 

RMSD from 

best scored [Å] 

Evdwe 

[kcal Mol-1] 

Eelece 

[kcal Mol-1] 

Cluster1 15 -22.7 ± 4.3 0.7 ± 0.1 -11.4 ± 4.1 -14.5 ± 2.7 

Cluster2 11 -16.0 ± 6.6 1.2 ± 0.2 -9.3 ± 2.9 -8.8 ± 4.9 

Cluster3 5 -9.7 ± 5.3 1.4 ± 0.1 -6.1 ± 1.7 -7.2 ± 3.4 

 

 

Table 2.3  Statistics of the HADDOCK structures of vMIP-II L13F I-S complexb. 

Cluster 

number 

#struc HADDOCK 

scorec 

RMSD from 

best scored [Å] 

Evdwe 

[kcal Mol-1] 

Eelece 

[kcal Mol-1] 

Cluster1 31 -37.3 ± 5.6 1.8 ± 0.6 -18.0 ± 3.1 -15.3 ± 3.0 

Cluster2 8 -37.9 ± 2.8 1.6 ± 0.4 -17.5 ± 1.5 -14.5 ± 1.4 

Cluster3 4 -31.0 ± 5.5 2.2 ± 0.7 -21.5 ± 1.2 -19.2 ± 1.4 

 
a) The structures for the wild type vMIP-II I-S complex were clustered with a 2.8 Å 

cut off according to RMSDs requiring a miminum of four structures per cluster.  

The clusters are ranked according to the average HADDOCK score. 

b) The structures for the vMIP-II L13F I-S complex were clustered with a 1 Å cut 

off according to RMSDs requiring a miminum of four structures per cluster.  The 

clusters are ranked according to the average HADDOCK score.  

c) The HADDOCK score is defined as a weighted sum of energies that are involved 

in the protein ligand interaction.  The default calculation equation provided by 

the software was used.  A lower score indicates lower intermolecular binding 

energy. 
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d) Average RMSD of the cluster compared to the lowest energy structure of all 

calculated structures. 

e) Vdw, the van der Waals energy; Elec, the electrostatic energy. 

 

The docking calculation also generated an energetically less favorable cluster, 

Cluster 2.  A representative structure (Figure 2.7C, D) and the structure overlay (Figure 

2.8B) shows that in this case I-S binds on a different, nearby site of the protein, making 

major contact with K45, R46 and R48 (Figure 2.7D).  The presence of this Cluster 2 may 

suggest a possible secondary binding site that may be used when multiple disaccharides 

or a long chain polysaccharide binds to vMIP-II. 

When calculating disaccharide binding of the dimeric form of vMIP-II (Table 2.3), 

the structures were closely clustered and generated only one binding model.  Dimer 

clusters 1, 2, and 3 all showed very similar structures within 1 Å rmsd to each other, and 

in all structures the I-S binds in the middle of the pocket formed by R46, R48 and R18 of 

one subunit and the N-terminus of the other subunit (Figure 2.7E, F and 2.9A). The 

results also correlated well with the NMR data (Figure 2.9B).  Figure 4F shows that in 

the bound dimer of vMIP-II, the N-terminus of the other subunit inserts into the binding 

cleft, and is clearly involved in I-S binding.  The much lower energy terms compared to 

the monomer binding calculations also indicates that disaccharide binding to the dimer is 

more stable and tight, which is consistent with our experimental results such as heparin 

chromatography. 
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Figure 2.9  HADDOCK clusters of structures of vMIP-II L13F in complex with 

disaccharide I-S.  vMIP-II is shown in blue, with differently colored side chains 

representing interacting residues from different complex structures.  Disaccharide I-S is 

shown in red, and the sulfur atoms are colored yellow.  A. Superimposition of the best 8 

complex structures from Cluster 1 as calculated by HADDOCK.  B.  Surface map of 

vMIP-II dimer structure (1CM9), with magenta regions representing the residues that 

undergo significant chemical shift perturbations (>1 average + 1 standard deviation) 

upon disaccharide titration. 



 

 

47 

Discussion 

 

The importance of chemokine quaternary structure in GAG binding has been 

shown in many chemokine studies (24,97,100-101).  The quaternary state of chemokines 

is determined by many factors.  For instance, it has been shown that concentration, pH, 

and the presence of certain ions such as phosphate can affect the monomer-dimer 

equilibrium for chemokines (114,126).  It has also been shown that GAG binding 

promotes dimer formation of chemokines (24,40,101,114,121).   

The viral chemokine homolog vMIP-II is observed as a monomer in solution 

under most conditions, including millimolar concentration, in the presence of phosphate, 

and at a variety of pH values, although under certain crystallization conditions, it has 

been observed as a CC-type dimer (53-57).  In the present experiments, wild type vMIP-

II is predominantly observed as a monomer in solution.  But the dimeric form of vMIP-II 

may also play a role in its function  as evidenced by its weak tendency to dimerize in 

analytical ultracentrifugation experiments at physiological pH, and also by the 

appearance of a small proportion of dimer peaks in the HSQC spectrum in the presence 

of 1500 M of Heparin I-S disaccharide.  To assist in understanding the GAG binding 

mechanism of vMIP-II, the ability to manipulate its quaternary state is important. 

The point mutant L13F apparently transforms vMIP-II from a largely monomeric 

protein to a CC chemokine-type dimer.  The NMR chemical shift changes upon L13F 

mutation are wholly consistent with expected changes based on the dimeric crystal 

structure of vMIP-II (56).   In particular, residues undergoing the most significant 



 

 

48 

chemical shift change include the N-terminus and N-loop, which are a critical part of the 

CC chemokine dimer interface, making contact with residues 50-52 and the 30's loop of 

the other subunit (respectively), all of which also exhibit chemical shift changes.   

Many studies have been performed to drastically increase the dissociation of 

dimeric chemokines to form largely monomeric variants (97,115,123,127-129), but 

vMIP-II L13F is the first dimer made from a predominantly monomeric chemokine by a 

single point mutation.  With wild type vMIP-II being predominantly monomeric and 

vMIP-II L13F being predominantly dimeric throughout the NMR titration, we have an 

excellent model to study the role of dimerization in chemokine disaccharide interaction.  

The NMR titration results provide an indication of which region is used by wild 

type vMIP-II to interact with GAGs (Figure 2.4).  Basic residues, in particular the N-

loop residue R18 and the 40’s loop residues, play an important role in the interaction 

with the negatively charged sugar.  Two hydrophobic residues, L25 and W58, also have 

resonances that shift significantly upon binding I-S, but it is likely that the chemical shift 

change is due to overall structural change propagation rather than being involved in 

GAG binding directly, since L25 is an internal residue located in the middle of the 

groove formed by R46, R48 and R18, and W58 is located outside of this groove with the 

bulky hydrophobic side chain pointing near the backbone of R18. 

To investigate how vMIP-II interacts with longer polysaccharides, heparin 

chromatography was used.  Variants R18A, R46A, and R48A showed the most 

significant decrease in heparin binding affinity which is consistent with NMR titration 

results indicating these residues form a heparin binding site, similar to human 
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chemokines MIP-1 and RANTES (24,98,122). Perhaps surprisingly, the vMIP-II 

variant K45A did not show a great change in heparin binding affinity, although the 

residue is part of the so-called BBXB GAG binding domain, and significant change was 

observed for the nearby single mutants R46A and R48A.  Further, the double mutant 

R46A/R48A showed almost the same loss of affinity for the heparin column as the triple 

mutant K45A/R46A/R48A, again indicating that K45 is not particularly important in 

GAG binding.  This was not expected since the NMR titration in the presence of the 

disaccharide heparin I-S, showed large movement of this residue.  In similar studies with 

MIP-1, it was found that K45A, and R46A mutations caused significant decrease in 

NaCl elution concentration in heparin column binding, while in that case K48A mutation 

had no effect (24).  While this may suggest a different binding mode between vMIP-II 

and MIP-1β, examination of both of their structures clarifies the issue.  Both proteins 

have basic residues at positions 18, 45, 46, and 48 (the latter three being the BBXB 

motif).  However, the surface charge figure of vMIP-II (Figure 2.5) shows that R18, R46 

and R48 form a clear binding surface while the residue K45 is located away from the 

surface.  In contrast, the dimeric MIP-1 has a clear binding surface comprised of R18, 

K45 and R46 (97,130). These findings indicate that GAG binding on chemokines is site-

specific, and vMIP-II likely binds GAGs using its positively charged surface formed by 

R18, R46, and R48, which is shifted from the binding site of MIP-1 which primarily 

uses R18, K45 and R46. 

Interestingly, as opposed to the patch of basic residues encompassed by R18, R46 

and R48, the other face of vMIP-II, which also has many basic residues (Figure 2.5), 
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does not appear to be involved in high affinity GAG binding.  Basic residues K37, K54, 

K56, K60 and K61 do not show significant chemical shift change upon titration with I-S, 

suggesting that these basic residues may not be directly involved in disaccharide binding.  

Further, when mutation was made to K54, this variant showed similar GAG binding 

affinity as wild type vMIP-II in heparin chromatography (Table 2.1).  This indicates that 

vMIP-II binds GAGs fairly specifically at one site, encompassed by residues R18, R46, 

and R48, despite being overall a highly basic protein with many other positive charges 

throughout its surface.  Basic residues on the “back” side of vMIP-II do not appear to 

contribute to high affinity GAG binding as much as the residues from the binding site do, 

but overall they may help maintain a basal level of electrostatic attraction to the GAG 

target.  Mutating the whole BBXB domain in vMIP-II with the triple mutant 

K45A/R46A/R48A causes a significant drop in heparin binding affinity, but does not 

totally abolish GAG binding as the analogous mutant does in MIP-1 (24). This may be 

similar to the very basic chemokine RANTES, where mutating the BBXB domain 

significantly disrupts binding to heparin column but does not abolish binding completely 

(122).  

Molecular docking based on our experimental data gave us a more comprehensive 

understanding of the disaccharide binding mechanism of vMIP-II.  As is shown in 

Figure 2.7A and B, the docking model predicts that the groove encompassed by 

positively charged R46, R48 and R18 is the energetically favored binding site for 

disaccharide.  Another set of less favorable complex structures (Cluster 2, Figure 2.7C 

and D) suggested a possible secondary binding site for disaccharide when multiple 
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disaccharides or a long chain polysaccharide binds to vMIP-II.  This is supported by the 

heparin chromatography data of R18A variant which showed 2 elution peaks.  When 

R18 is mutated to alanine, the original binding pocket may become less favorable, and a 

saccharide could then bind to multiple sites.  No calculated structure shows binding to 

the positively charged residues on the “back” side of vMIP-II, indicating that this is not a 

favorable disaccharide binding site, which is also consistent with our NMR and 

mutagenesis data.  Possibly, the “back” side is unfavorable because of the interference of 

the negatively charged D57 residue located in the middle of the patch, or perhaps the 

shape of the pocket is not energetically favorable.  

With the NMR sequence assignment of both the monomeric and dimeric forms of 

vMIP-II, NMR titration allows a residue-specific comparison between their mechanisms 

of GAG binding. The chemical shift perturbation charts show that while many features 

of the overall binding site appear to be the same for the monomer and dimer forms of 

vMIP-II, differences are observed, particularly at the N-terminal region. In the dimeric 

L13F variant, the N-terminal residues undergo much larger chemical shift changes, 

indicating that the N-terminal residues are involved in disaccharide binding in the 

dimeric form of the protein.  In the CC-type chemokine dimer structure, the N-terminus 

of one subunit is in close proximity to the conserved basic residues on other subunit, 

likely forming part of the saccharide binding site.  A calculated docking model (Figure 

2.7E and F) confirmed this hypothesis, predicting that disaccharide binds to dimeric 

vMIP-II (PDB 1CM9) at the new binding pocket encompassed by basic residues R46, 

R48，R18, and several N-terminal residues from the other subunit.  The biggest 
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difference compared to the monomer model is the involvement of the N-terminus from 

the other subunit which is consistent with our NMR data.   Compared to the monomer 

disaccharide binding model which has two major binding conformation and higher 

energy terms, the dimer vMIP-II – disaccharide interaction is more specific and 

energetically more favorable.  This is consistent with the heparin chromatography data 

showing that vMIP-II L13F binds to the heparin column more tightly than wild type 

vMIP-II. 

Previous GAG binding studies on vMIP-II’s human analogs MIP-1 and 

RANTES have shown similar binding mechanisms to what we have shown for vMIP-II.  

For MIP-1, basic residues of the BBXB domain and R18 form the principal binding 

pocket, and N-terminal residues are also shown to be involved in GAG binding for this 

dimeric chemokine (97).  For RANTES, positively charged residues of the BBXB 

domain, but not the ones on the other side of the protein, are responsible for GAG 

binding (122). An X-ray crystal structure of RANTES in complex with disaccharide 

confirmed the role of the BBXB motif in GAG binding, but also showed unexpected 

disaccharide binding in the N-loop and 30s loop which was not easily explainable from 

previous studies (98).  Generally, we can conclude that the viral chemokine vMIP-II 

binds GAGs using a similar mechanism as its human CC chemokines analogs.  This 

could provide an explanation for its natural function: This viral chemokine that 

antagonizes many chemokine receptors could build up its own concentration gradient 

upon viral infection (as the human chemokines do), by binding to endothelial surface 

GAGs.  vMIP-II could be protected from proteolysis and could interact with human cell 
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surface receptors more efficiently, and carry out its anti-inflammatory function.  Since 

vMIP-II tends to bind to GAGs more tightly than many human chemokines, it might also 

disrupt the concentration gradient of human chemokines by displacing them from GAGs 

on the endothelial surface. 

The present study also raises certain questions: assuming the viral chemokine 

vMIP-II evolved from a human chemokine ancestor, why did it adopt a Leu at the 13th 

position which resulted in weaker dimerization and GAG binding, instead of Phe, as its 

human analogs do?  A functional comparison between vMIP-II and human CC-

chemokine analog MIP-1 suggests a possible explanation.  Unlike MIP-1, which 

requires a Phe in the 13th position for both receptor binding and GAG binding (24,115), 

our preliminary results (manuscript in preparation) show that although the L13F 

mutation does significantly enhance the heparin binding ability, it does not change the 

affinity of vMIP-II for cell surface receptors CCR5 or CXCR4.  So for receptor binding, 

L13 and F13 are equivalent for vMIP-II, and it has apparently achieved promiscuous 

receptor binding without Phe13.  Regarding GAG binding, although the lack of Phe 

residue at the 13th position leads to a predominantly monomeric form, vMIP-II is still 

able to tightly bind GAGs, more tightly than the dimeric human chemokine MIP-1.  

Considering vMIP-II’s natural function, which is apparently to subvert the human 

immune system and antagonize multiple chemokine receptors, it is possible that binding 

GAGs more tightly (as does the Phe13-containing dimer form) would hinder its anti-

inflammatory function, perhaps by decreasing its mobility. 
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In conclusion, NMR, mutagenesis and molecular docking were carried out to 

elucidate the structural features of GAG binding for the anti-inflammatory viral 

chemokine homolog vMIP-II.  These experiments show that vMIP-II tightly binds 

glycosaminoglycans using residues distributed along only one face of the protein, such 

as R18, R46 and R48, even though the protein is highly basic throughout its surface.  

This study also provides a valuable model to study the role of chemokine quaternary 

state in GAG binding.  With the wild type vMIP-II being predominantly monomeric, and 

the point mutant vMIP-II L13F being predominantly dimeric throughout the NMR 

titration experiments, we were able to analyze the difference in GAG binding 

mechanisms between the two quaternary states at the atomic level.  NMR studies reveal 

a shift in the GAG binding site between monomer and dimer, where the N-terminus is 

involved in GAG binding for the dimeric form.  Docking models confirmed this finding 

and suggested that GAG binding to the dimer form of vMIP-II is energetically more 

favorable.  The tighter GAG binding of the vMIP-II L13F dimer also reinforces past 

results suggesting that the major physiologic role of the chemokine dimer may be to bind 

to GAGs.  The results presented here clarify several aspects of the biochemistry of 

vMIP-II, suggest possibilities for how this viral chemokine analog may function, and 

shed light into understanding the mechanism of how quaternary structure affects GAG 

binding. 
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CHAPTER III 

CHARACTERIZING THE IMPORTANCE OF vMIP-II’S HIGHLY BASIC CORE 

DOMAIN IN ITS BINDING TO CCR5 AND CXCR4 

 

Mini Review of Chemokine/Receptor Interaction 

 

Chemokines are small immune system proteins mediating leukocyte migration and 

activation, and thus play vital roles in health and various diseases.  Chemokines are 

classified into four subfamilies: CC, CXC, CX3C, and XC, based on the sequence of 

their N-terminal conserved cysteine motifs (13).  Chemokine receptors belong to a sub-

group of G-protein coupled receptors (GPCRs) and are classified into 4 subfamilies: 

CCR, CXCR, CX3CR, and XCR, corresponding to the subfamily of chemokine ligands 

they bind to.  The CXC chemokines are further divided into ELR+ and ELR- 

chemokines depending on whether they have the N-terminal conserved Glu-Leu-Arg 

motif (13).   

Up to date, there are about 50 chemokines and 20 chemokine receptors reported.  

There are many chemokines that can bind to multiple receptors and there are many 

chemokine receptors that can bind to multiple chemokine ligands.  However, in most 

cases, chemokines of one subfamily only bind to receptors of the corresponding 

subfamily, and there is strict receptor-ligand binding selectivity.  Because of the 

significant role chemokines and their receptors play in health, development and diseases, 
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it is extremely important that we understand the profound mechanisms underlying 

chemokine/receptor binding and chemokine induced receptor activation. 

Great effort has been made to characterize the chemokine/receptor interplay 

structurally and functionally.  In the past two decades, a wealth of information has been 

obtained on the chemokine part.  NMR and X-ray crystallography studies have resolved 

the structures of many chemokines (118,130-133).  Structural comparison of many 

chemokines even across subfamilies revealed that chemokines share an exceptionally 

conserved tertiary structure, called the “chemokine fold”.  A typical chemokine fold 

comprises a flexible N-terminus with the conserved cysteine motif, an N-loop, three -

strands placed in a Greek key orientation, and followed by a C-terminal-helix (16).  

Although structures of the chemokine ligands have been unveiled, the progress toward 

understanding the mechanism of chemokine/receptor interaction is still severely 

hindered by the lack of structural information of the other binding partner, the 

chemokine receptor.  Chemokine receptors are seven-transmembrane cell surface 

GPCRs.  Until late in the year 2010 (134), there was no direct structural information 

available on chemokine receptors.  Previously solved structures of the similar seven-

transmembrane GPCRs Rhodopsin (135), 1 and 2 adrenergic receptors (136-138) and 

the adenosine receptor A2A (139) shed light on the prediction of the structures of 

chemokine receptor through analogous comparison.  Very recently, the crystal structure 

of a chemokine receptor CXCR4 has been reported (134), which opened up a new era of 

research.  This newly published CXCR4 structure also confirmed the previous predicted 

structural features of chemokine receptors: the chemokine receptor has seven 
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transmembrane helices, and the extracellular domains consist of a sulfated N-terminus, 

three extracellular loops, ECL1, ECL2, and ECL3, while the cytosolic domains include 

three cytosolic loops and the C-terminus.   

Although the first chemokine receptor was only reported 4 months ago (134) (Oct 

2010), and no structure of complete chemokine/receptor complex has been reported, 

extensive structural and functional studies have been carried out to elucidate the 

chemokine/receptor binding mechanisms using mutagenesis and truncation methods and 

by studying chimeric chemokines and chemokine receptors.   

Studies mainly focused on CXC chemokine/receptors, especially how IL-8 

(interleukin-8, CXCL8) interacts with its receptors CXCR1 and CXCR2.  As early as 

1991, Clark-Lewis et al. found that residues of the N-terminus, especially residues Glu4, 

Leu5, and Arg6 (later identified as the ELR motif) are essential for IL-8’s receptor 

binding and activation of neutrophils, while the C-terminus is not required, since a 

truncation analog missing the C-terminal 22 residues is still functional (140).  Moser et 

al later reported that mutation or truncation of the ELR motif abolished IL-8’s function 

to activate receptors (141).  Introduction of the ELR motif to the CXCR3 binding 

chemokine PF4 gave it comparable ability to activate neutrophils, however, chemokines 

IP-10 and MCP-1 with ELR mutations didn’t acquire the same ability (142).  These 

results indicate that there are other receptor binding determinants than the ELR motif.  

This group later proved that in addition to the ELR motif and the conserved cysteines of 

the N-terminus, the 30’s loop region is also important for receptor binding (143).  

Through analogous comparison between rabbit IL-8 and human IL-8 and mutagenesis 
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study, N-loop residue Tyr13 and Lys15 were found to account for the 200-fold 

difference in binding affinity between the two IL-8 chemokines (144).  In 1996, two 

groups using two distinct methods reported similar results, that in addition to the ELR N-

terminal motif, IL-8 has a second receptor binding site:  Hammond et al. reported 

through single amino acid mutation and domain substitution studies that the hydrophobic 

surface-accessible pocket composed of Tyr13, Ser14, Phe21, and Lys49 is the second 

binding site required for receptor binding (145); while Williams et al. used NMR 

methods and identified the hydrophobic residues on the surface of IL-8 (Phe17, Phe21, 

Ile22, and Leu43) that form the second binding site (146).  An NMR study carried out by 

Skelton et al. have shown direct structural information on how IL-8 interacts with the N-

terminus of CXCR1 (147).  Results indicated that IL-8 uses the hydrophobic cleft 

formed by the N-loop region and the 3rd -strand to interact with the hydrophobic Pro21-

Pro29 region of the CXCR1 peptide. 

Studies on the IL-8 receptors supported a similar conclusion that there are two 

distinct sites of interaction for IL-8/receptor binding and activation.  Two groups 

studying the IL-8 receptors independently showed that the ligand binding selectivity and 

activity largely depend on the N-terminus of the receptor (107,148).  Wu et al. proved 

the vital role of CXCR1 and CXCR2 N-termini in ligand selectivity, and pointed out that 

the receptors undergo conformational changes after ligand binding and this change is 

required for further receptor activation (149).  Hebert et al. reported that the conserved 

Glu-275 and Arg-280 on the extracellular loop 3 of CXCR1 are responsible for 

interacting with the ELR motif of IL-8 (150).  Katancik et al. identified critical residues 
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for IL-8, NAP-2 and GRO, and argued that residues required for cell activation and 

ligand binding are not necessarily the same (151). 

Extensive studies on IL-8 and IL-8 receptors led us to a clear conclusion that the 

IL-8/receptor interaction occurs at two distinct sites.  IL-8 uses its surface cleft formed 

by residues from the N-loop region and the 3rd -strand to interact with the N-terminus 

of the receptor; this part of interaction determines the receptor-ligand binding affinity 

and specificity.  The N-terminus of IL-8, especially the ELR residues, interacts with the 

extracellular loop region and the transmembrane domains of the receptor and is 

responsible for receptor activation.  

This 2-site binding model has been proved to be true for other chemokines and 

chemokine receptors.  The binding determinants of the chemokine IP-10 for CXCR3 

binding have been identified.  At binding site 1, IP-10 uses the binding pocket formed by 

charged residues of the N-loop region (residues 20-24) and the 40’s loop residues 46 and 

47 to presumably interact with the N-terminus of CXCR3, this interaction does not 

account for receptor activation.  While at the second binding site, IP-10 probably uses its 

N-terminus, especially residue Arg8 to bind the extracellular loops of CXCR3 and 

activates it (152-153).  Another well studied pair is the CXC chemokine SDF-1 (stromal 

cell-derived factor-1) and its receptor CXCR4.  Crump et al. reported the solution 

structure of SDF-1 and showed that SDF-1 N-loop region RFFESH motif (residues 12-

17) is probably responsible for the initial docking of the chemokine to the receptor, 

while the N-terminus, especially Lys1 and Pro2 are critical for receptor activation (154).  

N-terminal analog peptides of SDF-1 (1-9, 1-17) could bind and activate CXCR4, 
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although less potent than native SDF-1, indicating the role of SDF-1 N-terminus in 

receptor activation and site-2 binding (155).  Mutagenesis studies on CXCR4 revealed 2 

distinct binding sites:  N-terminal residues on CXCR4 are important for binding but not 

activation which presumably form the one binding site, while residues on the 

extracellular loop 2 & 3, transmembrane domain II and VII form the binding site, since 

they are critical for both binding and activation (156-157).  Recently, the Volkman group 

reported a structure of SDF-1 in complex with tyrosine sulfated CXCR4 N-terminus, and 

provided more details in how SDF-1 uses its core domain surface binding cleft to 

interact with tyrosine sulfated CXCR4 N-terminus (158).  In 2009, Kofuku et al. used a 

novel transferred cross-saturation NMR method and identified the molecular interface in 

SDF-1 and CXCR4 binding.  They showed that binding of SDF-1 N-terminus to the 

transmembrane domain of CXCR4 (responsible for receptor signaling and ligand-

binding) and binding of the SDF-1 core domain surface to the CXCR4 N-terminus (only 

for ligand binding) are separate (159), which further proved the 2-site binding model.  

Studies on CC chemokines MCP-1, MCP-3, Eotaxin, RANTES, MIP-1, MIP-1, 

and their receptors, especially CCR2 and CCR5, revealed similar mechanisms of ligand 

binding and receptor activation (24,115,123,160-172).  RANTES/CCR5 interaction has 

been characterized using similar methods as previously introduced.  RANTES N-

terminus, especially residue Pro2, has been shown to be extremely important in CCR5 

binding and activation (160,165).  Pakianathan et al. showed that N-loop residues F12 

and I15 are critical for CCR5 binding (168).  An NMR study mapped out the 

determinants of RANTES for binding tyrosine sulfated CCR5 N-terminal peptide (171).  
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At the core domain of RANTES, residues from the N-loop, -strands and the 30’s and 

40’s loop constitutes a strongly positively charged binding surface for the Y10 Y14 

sulfated negatively charged peptide.  Blanpain et al. carried out a series of studies on the 

CCR5 receptor and proved that the CCR5 N-terminal negatively charged residues Asp2, 

Tyr3, Tyr10, Asp11, and Glu18 are important in RANTES binding while the 

transmembrane helices are important for RANTES induced signaling (160-162).  Taken 

together, RANTES uses its highly basic core domain binding surface to interact with the 

N-terminus of CCR5, while the N-terminal residues, especially Pro2, bind and activate 

CCR5 at the other site. 

Studies on another CCR5 binding chemokine MIP-1 were mainly carried out in 

our lab.  Through mutagenesis and NMR studies, Laurence et al. have proved that 

residues at the N-terminal of MIP-1 are critical for both receptor binding and activation, 

and that Phe13 is the single most important residue, since mutation of the aromatic 

Phe13 to Ala resulted in more than 1000 fold decrease in MIP-1’s receptor binding and 

signaling activity (115).  A structural comparison of wild type MIP-1 and the F13A 

mutant confirmed that the 1000 fold drop of binding affinity and signaling activity was 

due to local binding site change rather than a global structural change (128).  It was later 

found that, in addition to the residues in the N-terminus, positively charged residues R18, 

K45, R46 and K48 on the N-loop and 40’s loop region are also critical mediators for 

binding CCR5 (24).  Bondue et al. in collaboration with other labs did a more extensive 

mutation scan on residues of the N-loop region of MIP-1 and found out that Pro21 and 

three positively charged residues Arg18, Lys19, and Arg22 also contribute to CCR5 
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binding (163).  It was thus clear that MIP-1 uses it positively charged binding surface 

comprising basic residues from the N-loop and the 40’s loop to interact with the sulfated, 

negatively charged N-terminus of CCR5 and then uses its N-terminus to bind and 

activate CCR5. 

Although each chemokine uses distinct residues and contact slightly different 

domains of the receptor, a clear 2-site binding model can be concluded:  1. generally, 

chemokines use their core domain binding surface comprising certain residues from the 

N-loop region, -strands and/or the 40’s loop to interact with the N-terminal domain 

and/or certain extracellular loop region of the receptors, this interaction (site 1 binding) 

determines receptor/ligand selectivity and binding affinity, but not receptor activation; 2. 

Chemokines use their flexible N-termini, sometimes with the help of the 30’s loop 

residues (146,168,173-174), to interact with the extracellular loop or transmembrane 

region of the receptors, this interaction (site 2 binding) accounts for receptor activation 

(175).  It’s also shown that binding at the two sites are not independent, and that they 

could be coupled to each other (176).  Binding at one site might positively or negatively 

regulate binding at the other site.  

 

vMIP-II and Receptors 

 

As previously mentioned, some chemokines can bind to multiple receptors, and 

some receptors can bind to multiple chemokines.  This redundancy is probably essential 

for functional regulation of the chemokine network.  However, in most cases, 
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chemokines of one subfamily can only bind to receptors of the corresponding subfamily.  

A viral chemokine analog vMIP-II, being able to bind at least 9 receptors across all four 

subfamilies, is a remarkably unique exception. 

vMIP-II (vCCL2) is encoded by human herpesvirus-8.  This protein is very unique 

because it binds to a wide range of chemokine receptors across all four different 

subfamilies: it binds to CCR1, CCR2, CCR5, CCR10, CXCR4, CX3CR1, XCR1 as an 

antagonist, and binds to CCR3 and CCR8 as an agonist (42-47).  This unusual ability to 

selectively block or activate such a huge number of chemokine receptors probably 

enables vMIP-II to preferentially inhibit acute Th1-associated inflammation, but up-

regulate Th2 associated immune response to help the virus evade the host immune 

system (44-45).  Due to its potent anti-inflammatory properties, vMIP-II has been 

successfully used to protect rat brain after ischemic brain injury and spinal cord injury 

(48-49), as well as increase tolerance of cardiac and corneal allograft transplant in mice 

(50-51).  More recently, vMIP-II has been shown to be pro-angiogenic in both mature 

and progenitor endothelial cells, suggesting the possibility that this protein could be 

useful in organ transplantation (52).  vMIP-II is also a valuable candidate as an HIV 

inhibitor, since it blocks HIV cell entry through both CCR5 and CXCR4 coreceptors and 

preferentially inhibits inflammation of monocytes and Th1 type T cells which are major 

targets for HIV-1 (43-45).  vMIP-II therefore is biologically relevant in many diverse 

fields.  

Although it has been 13 years since vMIP-II was first reported (43), the intriguing 

mechanism underlying vMIP-II’s broad-spectrum receptor binding ability is still not 
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precisely understood.  Our study aims to understand the specific aspects of structure and 

amino acid placement that lead to vMIP-II’s unique ability to bind multiple receptors, 

with a particular emphasis on characterizing the importance of vMIP-II’s highly basic 

core domain surface in binding CCR5 and CXCR4.  We choose to study vMIP-II’s 

binding to CCR5 and CXCR4, because they are well studied receptors from two 

different subfamilies and they are also major coreceptors for HIV infection. 

Sequence and structure of vMIP-II.  Sequence-wise, vMIP-II is very similar to 

human CC chemokines: vMIP-II shares about 40% sequence identity with the human 

chemokine MIP-1β, 48% with MIP-1α and 37% identity with RANTES.  NMR (53-55) 

and X-ray (56-57) structural studies have revealed that vMIP-II also has a very similar 

tertiary structure as human chemokines, featuring a typical chemokine fold comprised of 

a flexible N-terminus, an N-loop, three strands in a Greek key orientation, and followed 

by a C-terminal-helix (Figure 1.2).  In terms of quaternary structure, vMIP-II is 

predominantly a monomer under most conditions (53-55,57), although under some 

crystallization conditions it has been observed as a CC-type dimer (56). 

In the past two decades, structural studies have resolved the three-dimensional 

structures of a great number of human chemokines, and functional studies have provided 

us with a wealth of information on how they bind and activate chemokine receptors.  A 

good way to characterize vMIP-II’s structural basis for its broad-spectrum receptor 

binding ability is through analogous structural and functional comparison to other 

chemokines. 
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Structural comparison of vMIP-II with other CCR3 binding chemokines Eotaxin-1, 

RANTES, and MCP-3 revealed several unique structural features of vMIP-II, indicating 

that vMIP-II might use a different mechanism to bind and activate CCR3 (56).  

Structures of the three human chemokines have been resolved (126,129,177), and their 

CCR3 binding surfaces share a common structural pattern, however, different to that of 

vMIP-II: 1. their N-loop region is hydrophobic, and they all have a conserved aromatic 

residue, Phe or Tyr, directly after the CC-motif whose aromatic side chain constitutes a 

hydrophobic protrusion that is critical for CCR3 binding and activation, whereas vMIP-

II has a Leu at this position, and the same region appears to be a positively charged 

groove (charge comes from the nearby Lys37) (Figure 3.1A); 2. All three human 

chemokines feature a positively charged protrusion at the 30’s loop which is important in 

receptor binding (178) (Lys in Eotaxin and RANTES, His in MCP-3), whereas vMIP-II 

has a Leu34 at this position (Figure 3.1B).  3. In all three human chemokines, Pro2 is of 

particular importance in signaling and binding (168,179), and the other N-terminal 

residues are small non-polar residues.  In contrast, vMIP-II does not have a Pro, and 

contains more bulky or charged residues in its N-terminus (Figure 3.1C).  These major 

differences indicated that vMIP-II might use a different way to bind and activate CCR3. 

Shao et al. compared the structure of vMIP-II with structures of CC chemokine 

MIP-1 (180), MIP-1 (130), RANTES (132), HCC-2 (181), MCP-1 (131) and eotaxin-

1 (126).  They confirmed the previous finding that the most significant differences in the 

structure of vMIP-II are observed at the N-terminus and the 30’s loop.  They also 

reasoned that in addition to the N-terminus, there are other epitopes on the chemokine 
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surface that determine receptor binding and further investigated the possible interactions 

with receptor CCR2.  They predicted from sequence alignment that vMIP-II probably 

bind to CCR2 differently than MCP-1, MCP-2, MCP-3, and MCP-4 since it lacks the 

common receptor binding residues of human CCR2 binding chemokines (55). 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1  Major structural differences between vMIP-II and CCR3 binding human CC 

chemokines.  A. Compared to the three CCR3 binding human chemokines eotaxin-1, 

RANTES, and MCP-3, vMIP-II has a Leu13 instead of an aromatic residue (Phe or Tyr) 

at the N-loop;  B. vMIP-II has a Leu34 instead of a positively charged residue at the 30’s 

loop;  C.  vMIP-II’s N-terminus is bulkier and more charged.  Positively charged 

residues are labeled in blue, negatively charged residues are labeled in red, and the Leu 

residues shown in positions A&B are labeled in yellow. 
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Through sequence and structural comparison, we gained a deeper understanding of 

the receptor binding features of vMIP-II.  It binds to at least 9 chemokine receptors but 

probably not all in the same way as their native ligands do, which is reasonable since 

vMIP-II only has 71 amino acids and could not mimic the receptor binding features of 

all the chemokine ligands.  vMIP-II therefore must have its own unique way to interact 

with these receptors.  Our goal is to help understand this mechanism by studying the 

CCR5 and CXCR4 binding surfaces on its core domain. 

CXCR4 binding of vMIP-II.  Several studies have been done to investigate how 

vMIP-II binds CXCR4.  A synthetic peptide (V1) derived from the first 21 amino acids 

of vMIP-II has been shown to bind CXCR4 but not CCR5 (182).  Mutations on the V1 

peptide revealed that the N-terminal residues (before the conserved Cys motif) are 

critical in CXCR4 binding, since L1A, W5A, R7A, and K9A all caused dramatic 

decrease in binding (183).  These results along with others (184) further confirmed that 

vMIP-II N-terminus is critical in binding CXCR4, however, not in activating it (185).  

Peptides from other parts of vMIP-II (22-44, 36-57, 51-71, 30-40 cyclic, and 41-51 

cyclic) showed no binding to CXCR4 (183), so since there is more than 10-fold reduced 

binding affinity of V1 peptide compared to the native form of vMIP-II, it’s likely that 

there is another binding site on vMIP-II but it requires the natively folded confirmation.   

Site directed mutagenesis studies on CXCR4 revealed that the binding interfaces 

on CXCR4 for vMIP-II and SDF-1 are similar or partially overlap, since no major 

differences in vMIP-II and SDF-1 were observed for binding various mutants of CXCR4 

(mutations were on the N-terminus, ECL2 and ECL3) (157).   They also showed that 
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residues D20 and Y21 of N-terminus and residue E268 of the extracellular loop 3 are 

essential for SDF-1 and vMIP-II binding (157).  This result is consistent with the 

previous 2-site binding model, and indicated that, in addition to the N-terminus, vMIP-II 

might have another CXCR4 binding site as SDF-1 does.  

CCR5 binding of vMIP-II.  CCR5 is another major chemokine receptor that vMIP-

II is able to bind.  Although very few studies have been done to characterize the CCR5 

binding mechanism of vMIP-II, indirect evidence provided us valuable information on 

how vMIP-II may interact with CCR5.  As previously stated, the N-terminal peptide of 

vMIP-II does not have the ability to bind CCR5 (182).  Modified vMIP-II with the first 

10 residues replace with D-amino-acids showed no significant changes in CCR5 binding, 

although the crystal structure of this D-amino-acid vMIP-II showed significantly 

different conformation at the N-terminus and the disulfide linked 30’s loop region which 

are generally considered critical domains for receptor binding and activation in 

chemokines (186).  These results indicate that the N-terminus and the 30’s loop region 

are not involved in vMIP-II’s CCR5 binding.  This finding is also consistent with the 

conclusions of the previous structural comparison studies (55-56) that the most 

significant differences between vMIP-II and other CC chemokines are observed at the 

N-terminus and the 30’s loop.  A mutagenesis study on CCR5 have shown that vMIP-II 

binds CCR5 differently than RANTES and MIP-1 (187): 1. Competition experiments 

showed that vMIP-II may bind to a different site of CCR5 than RANTES and MIP-1.  

2. Alanine substitutions of the N-terminal negatively charged residues on CCR5 N-

terminus abolished binding for all three chemokines, but mutations on the extracellular 
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loop 2 region which has been shown to be critical in receptor activation abolished 

binding for RANTES and MIP-1, but not for vMIP-II.  3. Engagement of vMIP-II to 

CCR5, but not RANTES and MIP-1 could block the subsequent binding of certain 

CCR5 antibodies.  This evidence suggests that vMIP-II probably only binds to the N-

terminus of CCR5.  Considering the fact that the N-terminus of vMIP-II is not involved 

in CCR5 binding, vMIP-II/CCR5 interaction probably is a rare exception of the 2-site 

binding model.  vMIP-II probably uses its own unique binding surface on its core 

domain (since its N-terminus and 30’s loop region are not involved) to interact with the 

negatively charged N-terminal domain of CCR5.  Further considering the fact that 

vMIP-II probably binds CCR3 and CCR2 differently than the native chemokine ligands 

because of the differences in the sequence and the significant structural variations at its 

N-terminus and 30’s loop (55-56), vMIP-II might use the same mechanism to interact 

with other CC chemokine receptors and this unique mechanism might help explain its 

broad-spectrum receptor binding ability. 

Hypothesis.  Based on previous findings, we conclude that: 1. vMIP-II has a 

binding surface at its core domain that is solely responsible for binding CCR5. 2. In 

addition to its N-terminus, vMIP-II has another CXCR4 binding surface at its core 

domain.  The question is: are the core domain surfaces used by vMIP-II for binding 

CXCR4 and CCR5 binding overlapping/the same or are they different? What are the 

important features of the core domain binding surfaces. 

As previously stated, because of the similarities in the sequences and in the 

quaternary structures, vMIP-II is more closely related to human CC chemokines than to 
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CXC chemokines.  However, two noticeable differences were observed when comparing 

the sequences and structures of vMIP-II with those of MIP-1α, MIP-1β, and RANTES.  

1. vMIP-II does not have the highly conserved Phe or Tyr residue which all human CC 

chemokines have after the CC-motif.  Instead, it has a Leu at that position.  This 

aromatic residue has also been shown to be critical in receptor binding and activation for 

MIP-1 (115), RANTES (168) and MCP-1 (123).  This major difference has been 

pointed out before when comparing to CCR2, CCR3 and CCR5 binding chemokines 

(55-56); 2. vMIP-II is a much more basic protein than most human chemokines: out of 

71 total residues, vMIP-II has 8 Lys and 5 Arg distributed on its surface.  Considering 

the fact that site 1 binding usually involves the N-terminal domain of the receptor and 

the core domain of the chemokine, and that most receptor N-termini are heavily sulfated 

and negatively charged, it is quite possible that the high number of positively charged 

residues contribute to vMIP-II’s broad-spectrum receptor binding.   

Figure 3.2 shows the CCR5 binding surface of MIP-1, and the analogous surface 

of vMIP-II.  This same surface has been shown to be used by MIP-1 and vMIP-II to 

interact with the negatively charged endothelial surface GAGs (24,188).  Except for the 

fact that vMIP-II does not have the Phe residue at its N-terminus, and that its surface is 

more basic, vMIP-II has positive charged residues distributed on this surface in the same 

pattern as the CCR5 binding residues on MIP-1.  It is possible that this analogous 

surface is used by vMIP-II to interact with the CCR5 N-terminus. 
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Figure 3.2  CCR5 binding surface of MIP-1 and the analogous surface of vMIP-II.  A. 

Important CCR5 binding residues on MIP-1 as shown by mutagenesis and NMR 

studies (163).  Positively charged residues are labeled in blue, while hydrophobic 

residues are labeled in orange.  B. Surface graph of MIP-1 showing the same CCR5 

binding surface as in A.  Positively charged residues are labeled in blue, while 

negatively charged residues are labeled in red.  C. Surface graph of the analogous 

surface on vMIP-II.  Positively charged residues are labeled in blue, while negatively 

charged residues are labeled in red. 
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We hypothesize that this highly basic binding surface at the core domain of vMIP-

II is important for its binding to CCR5 and CXCR4, and probably explains vMIP-II’s 

broad-spectrum binding ability to other receptors. 

Perhaps surprisingly, no mutagenesis study has been done on full length vMIP-II 

to evaluate the importance of certain domains and map out its binding determinants.  In 

this study, we introduced mutations to vMIP-II’s N-terminal non-conserved Leu13 

residue and to the positively charged residues on surface of vMIP-II’s core domain to 

evaluate their role in CCR5 and CXCR4 binding.  Mutagenesis studies on the core 

domain of chemokines have been proved to be difficult.  Since many surface residues of 

the core domain may contribute to binding, and the effect is cumulative, mutation of one 

such residue may not yield detectable influence.  Studies on MIP-1 have shown the 

importance of the positively charged BBXB (basic-basic-any-basic) domain of the 40’s 

loop in CCR5 binding that if all 3 basic residue were mutated, no binding to CCR5 can 

be observed.  However, no obvious change in binding was observed when mutating any 

single one of these residues (24).  An X-ray structural study on a human growth 

hormone/receptor complex identified the important binding sites for their interaction 

(189).  However, a previous mutagenesis study could not identify these important 

residues using single mutations (190), probably because of the cumulative contribution 

of a large number of residues involved in binding.  In this respect, we carried out 

multiple mutations in addition to single mutations to full length vMIP-II and evaluated 

the effects in binding CCR5 and CXCR4.  To gain a more comprehensive understanding 

of vMIP-II’s receptor binding sites, we are also trying to carry out NMR experiments to 
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study the interaction of vMIP-II with tyrosine-sulfated N-terminal peptides of CCR5 and 

CXCR4. 

 

Experimental Procedures 

 

Protein preparation.  The gene for vMIP-II was synthesized using overlapping 

oligonucleotides (Thanks to Michael Pirics and Dr. Amanda Jacks).  vMIP-II mutations 

were made using the QuikChange Site-Directed Mutagenesis method (Stratagene, La 

Jolla, CA).  vMIP-II wild type and variants were expressed in the pET-32a(+) expression 

vector along with a thioredoxin fusion tag (Novagen, Madison, WI).  The vectors were 

transformed into BL21(DE3), and grown in 1 liter 15N minimal medium using 15NH4Cl 

as the only nitrogen source.  For NMR chemical shift assignment experiments, 13C-

labeled glucose was used as the only carbon source to produce the 13C-15N-labeled L13F 

variant, while for other mutants unlabeled glucose was used.  Protein production was 

induced with 1 mM IPTG.  The cells were harvested by centrifugation 4 hours after 

induction.  The cell pellet was resuspended in refolding buffer (5 M Guanidinium/HCl, 3 

mM EDTA, 50 mM Tris, 50 mM NaCl, pH 8.0) with 10 mM benzamidine, and French 

pressed twice at 16,000 psi.  The solution was incubated at room temperature for 2 hours 

with stirring followed by a centrifugation at 20,000 ×g for 30 minutes. The supernatant 

containing the denatured protein was passed through a Ni chelating column and eluted 

with imidazole in 5 M guanidinium chloride, 50 mM Tris (pH 8.0), 500 mM NaCl.  The 

purified proteins were slowly stirred overnight with the addition of 10 mM β-
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mercaptoethanol, and refolding was carried out by dialysis against 50 mM NaCl, 2 mM 

CaCl2, 20 mM Tris-HCl (pH 8.0).  To remove the fusion tag, recombinant enterokinase 

(Novagen, Madison, WI) was added and the solution was incubated 3-7 days at room 

temperature. Precipitated matter was removed by centrifugation at 20,000 ×g for 30 

minutes and the enterokinase digested protein was purified on a C4 reversed phase 

chromatography column (Vydac, Hesperia, CA) on an Akta purification system (GE 

Healthcare), and lyophilized by the Labconco freeze dry system (Labconco Corporation, 

Kansas City, MO).   

Cell lines.  CCR5 expressing CHO cells were previously prepared in our lab (163).  

CXCR4 expressing HEK293 cells were stably transfected as described below.  CHO-

CCR5 cells were cultured in HAM’s F12 medium supplemented with 10% fetal bovine 

serum (Thermo Scientific), 100 units/mL penicillin, and 100 g/mL streptomycin 

(Thermo Scientific) and 50 g/ml G418 (Invitrogen, Carlsbad, CA).  HEK293-CXCR4 

cells were cultured in DMEM medium supplemented with 10% fetal bovine serum 

(Thermo Scientific), 100 units/mL penicillin, and 100 g/mL streptomycin (Thermo 

Scientific) and 50 g/ml G418 (Invitrogen, Carlsbad, CA). 

Stable transfection of 293 cells. Wild-type CXCR4 was transfected into 293 cells 

using Lipofectamine 2000 transfection reagent (Invitrogen, Carlsbad, CA) according to 

the product manual provided by the manufacturer.  Selective medium containing 700 

g/ml geneticin (G418, Invitrogen, Carlsbad, CA) was used to isolate stable clones.  

Cells were then sorted using flow cytometry.  Cells with high level of CXCR4 

expression were selected, and each single cell was grown into a colony and the colonies 
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were further sorted.  After two rounds of sorting, a colony grown from a single cell was 

used in binding assays. 

Flow cytometry. Transfected 293 cells (1  106 cells/well) were washed with 

FACS buffer (1  HBSS, 4.2 mM sodium bicarbonate, 0.1% sodium azide and 1% 

bovine serum albumin, Fraction V, pH 7.2.) twice and incubated with 10 g/ml FITC 

conjugated anti-CXCR4 mAb 2B11 (BD Biosciences) for 30 min at 4°C.  Flow 

cytometric analysis and sorting was performed using a FACSAria cytometer (BD 

Biosciences).  Flow cytometric data was analyzed using FlowJo software (TreeStar). 

NMR spectroscopy.  All NMR data were acquired at 25 °C on Varian Inova 500 or 

600 MHz, or Bruker 600 MHz spectrometers.  NMR samples were prepared by adding 

lyophilized proteins into 20 mM sodium phosphate (pH = 2.5, 5.4, or 7.4, depending on 

the specific requirement for each experiment).  The effect of pH variation on chemokine 

quaternary structure was also evaluated by NMR.  While many CC-chemokines require 

low pH to avoid aggregation, vMIP-II was soluble throughout the range.  The chemical 

shift was referenced relative to internal DSS (2,2-dimethyl-2-silapentane-5-sulfonic acid) 

(102).  The data were processed using NmrPipe (103) and analyzed using PIPP (104).  

For 2D HSQC spectra, SW=6982.631 Hz (1H) and 1700.030 Hz (15N), with 512* points 

in 1H and 128* points in 15N. The 3D HNCACB experiments were acquired with 

SW=7804.117 Hz (1H), 9599.232 Hz (13C) and 1619.991 (15N), number of points are 

512* in 1H, 64* in 13C, and 32* in 15N. 

Radioactive competition binding assay. Cells expressing wild-type CCR5 (CHO-

CCR5) or CXCR4 (HEK293-CXCR4) were resuspended from cell culture flasks, gently 
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pelleted for 2 min at 1000 g, and resuspended in binding buffer (50 mM Hepes, pH 7.4, 

1 mM CaCl2, 5 mM MgCl2, and 0.5% BSA).  Resuspended cells were then seeded in a 

96 well plate with a density of 4  105 cells per well.  0.08 nM 125I-labeled chemokine 

ligand (MIP-1 for CCR5 binding, SDF-1 for CXCR4 binding) (PerkinElmer, Covina, 

CA) was added to each well as a radioactive tracer.  Variable concentrations of vMIP-II 

or its variants were added to compete with the binding of the radioactive ligand.  The 

final volume of each well was adjusted to 0.1 mL.  The level of total binding was 

measured in the absence of competitor, and the level of nonspecific binding was 

measured with a 100-fold excess of unlabeled ligand.  Samples were incubated for 90 

min at room temperature with gentle shaking, and then the bound tracer was separated 

by filtration through APFB 25 mm glass fiber filters presoaked in 0.5% 

polyethyleneimine solution.  The filters were washed with 3  4 ml washing buffer (50 

mM Hepes, pH 7.4, 1 mM CaCl2, 5 mM MgCl2, 0.5% BSA, and 500 mM NaCl) and 

then counted for radioactivity using a 1470 Wizard gamma counter (PerkinElmer, 

Covina, CA).  Binding IC50 values were determined using KaleidaGraph (Synergy 

Software, Reading, PA) using nonlinear regression applied to a one-site competition 

model. 

 

Preliminary Results and Discussion 

 

The 13th position in vMIP-II is not involved in receptor binding.  As previously 

stated, vMIP-II lacks the highly conserved aromatic residue at its 13th position which 
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has been shown to be critical in both receptor binding and activation for CC chemokines 

(115,123,168).  Because of this and other differences, several studies predicted that 

vMIP-II may bind to CC chemokine receptors differently than native chemokine ligands 

(55-56).   

To confirm this prediction, we introduced a series of mutations into this position.  

First, we mutated Leu13 to the conserved aromatic residue Phe.  NMR studies confirmed 

that vMIP-II L13F is nicely folded (Figure 3.3).  Competition binding assays were 

carried out to test the effect of L13F mutation on vMIP-II’s binding to CCR5.  As shown 

in Table 3.1, vMIP-II L13F exhibited no difference in binding CCR5 compared to the 

WT vMIP-II, indicating that the 13th position in vMIP-II is not important for receptor 

binding.  As previously described in my studies, while the wild type vMIP-II is 

predominantly a monomer in solution vMIP-II, L13F is a dimer in solution (188) (Figure 

3.3).  It has been shown that chemokines interact with their receptors in the monomer 

form, and the quaternary state of a chemokine in solution does not affect its receptor 

binding (24,100). But, to rule out the possibility that the change of the quaternary 

structure affects binding of vMIP-II L13F, we made a P8AL13F double mutant which 

keeps the Phe in the 13th position and does not dimerize in solution (NMR spectra not 

shown).  This double mutant of vMIP-II still showed no significant difference in CCR5 

binding compared to the WT vMIP-II.  To further confirm the unimportance of the 13th 

position, we mutated Leu13 to Ala and found that L13A showed no significant 

difference in CCR5 binding.  This is in great contrast to human CC chemokines.  For 

example, mutating Phe13 of MIP-1 to Leu caused a 200-fold decrease in receptor  



 

 

78 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3  Overlay of 1H-15N 2D HSQC spectra of vMIP-II WT (black) and L13F 

variant (red).  Both proteins are nice folded at pH 5.4 and 1 mM concentration.  Peak 

shifts upon mutation were observed at many residues, not only at the mutation site, 

indicating a quaternary structural shift. 
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binding, while mutating Phe13 to Ala abolished its ability to bind CCR5.  This finding is 

consistent with previous findings that N-terminal peptide of vMIP-II does not have the 

ability to bind CCR5 (182-183,185), and further proved that the N-terminus of vMIP-II 

is not involved in CCR5 binding and that vMIP-II may use a different strategy to bind 

CC chemokines, especially CCR5.  However, putting a charged residue in the 13th 

position did cause slight disruption of vMIP-II’s binding to CCR5.  As shown in Table 

3.1, L13K and L13E mutation showed 5-7 fold decrease in CCR5 binding, indicating 

that vMIP-II prefers a non-polar residue at this position for binding CCR5. 

 

Table 3.1 Binding affinities of vMIP-II L13 variants to CCR5 and CXCR4. 

vMIP-II mutants 
Binding IC50 
(nM, CCR5) 

Binding IC50 
(nM, CXCR4) 

Wild type 14.8 ± 2.6 33.7 ± 7.8 

L13F 18.3 36.8 ± 15.8 

P8AL13F 25.6 ± 21.5 15.7 ± 11.3 

L13A 24.0 ± 6.9 32.4 ± 4.6 

L13E 84.5 ± 10.6 49.6 ± 17.9 

L13K 110 ± 17 15.7 ± 11 

 
Results are average IC50 ± the uncertainty of the average (half the difference) or 

Standard Deviation (nM) from 2 or more independent experiments in triplicate.   
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Previous studies have shown that the N-terminus of vMIP-II is involved in 

CXCR4 binding (182-183,185).  Luo et al. found that Leu1, Arg7 and Lys9 are the most 

critical residues for the V1 (1-21) peptide to bind CXCR4 while the N-loop residues are 

not important (183).  To test whether mutations to the N-loop region affects CXCR4 

binding for the native vMIP-II protein, variants with mutations at the 13th position were 

tested for CXCR4 receptor binding.  As shown in Table 3.1, all the mutations, even 

charged mutations, did not affect vMIP-II’s binding to CXCR4, confirming that the 13th 

position, although critical in human CC chemokines, is not involved in vMIP-II’s 

binding to either CCR5 or CXCR4. 

The positively charged residues distributed along one surface of vMIP-II are 

important for vMIP-II’s binding to CCR5.  Mutation studies at the 13th position of vMIP-

II confirmed previous predictions that vMIP-II does not use its N-terminus to bind CCR5.  

Thus, vMIP-II must have a binding site at its core domain to bind CCR5.  Due to the 

similarity of the distribution pattern of the positively charged residues between vMIP-II 

and MIP-1, we hypothesized that these positively charged residues might constitute the 

binding surface of vMIP-II to interact with the negatively charged N-terminal domain of 

CCR5. 

To verify this hypothesis, we first made a series of single mutations to the 

positively charged residues on this surface including R18, K45, R46 and R48.  All 

mutants were tested on NMR to verify their structural integrity, and HSQC experiments 

showed that they were all nicely folded (data not shown).  Mutants were then tested for 

binding to CCR5: all of them showed reduced binding affinity compared to vMIP-II WT.  



 

 

81 

As shown in Table 3.2, although they all exhibited a moderate decrease in CCR5 binding 

affinity (6-18 fold worse than WT), none of these residues alone abolished vMI-II’s 

CCR5 binding.  This is probably due the large number of positively charged residues on 

the vMIP-II surface.  Because of the cumulative contributions from all these residues, 

mutation to a single one of them may not yield significant differences.  It is also 

consistent with previous findings in the studies of MIP-1/CCR5 binding (24) and 

human growth hormone/receptor interaction (189-190) that a single mutation may not 

yield significant functional differences.  

To further verify the importance of these positively charged residues, multiple 

mutations were conducted to the conserved BBXB domain at the 40’s loop of vMIP-II.  

Double mutation K45A/R46A and triple mutation K45A/R46A/R48A severely disrupted 

vMIP-II’s CCR5 binding, and no binding could be detected under 2000 nM 

concentration.  Results indicated that just as with human CC chemokines (24,122) the 

highly conserved, highly basic BBXB domain of vMIP-II is critical for receptor binding. 

In addition to the positively charged residues, Pro21 at the N-loop region of MIP-1 

also contributes some to its CCR5 binding (Figure 3.2A), P21A mutation caused 4 fold 

drop in binding affinity (163).  Similar mutation on vMIP-II yielded a similar effect on 

vMIP-II, with a P21A mutation causing a 4 fold drop in vMIP-II’s CCR5 binding 

affinity.  It’s quite possible that except for the huge differences at the N-terminus and the 

13th position, the vMIP-II binds to CCR5 similarly as MIP-1, using a positively 

charged binding surface at its core domain.  
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Table 3.2  Binding affinities of vMIP-II core domain variants to CCR5 and CXCR4. 

vMIP-II mutants 
Binding IC50 
(nM, CCR5) 

Binding IC50 
(nM, CXCR4) 

Wild type 14.8 ± 2.6 33.7 ± 7.8 

R18A 221.5 ± 88 98.2 ± 91.7 

K45A 275 ± 46 149.9 ± 84.4 

R46A 84.5 ± 9.2 97.3 ± 3.7 

R48A 196 ± 28 60.3 ± 0.3 

K45A/R46A > 2000 710.4 ± 674.8 

K45A/R46A/R48A > 2000 > 2000 

P21A 60.3 ± 6.7 22.6 ± 22.5 

K37A 69 97.2 ± 9.5 

 
Results are average IC50 ± the uncertainty of the average (half the difference) or 

Standard Deviation (nM) from 2 or more independent experiments in triplicate.   

 

Unlike MIP-1 which has a small number of positively charged residues, vMIP-II 

has 8 Lys and 5 Arg on its surface, but probably not all of them are involved in receptor 

binding.  Several positively charged residues including R18, K45, R46, and R48 are 

located on one side of the protein which is analogous to the CCR5 binding surface of 

MIP-1 as shown in Figure 3.2.  On the other side of vMIP-II, there are also several 

positively charged residues including K37, K54, K60 and K61 (Figure 2.5).  We 
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hypothesized that these positively charged residues, however, may not be involved in 

receptor binding.  The K37A mutation in vMIP-II did not show significant difference in 

binding compared to vMIP-II WT.  More extensive testing including multiple mutations 

needs to be done to confirm the notion that positively charged residues on this side of the 

protein do not contribute to CCR5 binding. 

Taken together, we conclude that positively charged residues distributed along one 

surface of the core domain of vMIP-II including R18, K45, R46, and R48 constitute the 

binding surface for CCR5 receptor binding.  vMIP-II binds CCR5 mainly through 

electrostatic interactions between its positively charged core domain binding surface and 

the negatively charged N-terminal domain of CCR5.  Since vMIP-II may only interact 

with CCR5 using this site, vMIP-II/CCR5 binding may be a rare exception of the 2-site 

binding model.  This unique 1-site binding is likely a general strategy used by vMIP-II 

to bind multiple human CC chemokines.  As a viral chemokine, vMIP-II is encoded to 

antagonize as many human chemokine receptors as possible and help the virus to escape 

from the host immune system.  For this purpose, the 1-site binding strategy may be 

better than the normal 2-site binding strategy, because 1-site binding would make vMIP-

II a general binding for many receptors while 2-site binding makes it specific for only a 

few receptors. 

The positively charged residues distributed along one surface of vMIP-II are also 

important for vMIP-II’s binding to CXCR4.  Previous studies suggested that the N-

terminus of vMIP-II is involved in CXCR4 binding, and that there are other parts of the 

protein that contribute to the interaction with CXCR4 (182-183,185).  However, the  
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Figure 3.4  Structural comparison and sequence alignment of vMIP-II with SDF-1.  A. 

Surfaces of SDF-1 and vMIP-II aligned in the same orientation (front and back).  

Positively charged residues are labeled in blue, while the negatively charged residues are 

labeled in red.  B.  Sequence alignment of vMIP-II and SDF-1, important CXCR4 

binding residues on SDF-1 are labeled in orange (159). 
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other CXCR4 binding site of vMIP-II has not yet been characterized.  According to the 

2-site binding model, the N-terminus of vMIP-II binds to the extracellular loops and the 

transmembrane domains of CXCR4, while the core domain of vMIP-II should contact 

the N-terminal domain of CXCR4, just like the interaction between CXCR4 and its only 

native ligand SDF-1 (158-159).  However, as shown in Figure 3.4A, unlike MIP-1, the 

residue distribution pattern on the core domain surface of SDF-1 and vMIP-II are very 

different.  Besides, sequence alignment between vMIP-II and SDF-1 showed that vMIP-

II lacks the homologous residues that have been shown in SDF-1 to be important in 

CXCR4 binding (159) (Figure 3.4B).  vMIP-II and the CXC chemokine SDF-1 are very 

different in sequences and surface structures.  Further considering the sequence and 

structural similarities between vMIP-II and CC chemokines and the fact that most 

receptors vMIP-II bind to are CC chemokine receptors, we hypothesized that vMIP may 

not use a similar strategy to bind CXCR4 as CXC chemokines do.  Because of the 

negatively charged nature of the N-terminal domain of CXCR4, we further hypothesized 

that the positively charged surface on the core domain of vMIP-II might also play a role 

in binding CXCR4. 

To verify this hypothesis, we tested the vMIP-II variants with mutations to the 

positively charged residues for their binding ability to CXCR4.  As shown in Table 3.2, 

just as in CCR5 binding, mutations to the positively charged residues indeed caused a 

significant drop of binding affinity to CXCR4, and triple mutation at the BBXB domain 

showed no detectable binding to CXCR4 in our experimental conditions.  These results 

indicated the importance of these positively charged residues in CXCR binding.   
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Through comparing the CCR5 and CXCR4 binding profile of these variants with 

mutations at the core domain, we found 2 major differences: 1. the N-loop residues R18 

and P21 may not be involved in CXCR4 binding, or at least not as important as other 

residues.  R18A mutation caused 15 fold drop of binding affinity to CCR5, while it only 

caused a 3 fold difference in CXCR4 binding.  P21A mutation decreased vMIP-II 

binding affinity to CCR5 by 4 fold, but had no effect in CXCR4 binding; 2. The general 

magnitude of affinity drop caused by mutations are different in CCR5 binding and 

CXCR4 binding.  Mutations caused more significant decrease in CCR5 binding than in 

CXCR4 binding, probably because these residues are solely responsible for vMIP-II’s 

CCR5 binding, while vMIP-II also bind to CXCR4 using the N-terminus. 

Conclusion.  As a conclusion of this study, we have found that the highly basic 

binding surface at the core domain of vMIP-II including residues R18, K45, R46, and 

R48 is important in receptor binding.  This binding surface is solely responsible for 

vMIP-II’s binding to CCR5, and this surface, together with the N-terminus are used by 

vMIP-II to interact with CXCR4.  Considering the fact that the N-termini of most 

receptors are heavily sulfated and negatively charged, this highly basic core domain 

binding surface might be the key to vMIP-II’s broad-spectrum receptor binding ability.  

Future plans.  Mutagenesis studies have certain limitations: 1. Single mutations 

are not sensitive enough.  Due to the cumulative contributions made by many residues, 

mutating one of the residues may not yield detectable functional difference.   2. Only a 

limited number of mutants were made, so we could not comprehensively map out all the 

residues involved in vMIP-II’s receptor binding.   
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NMR titration experiments will overcome these limitations and will be a nice 

complement to the current study.  We plan to titrate in different concentrations of 

tyrosine-sulfated N-terminal peptides of CCR5 and CXCR4 into a fixed concentration of 

wild type vMIP-II, and map out the peak movements of vMIP-II on 2D-HSQC spectra.  

Residues of vMIP-II that undergo significant chemical shift changes are probably the 

residues making direct contact with the receptor N-terminal peptides.  Right now, we are 

actively seeking collaborators who can synthesize the tyrosine sulfated peptides. 
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CHAPTER IV 

DEVELOPING CHEMOKINE-BASED HIGHLY POTENT CHIMERIC HIV-1 

ENTRY INHIBITORS 

 

Introduction 

 

Approximately 33 million people are currently infected with HIV, and millions 

more are infected each year (191).  There is currently no vaccine, and treatments usually 

involve inhibiting viral activity post-infection, by inhibiting the HIV protease or reverse 

transcriptase.  More recently, therapies that target other parts of the viral life cycle have 

been approved, including an HIV integrase inhibitor (58). 

One of the most promising areas in the fight against HIV/AIDS has been the 

development of entry inhibitors, which generally bind to either the viral surface or the 

human cell surface to stop HIV before it can enter a cell.  Figure 1.3 is a diagram 

showing the HIV cell entry process: HIV surface protein gp120 first makes contact with 

human cell surface protein CD4, which causes a conformational rearrangement in gp120, 

allowing the protein to then bind its co-receptor on the cell surface (either the chemokine 

receptor CCR5 or CXCR4.  During this process, the HIV protein gp41 is exposed and its 

fusion peptide enters the cell surface.  Toward the end of the infection process, the N-

terminal helical trimer folds over to contact the C-terminal trimer of gp41, forming a 6-

helix bundle that likely pulls the membranes of the two entities in closer proximity to 
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assist fusion of the virus to the cell (64-65).  Recently, it has been reported that some of 

these events may occur in the endosome (66). 

Inhibition of HIV entry can be achieved by blocking one or more of the events that 

lead to infection.  Proteins, particularly lectins that bind to gp120, have been shown to be 

effective inhibitors (87-89), as are peptides that bind to gp41 to stop 6-helix bundle 

formation (64).  In particular, so-called C-peptides that are derived from the C-terminus 

of gp41 effectively bind to the N-terminus of gp41 to inhibit infection.  One of these 

peptides, T-20, has been approved for clinical use (90-92).  Another strategy to inhibit 

HIV infection involves binding the co-receptor on the human cell surface, particularly 

CCR5 (84-86,192-197).  Natural ligands for CCR5, namely chemokines MIP-1, MIP-

1 and RANTES, were found to be able to block HIV infection (11).  It was later shown 

that variants of these chemokines, particularly RANTES, could lead to even more highly 

potent inhibition (85-86,192-194,197).  Despite the effectiveness of entry inhibition 

strategies, many of them have serious drawbacks. While the recent RANTES variants 

are extremely potent, they work by binding CCR5, so are only effective against R5 

tropic virus, not against X4 tropic virus (86).  While the C-peptides are effective against 

most strains of HIV, their potency is limited to nanomolar levels, and the virus can 

evolve so that the peptides bind less well (64,90-93). 

Considering the stepwise nature of the HIV entry process, there are certain time 

windows in which multiple targets are simultaneously susceptible to inhibition.  Binding 

of co-receptor inhibitors and fusion peptides to their targets can both be achieved after 

the exposure of gp41 and before gp120 interacts with its co-receptor.  Evidence suggests 
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that co-receptor binding is a key factor in the kinetic properties of fusion, and that 

lowered co-receptor density or weakened co-receptor-gp120 binding slows down gp41 

mediated cell fusion and prolongs the time window of the intermediate states of gp41 for 

fusion peptides to bind (198-199).  We reasoned that a properly engineered chimeric 

molecule containing one co-receptor inhibitor and one fusion peptide can block HIV cell 

entry at both steps more potently and could overcome the drawbacks of either individual 

component. 

We chose to use CCR5 ligand RANTES variants 5P12-RANTES and 5P14-

RANTES as the co-receptor inhibitor portion of our chimeric protein.  These variants 

were recently developed by Gaertner et al., and are among the most potent R5 entry 

inhibitors yet developed, with HIV inhibition at mid-picomolar levels in in vitro assays 

(85-86).  In addition to their high potency, they are small proteins that are able to be 

made recombinantly, and are easy to produce at low cost.  For the second part of the 

chimeric inhibitor, C34 and the nearly identical C37, are well characterized C-peptides 

and are highly effective at nanomolar concentrations in vitro (64,92-93,200-201).  It has 

also been shown that covalently-linking C-peptides to a range of un-related proteins did 

not diminish their anti-HIV activity, and in one case the linked C-peptide showed longer 

in vivo life time (202-203).  So C37 was chosen to be part of the chimeric molecule 

presented here. 

We report here the success of this strategy, in which RANTES variants linked to 

the C-peptide C37 are shown to be even more effective against R5 virus than the parent 

RANTES variants, leading to low-picomolar HIV inhibition.  The chimeric proteins also 



 

 

91 

exhibited nano-molar anti-X4 activity, which can be further enhanced by co-expression 

of CCR5 receptor on the target cell surface.  A clear mechanism of delivery of C37 by 

the RANTES variants is observed, even against X4 viral strains. 

 

Experimental Procedures 

 

Protein preparation.  The genes for 5P12-RANTES, 5P12-linker-C37, 5P14-

RANTES, 5P14-linker-C37 and P2-linker-C37 were made using standard thermocycling 

method. Oligonuleotides were purchased from Bioneer Corp (Alameda, CA).  Mutations 

to 5P12-linker-C37 were made using the QuikChange Site-Directed Mutagenesis method 

(Stratagene, La Jolla, CA).  These genes were expressed along with an N-terminal 

SUMO tag in the pET SUMO expression vector from Invitrogen (Carlsbad, CA).  The 

vectors were transformed into BL21(DE3), and grown in 1 liter 15N minimal medium 

using 15NH4Cl as the only nitrogen source.  Protein production was induced with 1 mM 

IPTG when the absorbance at 600 nM reached 0.7.  The cells were incubated with 

shaking for 20 hours at 22 after induction and then harvested by centrifugation.  The 

cell pellet was resuspended in cracking buffer (500 mM NaCl, 20 mM Tris, pH 8.0) with 

10 mM benzamidine, and French pressed twice at 16,000 psi.  The solution was 

centrifuged at 20,000 ×g for 30 minutes.  The supernatant was discarded and the pellet 

was resuspended in 10 ml refolding buffer (5 M Guanidinium/HCl, 3 mM EDTA, 50 

mM Tris, 50 mM NaCl, pH 8.0) with 10 mM β-mercaptoethanol.  The resuspended 

solution was incubated at room temperature for 2 hours with stirring followed by a 
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centrifugation at 20,000 ×g for 60 minutes.  The supernatant containing the denatured 

protein was added drop wise into 90 ml folding buffer (50 mM NaCl, 20 mM Tris, pH 

8.0) with 10 mM β-mercaptoethanol.  The solution was incubated overnight at 4 and 

then precipitants were removed by centrifugation at 20,000 ×g for 60 minutes.  The 

supernatant was dialyzed in 4 liter dialysis buffer (50 mM NaCl, 20 mM Tris, pH 8.0) 

with slow stirring, and the buffer was changed after 6 hours.  After dialysis, the solution 

was centrifuged again, and the supernatant containing the refolded protein was passed 

through a Ni chelating column (GE Healthcare) and eluted with imidazole in 500 mM 

NaCl, 50 mM Tris (pH 8.0) buffer.  The purified proteins were dialyzed in 4 liter 50 mM 

NaCl, 20 mM Tris buffer (pH 8.0) to remove imidazole.  To cleave the SUMO tag, 

recombinant yeast ULP1 protease was added and the solution was incubated overnight at 

4. (ULP1 protease was produced and purified in our lab as briefly described: ULP1 was 

expressed in LB medium using a pET-28b vector and the cells were collected and 

French pressed.  The ULP1 protease from the supernatant was purified using a Ni 

chelating column).  Precipitated matter was removed by centrifugation at 20,000 ×g for 

30 minutes and the product was separated from the SUMO tag using an acetonitrile 

gradient on a C4 reversed phase chromatography column (Vydac, Hesperia, CA) on an 

Akta purification system (GE Healthcare), and then lyophilized by the Labconco freeze 

dry system (Labconco Corporation, Kansas City, MO).  In our hands, we were able to 

obtain a yield of 5 mg pure protein from 1 liter E. coli prep.  For proteins containing a 

20-amino-acid linker, the protocol was modified to include an extra step of 

centrifugation to remove unfolded protein before adding TFA and acetonitrile for the 



 

 

93 

final C4 column purification step.  C37 peptide: The N-acetylated and C-amidated fusion 

peptide C37 was purchased from Genescript (Piscataway, NJ). 

NMR spectroscopy.  All NMR data were acquired at 25 °C on a four-channel 600 

MHz Bruker Avance III spectrometer equipped with a GRASP II gradient accessory and 

a TCI cryoprobe, which has an actively-shielded Z-gradient coil.  NMR samples were 

prepared by adding 15N-labeled lyophilized proteins into 20 mM sodium phosphate 

buffer (pH = 2.5) with 5% D2O. The chemical shift was referenced relative to internal 

DSS (2,2-dimethyl-2-silapentane-5-sulfonic acid) (102).  The data were processed using 

NmrPipe (103) and analyzed using PIPP (104).  For 2D HSQC spectra, SW=6982.631 

Hz (1H) and 1700.030 Hz (15N), with 512* points in 1H and 128* points in 15N. 

Cell lines and viruses: HeLa-ADA, and HeLa-P5L cells were kindly provided by 

Dr. M. Alizon and Dr. Anne Brelot (Cochin Institute, Paris, France) (59).  HeLa-TZM-bl, 

HL2/3 and Magi-CXCR4 cells were obtained through the NIH AIDS Research and 

Reference Reagent Program, Division of AIDS, NIAID, NIH: Hela-TZM-bl cell line 

from Dr. John C. Kappes, Dr. Xiaoyun Wu and Tanzyme Inc (204-207); HL2/3 from Dr. 

Barbara K. Felber and Dr. George N. Pavlakis (208); Magi-CXCR4 was donated by Dr. 

Michael Emerman (209).  293FT cells were kindly provided by Dr. Jennifer Manilay and 

were originally obtained from Invitrogen (Carlsbad, CA).  Viruses used in replication-

competent viral assays and PBMC assays including HIV-1 Ba-L, ADA and IIIB were 

obtained from the NIH AIDS Research and Reference Reagent Program, Division of 

AIDS, NIAID, NIH: HIV-1 Ba-L from Dr. Suzanne Gartner, Dr. Mikulas Popovic and 
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Dr. Robert Gallo (210); HIV-1 ADA-M from Dr. Howard Gendelman (211-214); HIV-1 

IIIB from Dr, Robert C. Gallo (215-217). 

Cell-cell fusion assay.  HIV-1 cell-cell fusion assays were carried out as 

previously described (59).  Briefly, 104/well target cells (HeLa-P5L for R5-tropic fusion 

assay, HeLa-TZM-bl and Magi-CXCR4 for X4-tropic fusion assay) were seeded in a 96 

well plate.  After 12 hours incubation, the medium was replaced with 50 L per well 

fresh RPMI 1640 (DMEM for the X4 assay).  Different concentrations of inhibitors were 

added and mixed well. 104/well effector cells (HeLa-ADA for R5 assay, HL2/3 for X4 

assay) in 50 L medium were then added to each well.  The cells were incubated at 37 

C for 24 hours to allow fusion.  Cells were lysed with 20 L 0.5% NP-40 (US 

Biological) in PBS (pH 7.4) for 30 min, then 30 L PBS with 8 mM substrate CPRG 

(chlorophenol red--D-galactopyranoside, Calbiochem), 20 mM KCl and 10 mM -

mercaptoethanol (Sigma) was added to each well.  The absorbance signal at wavelength 

570 nm and 630 nm were measured and the 570/630 ratio for each well was calculated.  

Data was analyzed using KaleidaGraph (Synergy Software, Reading PA). 

Single-round viral infection assay.  Plasmids used to generate the pseudotyped 

viral particles were all obtained through the NIH AIDS Research and Reference Reagent 

Program, Division of AIDS, NIAID, NIH: Plasmid pNL4-3.Luc.R-E- (with deletion of 

the envelope and vpr genes), and envelope plasmids pSV-ADA, pSV-JRFL from Dr. 

Nathaniel Landau (218); pHEF-VSVG from Lung-Ji Chang (219). pCAGGS-SF162-

gp160 from Leonidas Stamatatos and Dr. Cecilia Cheng-Mayer (220-222); HXB2-env 

from Dr. Kathleen Page and Dr. Dan Littman (223). HIV-1 clone Ba-L.01 from Dr. John 



 

 

95 

Mascola (224); pSVIII-91US005.11 from Dr. Beatrice Hahn (225); 6535, clone 3 

(SVPB5) from Dr. David Montefiori, Dr. Feng Gao and Dr. Ming Li (226). To make the 

pseudo-typed viral particles, 293FT cells were co-transfected with the pNL4-3.Luc.R-E- 

plasmid and an envelope plasmid using the ProFection Mammalian Transfection System 

(Promega). 48 hours post-transfection, the supernatant were collected, centrifuged and 

filtered with a 0.45 M syringe filter.  The viral stocks were stored at -80 C.  For the 

infection assay, 104 per well cells (HeLa-TZM-bl cell for both the R5 and X4 tropic 

assays, Magi-CXCR4 cells for the control “X4 only” assays) were seeded in a 96 well 

plate.  The next day, after changing the medium, different concentration of inhibitors 

were added to the wells and mixed, and then the virus particles were added.  The final 

volume was adjusted to 100 L per well.  After incubation for 3 days (the medium was 

changed once), the cells were lysed and the substrate CPRG was added (as described 

above).  The absorbance signal at wavelength 570 nm and 630 nm were measured and 

the 570/630 ratio for each well was calculated.  The data were plotted using Microsoft 

Excel, and the IC50 was determined using a linear equation fitted between two data 

points surrounding 50% inhibition.  For presentation purposes, data shown in the figures 

were plotted and fitted as curves using a four-parameter logistic equation in 

Kaleidagraph (Synergy Software, Reading, PA). 

Replication competent viral assay and PBMC assay.  The replication competent 

viral assays were performed as previously described (227).  TZM-bl cells were used for 

both the CCR5 and CXCR4 tropic assays and the HeLa-CXCR4 cells were used for the 

control X4 only assays.  The PBMCs were freshly isolated and used in viral assays as 
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previously described (227-228).  The viruses used to infect the target cells were HIV-1 

Ba-L, ADA (CCR5 tropic), and IIIB (CXCR4 tropic) strains.  Each assay was conducted 

in parallel with control compounds AMD3100 (CXCR4 inhibitor; positive control 

inhibitor for IIIB, and negative control inhibitor for Ba-L and ADA) and TAK779 

(CCR5 inhibitor; positive control inhibitor for Ba-L and ADA, and negative control 

inhibitor for IIIB) (data not shown).  Cytotoxicity of the inhibitors was assayed using the 

CellTiter 96 AQueous One Solution cell proliferation assay (Promega) (227).  All tested 

compounds showed no toxicity at the highest tested concentration (100 nM).  Data were 

plotted and presented as described for the single-round viral assays. 

Receptor density comparison using flow cytometry.  The CCR5 receptor 

expression levels on HeLa-TZM-bl cells and HeLa-P5L cells were compared using flow 

cytometry.  The cells were incubated with FITC conjugated anti-CCR5 antibody (clone 

2D7, BD Biosciences), and the fluorescence values were determined using a FACSAria 

cytometer (BD Biosciences).  Flow cytometric data was analyzed using FlowJo software 

(TreeStar). 

 

Results 

 

Design of the chimeric proteins. 5P12-RANTES and 5P14-RANTES are variants 

of the chemokine RANTES developed by Gaertner et al., each with 10 different amino-

acid mutations at the N-terminus (86).  Unlike natural RANTES which is an agonist to 

CCR5, 5P12 triggers neither receptor sequestration nor cell signaling, while 5P14 causes 



 

 

97 

receptor sequestration but not signaling (86).  Lack of receptor-signaling activity is a 

valuable property in an anti-HIV agent since immunologic activation could lead to more 

susceptibility to infection.  The flexible N-terminus of both 5P12 and 5P14 are critical 

for their receptor related anti-HIV function (86), but the C-terminal amino acids, which 

typically form an -helix in the chemokine structure, are likely not functionally 

important.  So we choose to link the C37 peptide to the C-terminus of 5P12 and 5P14, 

leaving the N-terminus intact.  The C-termini of 5P12-RANTES and 5P14-RANTES 

were covalently linked to the N-terminus of C37 peptide using 10-amino-acid flexible 

glycine/serine linkers GGGGSGGGGS.  We denoted the engineered chimeric proteins 

5P12-linker-C37 and 5P14-linker-C37.  All the individual RANTES variants and 

chimeric inhibitors were expressed in E. coli, and purified to no less than 95% purity as 

determined by SDS-PAGE.  Proteins were tested by NMR to determine the structural 

integrity. 1H-15N correlation spectra revealed that all proteins are nicely folded (Figure 

4.1).  5P12-linker-C37 and 5P14-linker-C37 exhibited the same peak placement as free 

5P12 and 5P14, respectively, except for the extra peaks in the unstructured region of the 

spectrum, which are likely caused by the linker and the C37 peptide, which is known to 

be unstructured in the absence of its binding partner (201).  These data indicate that 

linking C37 to a RANTES variant does not compromise the native structure of the 

RANTES variant. 

Anti-viral potencies of 5P12-linker-C37 and 5P14-linker-C37 against R5-tropic 

HIV viruses.  In vitro assays including the cell-cell fusion assay, single-cycle viral 

infection assay, replication-competent viral assay and PBMC assay were conducted to  
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Figure 4.1  1H-15N 2D HSQC spectra of the chimeric proteins and the parent RANTES 

variants.  A. Overlay of 5P12-linker-C37 (red peaks) with 5P12-RANTES (black peaks); 

B. Overlay of 5P14-linker-C37 (red peaks) with 5P14-RANTES (black peaks). 
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Figure 4.2  Antiviral activities of the chimeric inhibitors against R5 tropic virus.  

Chimeric inhibitors showed higher anti-HIV potency than the control groups (RANTES 

variants alone, C37 alone, or 1:1 mixture of the RANTES variants and C37). A, B. Cell-

cell fusion assay using effector cells expressing ADA viral envelopes. C, D.  Single-

cycle viral infection assay (Ba-L strain pseudoviral particles infecting TZM-bl cells).  E, 

F. Replication-competent viral assay (Ba-L strain virus infecting TZM-bl cells).  Data 

shown are typical results of single assays done in triplicate.  Error bars represent 

standard deviations of the data.  
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evaluate the anti-viral potencies of the chimeric inhibitors (Figure 4.2).  Control 

compounds including RANTES variants alone, C37 alone, and a mixture of RANTES 

variants with C37 (1:1 ratio) were tested in parallel with the chimeric inhibitors.   

In R5-tropic cell-cell fusion assays, consistent with previously published data (86), 

5P12-RANTES and 5P14-RANTES showed anti-HIV IC50 values of 50 pM and 30 pM, 

respectively, while the IC50 of C37 was in the low-nano-molar range, two orders of 

magnitude higher.  As expected, because of the large differences of the RANTES 

variants and C37 in anti-viral potencies, simply mixing 5P12 or 5P14 with C37 in 1:1 

ratio exhibited similar potency as 5P12 or 5P14 alone.  But the chimeric inhibitors 

exhibited anti-viral potencies stronger than either of the components alone, or the 

unlinked combination of the two (Figure 4.2A, B, Table 4.1).  These findings suggest the 

enhancement is not due to simply adding two inhibitors together, but rather an intra-

molecular mechanism of the covalently linked inhibitors. 

Further testing with multiple strains of R5 virus in single-cycle viral infection 

assays in TZM-bl cells revealed similar results (Table 4.2, Figure 4.2C, D).  For all 6 

strains tested, 5P12-linker-C37 and 5P14-linker-C37 exhibited up to 100 fold greater 

potency compared to 5P12 and 5P14 alone, or compared to a 1:1 mixtures of them with 

C37 (Table 4.2 and Table 4.3).  It was also found that the potency enhancement is strain 

dependent: For virus strains that are particularly sensitive to C37, such as Ba-L, 5P12-

linker-C37 and 5P14-linker-C37 showed 70 - and 23 - fold potency enhancement over 

5P12 and 5P14, respectively.  But for virus strains that are less sensitive to C37 such as 

6535, 5P12-linker-C37 was only 2.5 fold better than 5P12, while 5P14-linker-C37  



 

 

102 

Table 4.1  Anti-HIV activities of the chimeric inhibitors in R5 cell-cell fusion assay.  

Inhibitor 5P12 5P12+C3
7 

5P12-
linker-
C37 

C37 5P14 5P14+C3
7 

5P14-
linker-
C37 

IC50 (nM) 0.051 ± 
0.01 

0.044 ± 
0.005 

0.009 ± 
0.003 

9.1 ± 4.1 0.03 ± 
0.002 

0.03 ± 
0.01 

0.006 ± 
0.001 

 
 
Results are average IC50 ± SD (nM) from 4 or more independent experiments in 

triplicate.  R5 fusion stands for P5L (R5) cells fusion with Hela-ADA cells. 

 
 
 
 
Table 4.2  Anti-HIV activities of the chimeric inhibitors in single-cycle viral assay. 
 

HIV virus Tropism 5P12-linker-
C37 

5P12 C37 5P14-linker-
C37 

5P14 

Ba-L R5 0.004 ± 0.001 0.29 ± 0.09 15 ± 0.6 0.007 ± 0.001 0.16 ± 0.01 

SF162 R5 0.006 ± 0.001 0.59 ± 0.09 38 ± 13 0.017 ± 0.005 0.22 ± 0.06 

ADA R5 0.025 ± 0.004 0.47 ± 0.09 44 ± 14 0.037 ± 0.002 0.18 ± 0.03 

JRFL R5 0.015 ± 0.001 0.51 ± 0.01 49 ± 7.4 0.02 ± 0.006 0.14 ± 0.03 

US005 R5 0.03 ± 0.006 0.20 ± 0.02 59 ± 16 0.025 ± 0.006 0.09 ± 0.03 

6535 R5 0.22 ± 0.05 0.55 ± 0.07 261 ± 57 0.08 ± 0.02 0.10 ± 0.03 

HXB2 (Magi-X4) X4 18 ± 7.4 > 500 9.6 ± 1.3 14 ± 5.0 > 500 

HXB2 (TZM) X4 0.001 ± 0.0003 > 500 6.1 ± 0.3 0.001 ± 0.0001 > 500 

VSV-G Ctrl > 500 > 500 > 500 > 500 > 500 

 
 
Results are average IC50 ± Standard deviation (nM) from 4 or more independent 

experiments in triplicate.  5P12+C37 and 5P14+C37 groups showed similar R5 anti-viral 

activity to 5P12 and 5P14 alone, and similar X4 anti-viral activity to C37 (Table S3)  
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Table 4.3  Anti-HIV activities of 5P12+C37 and 5P14+C37 in single-cycle viral assay. 
 

HIV virus Tropism 5P12+C37 5P14+C37 
BaL R5 0.30 ± 0.05 0.16 ± 0.03 
SF162 R5 0.61 ± 0.11 0.13 ± 0.08 
ADA R5 0.54 ± 0.06 0.13 ± 0.009 
JRFL R5 0.56 ± 0.05 0.19 ± 0.09 
US005 R5 0.28 ± 0.08 0.10 ± 0.01  
6535 R5 0.7 ± 0.2 0.08 ± 0.008 
HXB2 (Magi-X4) X4 9.6 ± 1.3 8.5 ± 1.5 
HXB2 (TZM) X4 3.6 ± 0.1 4.6 ± 0.3 
VSV-G > 500 > 500 > 500 

 
 
Results are average IC50 ± SD (nM) from 4 or more independent experiments in 

triplicate. 

 

 

showed no enhancement over 5P14.  These data indicate that the linked C-peptide is 

critical for the enhancement of the inhibition of the RANTES variant in the chimera, and 

suggest that the effect of the fusion peptide on the specific viral strain determines the 

magnitude of the relative potency of the enhancement over the RANTES variant alone 

against Ba-L strain (Figure 4.3).  

A series of assays with replication-competent virus was also carried out.  CCR5 

tropic HIV-1 ADA and HIV-1 Ba-L strains were used to infect TZM-bl cells at different 

concentrations of inhibitors.  Compared to the results of the single-round viral infection 

assay, all inhibitors were less effective in inhibiting viral replication.  For example, 

5P12-RANTES and 5P14-RANTES had nanomolar rather than mid-picomolar inhibition 

against tested strains.  But the chimeric inhibitors consistently showed stronger 

inhibition, with 5P12-linker-C37 showing up to 157 fold enhancement over 5P12 alone, 
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and with 5P14-linker-C37 showing up to 56 fold better inhibition than 5P14 alone (Table 

4.4, Figure 4.2E, F).   

As describe above, the chimeric inhibitors consistently showed better inhibition 

than the parent compounds against HIV in engineered cell lines, which may be different 

than natural human cells in properties such as receptor expression level.  To determine 

the success of these chimeric inhibitors on primary human cells and to get an estimation 

of their real potency against HIV on its natural targets, the inhibitors were tested on 

human peripheral blood mononuclear cells (PBMCs).  The PBMC results confirmed the 

previous findings, with 5P12-linker-C37 being 45 fold better than 5P12 alone, and 5P14-

linker-C37 being 26 fold better than 5P14 alone against the Ba-L strain (Table 4.5). 

Anti-viral potencies of 5P12-linker-C37 and 5P14-linker-C37 against X4-tropic 

HIV viruses. Since 5P12 and 5P14 work by binding CCR5 and are therefore only 

effective against R5-tropic virus, they showed no inhibition against X4 envelopes, either 

in cell-cell fusion assays or in viral assays using X4-tropic virus against Magi-X4 cells, 

as expected (Tables 4.2 and 4.6, Figure 4.4A, B).  In contrast, the peptide C37 is active 

against both R5 and X4 tropic virus due to its ability to bind gp41, and this peptide 

exhibits nanomolar-level inhibition potency in X4 fusion and viral assays.  The designed 

chimeric inhibitors 5P12-linker-C37 and 5P14-linker-C37 also show anti-X4 activity due 

to the action of the C37 portion of the molecule, as shown in Figure 4.4A and B.  These 

chimeric inhibitors exhibit IC50 values nearly identical to C37, demonstrating the 

effectiveness even when one portion (the RANTES variant) is not utilized for the 

inhibition. 
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Figure 4.3  The correlation between the viral sensitivity to C37 and the magnitude of the 

relative potency enhancement of the chimeric inhibitors over RANTES variants alone.  

Numbers in parentheses are fold of relative potency enhancement 

 

 

Table 4.4  Anti-HIV activities of the chimeric inhibitors in replication-competent viral 
assay. 
 

HIV virus Tropism 5P12-linker-
C37 

5P12 C37 5P14-linker-
C37 

5P14 

Ba-L R5 0.08 ± 0 12.61 ± 8.19 >100 0.08 ± 0.01 4.52 ± 0.64 

ADA R5 0.65 ± 0.08 28.5 ± 5.9 >100 0.63 ± 0.06 21.8 ± 0.1 

IIIB (HeLa-X4) X4 10.1 ± 0.1 > 500 10.4 ± 0.2 9.23 ± 1.77 > 500 

IIIB  (TZM) X4 0.05 ± 0 > 500 77.1  ± 21.1 0.04 ± 0 > 500 

 

Results are average IC50 ± the uncertainty of the average (half the difference) (nM) from 

2 independent experiments in triplicate.  ± 0 indicates the two experiments yielded 

identical IC50 values. 
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Table 4.5  Anti-HIV activities of the chimeric inhibitors in PBMC assay. 
 

HIV virus Ba-L (R5) IIIB (X4) 

5P12-linker-C37 0.015 ± 0.005 0.44 ± 0.02 

5P12 0.675 ± 0.5 > 100 

C37 13.85 ± 8.3 7.0 ± 2.5 

5P14-linker-C37 0.015 ± 0.005 3.1 ± 2.3 

5P14 0.395 ± 0.26 > 100 

 

Results are average IC50 ± the uncertainty of the average (half the difference) (nM) from 

2 independent experiments in triplicate. 

 

 

Table 4.6 Anti-HIV activities of the chimeric inhibitors in X4 cell-cell fusion assay. 

IC50 (nM) C37 5P12-linker-
C37 

5P12 + C37 5P14-linker-
C37 

5P14 + C37 

Magi-X4 (X4) 1.5 ± 0.3 4.7 ± 0.9 2.2 ± 0.2 4.3 ± 0.5 2.4 ± 0.7 
TZM-bl (R5/X4) 2.1 ± 0.8 0.006 ± 0.003 2.1 ± 0.2 0.005 ± 0.002 2.6 ± 1.0 

 
Results are average IC50 ± SD from 4 or more independent experiments in triplicate. 

X4 fusion stands for Magi-X4 cells fusion with HL2/3 cells.  

R5/X4 fusion stands for TZM (R5/X4) cells fusion with HL2/3 cells. 
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Figure 4.4  Antiviral activities of the chimeric inhibitors against X4 tropic virus.  The 

chimeric inhibitors retain the anti-viral activity of C37 in X4 assays: A. Magi-X4 cell 

(expresses only CXCR4, but not CCR5, on the surface) based cell-cell fusion assays; B. 

Magi-X4 cell based single-cycle viral infection assays.  The anti-viral activity of 

chimeric inhibitors against X4 virus is greatly enhanced if the cells co-express CCR5 

receptors: C. TZM-bl cell (expresses both CCR5 and CXCR4 on the surface) based 

fusion assays; D. TZM-bl based single-cycle viral infection assays.  This enhancement 

of the chimeric protein requires binding to CCR5:  When the CCR5 receptors on the cell 

surface are occupied by pre-incubation with CCR5-binding protein, the chimeric 

inhibitors showed no enhancement over C37: E. TZM-bl cell based fusion assays; F. 

TZM-bl cell based single-cycle viral infection assays. The cells were pre-incubated with 

100 nM 5P12 or 5P14.  Data shown are typical results of single assays done in triplicate.  

Error bars represent standard deviations of the data.   
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More striking results are observed when performing assays with X4-tropic virus 

on the TZM-bl cell line, which expresses both CXCR4 and CCR5 receptors.  While the 

IC50 of C37 alone remains the same as on the Magi-X4 cell line, the anti-viral potency of 

the chimeric inhibitors increased 400 - and 6,000 - fold compared to C37 in cell fusion 

assays and in single-cycle viral assays against the HXB2 strain, respectively (Tables 4.2 

and 4.6, Figure 4.4C, D).  Parent protein controls 5P12-RANTES and 5P14-RANTES 

showed no inhibition, indicating that CCR5 binding by the RANTES variants does not 

inhibit X4-tropic viral entry, as expected.  Furthermore, potency enhancement was not 

seen when 5P12 or 5P14 were mixed with C37, which led to the same activity as C37 

alone.  The high potency of the chimeric proteins against X4 virus under these 

conditions suggests a strong enhancement by the intra-molecular action of both 

components of the chimeric protein.  This enhancement likely involves the RANTES 

variants being bound to CCR5 receptors, placing the C37 part of the chimera in the 

proper position to bind its target gp41.   

Given the fact that CCR5 and CXCR4 receptors form hetero-oligomers on the cell 

surface (229-230), it is very likely that by binding to the CCR5 receptors, the RANTES 

variants in the chimeric protein could specifically deliver C37 to its virus target, which is 

presumably using the nearby CXCR4 as a co-receptor, to achieve the strong 

enhancement of X4 inhibition potency.  To provide evidence for this, we carried out 

experiments in which the CCR5 receptors were blocked prior to adding X4 tropic virus 

and the chimeric inhibitors.  In both fusion and single-cycle viral assays, target cells 

were pre-incubated with 100 nM 5P12 or 5P14 before 5P12-linker-C37 or 5P14-linker-
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C37 were added.  Since the CCR5 receptors were blocked by excessive amount of 

RANTES variants and the chimeric inhibitors could not bind to CCR5 receptors, their 

X4 inhibition potency reverted to that of C37 alone (Figure 4.4E, F) 

Replication-competent viral assays were also conducted to confirm the anti-viral 

activities of chimeric inhibitors against X4-tropic virus replication.  Similar results were 

observed as from the single cycle assays: while the chimeric inhibitors 5P12-linker-C37 

and 5P14-linker-C37 showed the same IC50 values as C37 on HeLa-X4 cells (which 

express only CXCR4 receptors on the surface), they exhibited 1500-1900 fold increased 

potency over C37 against the X4 tropic HIV-1 IIIB strain on TZM-bl cells which co-

expressed CCR5 and CXCR4 receptors (Table 4.4).  Altogether, the data show that 

chimeric inhibitors fully retain the anti-X4 activity of C37, and that this anti-X4 potency 

can be further enhanced when the target cells co-express CCR5 on the surface. 

Viral assays against PBMC, some of which also express both CCR5 and CXCR4 

receptors on the surface, were then carried out to evaluate the X4 tropic anti-viral 

potencies of these chimeric inhibitors on natural human cells.  As expected, 5P12 and 

5P14 alone did not show any inhibition against the X4-tropic HIV-1 IIIB strain since 

these proteins are only able to bind the CCR5 coreceptor and not CXCR4.  The peptide 

C37 alone showed an IC50 of 7 nM.  The chimeric inhibitors, however, showed 

inhibition that was up to 16 fold better than C37 alone as judged by IC50, most likely due 

to the coexpression of CCR5 receptors on some of the cells (Table 4.5).  This result 

showed that the chimeric inhibitors were extremely potent against X4-tropic viruses 

even on natural human cells.  



 

 

111 

Mechanism of the chimeric inhibitors. Several assays, including R5 and X4 tropic 

cell fusion assays, single-cycle viral infection assays, replication-competent viral assays, 

and PBMC assays indicate the success of the strategy to covalently link RANTES 

variants with a C-peptide.  These experiments also provide evidence suggesting the high 

potency is probably due to the excellent inhibition of the RANTES variants, along with 

its ability to specifically deliver C37 to its gp41 target.  Therefore, experiments were 

designed to further characterize the mechanism of action of the chimeric inhibitors, first 

focusing on the relative importance of the C37 portion. 

A series of mutations were made to 5P12-linker-C37 (Figure 4.5, Tables 4.7 and 

4.8), and the corresponding effects were evaluated with cell fusion and single-cycle viral 

assays.  It has previously been shown that that the mutation of Ile to Asp in position 642 

in the C-peptide causes a 10,000 fold drop of anti-HIV activity, almost completely 

abolishing its function, while the Ile mutation to Asp at position 656 causes a moderate, 

80 fold decrease of activity (198).  Therefore, mutations to Asp were made in the 642th 

and 656th positions of C37 in 5P12-linker-C37.  To test whether these mutations reduce 

the activity of the C37 segment of the chimeric protein, we tested the mutants with 

Magi-X4 cell based fusion and viral assays.  5P12-linker-C37I642D completely lost its 

ability to inhibit X4-tropic virus at lower than 500 nM concentration, while 5P12-linker-

C37I656D showed 10 - and 3 - fold decrease in activity in fusion and viral assays, 

respectively compared to the wild type chimera (Figure 4.5A, Table 4.7, 4.8).  These 

mutants that weaken the potency of the C-peptide also reduced the overall effectiveness 

of the chimeric protein against R5-tropic viruses. The anti-viral potency of both the 
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Figure 4.5  Mechanism of action of the chimeric inhibitors.  A. Mutations on the C37 

segment of 5P12-linker-C37 cause reduced or loss of activity against X4-tropic virus, 

while substitution of 5P12 with a different N-terminus (that of P2-RANTES) has no 

effect against X4-tropic virus.  The X4-tropic antiviral potency was determined on Magi-

X4 cells (which express only CXCR4, but not CCR5, on the surface) against HXB2 

strain pseudotyped virus particles.  C. Mutations on either the RANTES variant segment 

or the C37 segment of 5P12-linker-C37 cause reduced activity against R5-tropic virus.  

The R5-tropic antiviral potency was determined using TZM-bl cells (which express both 

CCR5 and CXCR4 on the surface) against Ba-L strain pseudotyped virus particles.  E. 

When the cells co-express CCR5, mutations on either the RANTES variant segment or 

the C37 segment of 5P12-linker-C37 cause reduced activity against X4-tropic virus.  The 

X4-tropic antiviral potency was determined on TZM cells (which express both CCR5 

and CXCR4 on the surface) against HXB2 strain pseudotyped virus particles.  B. 

Changing the original 10-amino-acid linker to a shorter 3-amino-acid linker or a longer 

20-amino-acid linker does not affect the native activity of C37 against X4 tropic virus.  

The X4-tropic antiviral potency was determined on Magi-X4 cells (which express only 

CXCR4, but not CCR5, on the surface) against HXB2 strain pseudotyped virus particles.  

D, F. 5P12-3AA-C37 shows reduced anti-viral activity in both R5-tropic single-cycle 

viral assays and TZM-bl cell based X4-tropic single-cycle viral assays, while 5P12-

20AA-C37 shows very similar activity to 5P12-linker-C37.  The R5-tropic antiviral 

potency was determined using TZM-bl cells (which express both CCR5 and CXCR4 on 

the surface) against Ba-L strain pseudotyped virus particles (D).  The TZM-bl cell based 
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X4-tropic antiviral potency was determined on TZM cells against HXB2 strain 

pseudotyped virus particles (F).  Data shown are typical results of single assays done in 

triplicate.  Error bars represent standard deviations of the data.   
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Table 4.7  Anti-HIV activities of 5P12-linker-C37 mutations in single-cycle viral assay. 
 

HIV virus Tropism 
5P12-linker-

C37 

Mutation in 
RANTES 

Mutation in C37 Change of linker length 

P2-
RANTES-
linker-C37 

5P12-linker-
C37I642D 

5P12-linker-
C37I656D 

5P12-GGS-
C37 

5P12-
(GGGGS)4-

C37 
Ba-L R5 0.004 ± 

0.001 
0.82 ± 0.09 0.24 ± 0.04 0.20 ± 0.02 0.06 ± 0.001 0.002 ± 

0.001 
SF162 R5 0.006 ± 

0.001 
0.80 ± 0.02 0.75 ± 0.36 0.27 ± 0.07 0.1 ± 0.02 0.004 ± 

0.0005 
ADA R5 0.025 ± 

0.004 
0.61 ± 0.05 0.29 ± 0.02 0.15 ± 0.02 0.1 ± 0.003 0.016 ± 

0.004 
HXB2 
(Magi-X4) 

X4 18 ± 7.4 17 ± 2.4 > 500 60 ± 20 27 ± 3.1 11 ± 6.4 

HXB2 
(TZM) 

X4 0.001 ± 
0.0003 

0.28 ± 0.07 > 500 0.10 ± 0.02 0.28 ± 0.05 0.002 ± 
0.001 

VSV-G Ctrl > 500 > 500 > 500 > 500 > 500 > 500 

 
Results are average IC50 ± Standard deviation (nM) from 4 or more independent 

experiments in triplicate. 

 

 

 

Table 4.8  Anti-HIV activities of 5P12-linker-C37 mutations in cell-cell fusion assay. 
 

Tropism 
5P12-linker-

C37 

Mutation in 
RANTES 

Mutation in C37 Change of linker length 

P2-RANTES-
linker-C37 

5P12-linker-
C37I642D 

5P12-linker-
C37I656D 

5P12-GGS-
C37 

5P12-
(GGGGS)4-

C37 
R5 0.009 ± 0.003 1.2 ± 0.09 0.06 ± 0.005 0.07 ± 0.003 0.03 ± 0.01 0.01 ± 0.002 

X4 (Magi-X4) 4.7 ± 0.9 3.9 ± 0.5 > 500 59.4 ± 15.4 4.1 ± 0.9 6.1 ± 1.7 
X4 (TZM) 0.006 ± 0.003 0.2 ± 0.09 > 500 0.05 ± 0.01 0.008 ± 0.003 0.003 ± 0.001 

 
Results are average IC50 ± SD (nM) from 4 or more independent experiments in 

triplicate. 
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5P12-linker-C37I642D and 5P12-linker-C37I656D were much lower compared to 5P12-

linker-C37, inhibiting similarly to free 5P12 (Figure 4.5C, Tables 4.7 and 4.8).  Similar 

results were observed in X4 assays with TZM-bl cells that contain both CCR5 and 

CXCR4 on the surface (Figure 4.5E, Tables 4.7 and 4.8). 

The RANTES portion of 5P12-linker-C37 was also mutated to determine the 

effect of the RANTES portion on the overall chimeric protein.  In particular, the potent 

5P12 N-terminus was changed into that of another RANTES variant, P2-RANTES, 

which differs from 5P12 by the first 10 amino-acids.  P2-RANTES is also an R5 ligand, 

but with lower anti-viral potency against R5 virus (nanomolar-level inhibition in cell 

fusion and pseudotyped viral infection) (85).  Substitution of the RANTES part of the 

linker protein did not affect the C-peptide portion of the chimera, as evidenced by the 

similar activity as 5P12-linker-C37 and C37 in X4-tropic assays under conditions where 

only the C37 portion would be expected to be active (Tables 4.7 and 4.8, Figure 4.5A).  

But this variant did show decreased activity in R5 and TZM-bl X4 assays (Tables 4.7 

and 4.8, Figure 4.5C, E).  Therefore the RANTES portion of the chimeric protein is also 

critical for the enhanced activity. 

These data indicate that both parts of the linker protein are necessary and that they 

have to be functioning on the same molecule to show an enhancement of potency. 

Having demonstrated the necessity of both portions of the chimera, we 

hypothesized that the observed enhancement of the chimeric inhibitors was likely due to 

the specific delivery of C37 to the nearby gp41 target by the RANTES variant as it binds 

to the CCR5 co-receptor.  To probe this possibility, we tested the effects of different 



 

 

116 

linker length on the overall activity of the linker protein.  Mutant chimeric inhibitors 

with 3-amino-acid linker “GGS” and 20-amino-acid linker “(GGGGS)4” were made to 

compare with our 5P12-linker-C37 which has a flexible 10-amino-acid linker (GGGGS)2.  

NMR experiments were done to confirm the structural integrity of the mutants (data not 

shown).  The spectra showed that the 20-amino-acid long linker led to a significant 

portion of unfolded protein using our regular purification method, so we modified the 

protocol to obtain pure and fully folded chimeric protein with the 20-amino-acid long 

linker.  Finally, 2D HSQC spectra verified the structural integrity of all mutant chimeric 

proteins and showed that the change of linker length did not affect the structure of 5P12 

(data not shown).  As a control, X4-tropic single round virus assays using MAGI-X4 

cells (containing no CCR5) confirmed that different linker length did not affect the anti-

viral function of the C37 portion of these chimera (Table 4.7, Figure 4.5B).  This was 

expected, since we have already shown that under these conditions the C-peptide is the 

only component involved in inhibition while the RANTES variant is not active against 

X4 tropic strains.  In contrast, R5 tropic viral assays with 3 different strains showed that 

the shorter linker 5P12-GGS-C37 has the lowest anti-viral potency, 15-fold lower 

compared to that 5P12-linker-C37.  The moiety with the longer linker 5P12-(GGGGS)4-

C37 showed almost the same activity as 5P12-linker-C37 (Table 4.7, Figure 4.5D).  

Similar results were observed in X4-tropic assays using TZM-bl (containing both surface 

R5 and X4) as target cells, where 5P12-GGS-C37 showed the lowest ability to inhibit 

and where 5P12-linker-C37 has similar activity to 5P12-(GGGGS)4-C37 (Table 4.7, 

Figure 4.5F).  
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Since the individual activities of 5P12 and C37 were not affected, the change of 

anti-viral activity in these altered chimeras was likely caused by the change in linker 

length.  The data suggests that the linker has to be long enough to allow both parts of the 

linker protein to both be functional and supports the hypothesis that the enhancement of 

potency in the chimeric inhibitor is due to the specific delivery of C37 to the nearby 

gp41 target by the RANTES variant as it binds to CCR5. 

 

Discussion 

 

In this paper, a potent strategy to inhibit HIV by targeting multiple steps of HIV 

cell entry is described.  It was reasoned that during the HIV entry process, there are time 

windows when co-receptor inhibition and gp41 fusion inhibition can be achieved 

simultaneously.  Based on this hypothesis, we designed chimeric inhibitors that contain 

both a co-receptor inhibitor and a fusion peptide, and the two components were linked 

together using a flexible glycine/serine linker.  The chimeric inhibitors 5P12-linker-C37 

and 5P14-linker-C37 exhibited anti-viral potency higher than either of the individual 

components alone or in combination.  They were able to inhibit R5 tropic HIV at low 

picomolar level in all the in vitro assays, and therefore are among the most potent entry 

inhibitors yet reported.  The chimeric inhibitors also fully retained the anti-X4 activity of 

C37, and this anti-X4 potency can be further enhanced when the cells co-express CCR5 

on the surface.  The chimeric inhibitors therefore overcome the major drawbacks of the 

parent co-receptor inhibitors 5P12 and 5P14 which lack activity against X4 tropic virus.  
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Another advantage is that by blocking HIV entry at two steps, the chimeric inhibitors are 

less likely to be evaded by virus through mutations. 

A few potent protein-based chimeric HIV entry inhibitors have been previously 

reported (94-96).  Most relevant to the present work is a similar strategy recently 

reported using an antibody to CCR5 covalently linked to two T-2635 fusion peptides 

(94).  This molecule, called BFFI, also blocks HIV at both the co-receptor binding step 

and the 6-helix bundle formation step, and showed very strong anti-viral activities. 

However, this BFFI only exhibited 2 fold potency enhancement over the parent 

CCR5mAb in PBMC assays against R5 tropic viruses, despite the large enhancement 

showed in the TZM-bl cell based in vitro assays.  BFFI also failed to inhibit X4-tropic 

viruses on cell lines expressing only CXCR4 receptors or on PBMCs.  Against X4-tropic 

virus, BFFI was only active when the cells co-expressed large amounts of CCR5 along 

with CXCR4.  This is probably because the large mAb sterically blocked the effective 

binding of the fusion peptide to its target, so the fusion peptide could not act alone due to 

the hindrance of its chimeric partner (203).  Also BFFI was produced in mammalian 

cells, making large-scale production of this inhibitor less feasible due to expense.  Our 

chimeric inhibitors, on the other hand, are straightforward and inexpensive to produce in 

E. coli, highly active against R5 viruses, active against X4-tropic viruses regardless of 

the presence of CCR5 receptors on the surface of the target cell, and are extremely 

potent on PBMCs. 

The overall effectiveness of our chimeric inhibitors relies heavily on two major 

factors aside from the components’ innate effectiveness: viral susceptibility to the C37 
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peptide, and CCR5 receptor density on the target cell.  As shown in Table 1, we tested 

the effectiveness of the chimeric inhibitors on 6 different single-cycle R5 viruses.  The 

viruses showed variable sensitivity to C37, with C37 inhibition IC50 ranging from 15 nM 

to 261 nM, while showing quite similar sensitivity to 5P12 or 5P14 alone.  The relative 

potency enhancement of the chimeric inhibitors over the parent RANTES variants 

similarly varied from 1 to 100 fold, and was largely in proportion to the virus’ 

susceptibility to C37: generally, the more sensitive the virus to C37, the more potency 

enhancement of the chimeric inhibitor over the RANTES variants alone against that 

virus (Figure 4.3).   

The effectiveness of the chimeras also depend on receptor density on the target 

cells, which is also true for other inhibitors (231):  Lower receptor density leads to more 

sensitivity to inhibition.  In the present work, R5-tropic fusion assays were carried out on 

two cell lines with differing amounts of CCR5 on the surface, and the results showed 

that the lower the CCR5 density, the more potent the chimeric inhibitor (Figure 4.6, 

Table 4.9).   

Extensive in vitro viral assays and mutagenesis studies were carried out to 

investigate the mechanism of the chimeric inhibitors.  In R5 tropic viral assays, the 

chimeric inhibitors showed up to 100 fold potency enhancement over the parent 

RANTES variants while a simple mixture of the RANTES variants and C37 showed no 

enhancement, indicating that C37 enhanced the R5 anti-viral potency of the RANTES 

variants, and the mechanism involves both components being covalently linked.  Similar 

conclusions can be drawn from the results of an X4 tropic viral assay on TZM-bl cells,  
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Figure 4.6  CCR5 receptor density comparison by flow cytometry.  The CCR5 receptor 

expression levels on HeLa-TZM-bl cells and HeLa-P5L cells were compared using flow 

cytometry. 

 

Table 4.9  Anti-HIV activities of the chimeric inhibitors in R5 tropic fusion assays with 
P5L and TZM-bl as target cells. 
 

Cell lines Hela-P5L TZM-bl 
CCR5 density Low High 

5P12 0.051 ± 0.01 14 ± 1.4 
5P12+C37 0.044 ± 0.005 7.0 ± 1.3 

5P12-linker-C37 0.009 ± 0.003 0.8 ± 0.2 
C37 9.1 ± 4.1 340 ± 80 
5P14 0.03 ± 0.002 11 ± 2.4 

5P14+C37 0.03 ± 0.01 4.8 ± 0.2 
5P14-linker-C37 0.006 ± 0.001 0.6 ± 0.02 

 
Results are average IC50 ± SD (nM) from 4 or more independent experiments in 

triplicate. 
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which contain both CCR5 and CXCR4 on their surface.  While the only active part of 

the chimeric inhibitor against X4 tropic virus is C37, as much as 6000 fold enhancement 

of potency was observed.  This effect disappeared when the CCR5 receptors were 

blocked, suggesting that the RANTES variant is binding CCR5 and specifically 

delivering the C37 portion of the chimera to gp41.  Mutagenesis on either part of the 

chimeric protein showed that both parts are essential and they are functioning at the 

same time.  Change of linker length also provided valuable information about the space 

requirements of this intra-molecular mechanism.   

Based on these findings we propose the following model to explain the 

mechanism of our chimeric inhibitors on both R5 and X4 tropic viruses.  The inhibitors 

likely inhibit R5 tropic virus by binding to both the CCR5 co-receptor and the gp41 N-

terminal trimer of hairpin simultaneously or near-simultaneously.  By binding to the co-

receptor, the chimeric inhibitors could specifically deliver C37 near to its target on gp41, 

and potentially increase the local concentration of C37 on the cell surface (Figure 4.7A).  

When inhibiting X4 virus on cells containing only CXCR4 receptors, the chimeric 

inhibitors behave essentially as C37 alone by binding only to gp41 (Figure 4.7B).  When 

the cells express both CCR5 and CXCR4, the chimeric inhibitors can deliver C37 to its 

target by binding to a CCR5 receptor that is presumably in proximity to a CXCR4 that is 

being used as a co-receptor for infection due to the known hetero-oligomerization of 

CCR5 with CXCR4 (229-230).  By specific delivery of C37 to its target and possibly 

increasing the local concentration of C37 on the cell surface, the chimeric inhibitors 

block HIV more efficiently than C37 alone (Figure 4.7C).  
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Figure 4.7  Model of action of the chimeric inhibitors: A. during the process of R5 

tropic viral entry, the chimeric inhibitor can bind to the CCR5 receptor and block the co-

receptor-gp120 interaction, and at the same time delivers the C37 fusion peptide to the 

nearby gp41 targets. In this way, the chimeric inhibitor blocks R5-tropic HIV entry at 

both steps more effectively.  B. during the process of X4-tropic viral entry, only the C37 

part of the chimeric inhibitor is active, and the chimeric inhibitor functions exactly as a 

fusion peptide by binding to the N-terminal trimer-of-hairpins of gp41.  C. When the 

target cells of the X4-tropic virus co-express both CCR5 and CXCR4 receptors, the 

chimeric inhibitors can inhibit viral entry more efficiently.  Since CCR5 and CXCR4 

form hetero-oligomers on the cell surface, the chimeric inhibitors can bind to CCR5 and 

deliver the C37 peptide to the nearby X4 infection site.  By specific delivery of C37 to 

its target and possibly increasing the local concentration of C37 on the cell surface, the 

chimeric inhibitors block HIV more efficiently than C37 alone. 
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We report here the success of a strategy to covalently link potent CCR5 binding 

proteins with a gp41-binding C-peptide.  The chimeric inhibitors exhibited extremely 

high anti-viral potency, and were able to inhibit both R5 and X4 tropic viruses.  Since 

the inhibitors block HIV at two steps, they are likely more resistant to viral mutations.  

Also, as fully recombinant inhibitors, they are inexpensive and relatively easy to produce.  

Overall, these inhibitors are excellent candidates for HIV microbicides.  This work could 

also provide insight for a general approach for optimizing existing HIV entry inhibitors 

or designing new inhibitors. 
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CHAPTER V 

SUMMARY AND CONCLUSIONS 

 

Chemokines are important immune proteins, carrying out their function by binding 

to glycosaminoglycans (GAGs) on the endothelial surface, and to cell surface chemokine 

receptors.  A unique viral chemokine analog, viral macrophage inflammatory protein-II 

(vMIP-II), encoded by human herpesvirus-8, has garnered interest because of its ability 

to bind to multiple chemokine receptors including both HIV coreceptors.  In addition, 

vMIP-II binds to cell surface GAGs much more tightly than most human chemokines, 

which may be the key to its anti-inflammatory function in vivo.  The first part of the 

present work was to determine the mechanism of action of vMIP-II by characterizing its 

GAG-binding and receptor-binding mechanisms.   

To determine vMIP-II’s GAG-binding mechanism, the interaction of vMIP-II with 

heparin-derived disaccharide was characterized using NMR.  Important binding sites 

were further analyzed by mutagenesis studies, in which corresponding vMIP-II mutants 

were tested for GAG binding ability using heparin chromatography and NMR.  It was 

found that despite having many more basic residues than some chemokines, vMIP-II 

shares a characteristic binding site similar to its human analogs, utilizing basic residues 

R18, R46 and R48.  Interestingly, a particular mutation (Leu13Phe) caused vMIP-II to 

forms a pH dependent CC-chemokine-type dimer as determined by analytical 

ultracentrifugation and NMR.  To our knowledge, this is the first example of engineering 

a naturally predominantly monomeric chemokine into a dissociable dimer by a single 
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mutation.  This dimeric vMIP-II mutant binds to heparin much more tightly than wild 

type vMIP-II, and provides a new model to study the relationship between chemokine 

quaternary structure and various aspects of function.  Structural differences between 

monomeric and dimeric vMIP-II upon GAG binding were characterized by NMR and 

molecular docking.  We found that there is a shift in the GAG-binding sites between the 

dimer and monomer forms of vMIP-II, where the N-terminus was involved in GAG 

binding for the dimer.  The N-terminus of one dimer subunit reaches over to the 

positively charged binding pocket of the other subunit, and forms a new binding pocket 

which has been shown to be more favorable for GAG binding.  This study, for the first 

time, provides a model that explains the mechanism of how quaternary structure affects 

chemokine-GAG binding. 

Mutagenesis and competitive binding assays were conducted to study the receptor-

binding mechanism of vMIP-II.  We focused our study on vMIP-II’s binding to CCR5 

and CXCR4 which are two major receptors from two different subfamilies.  We have 

found that the highly basic binding surface at the core domain of vMIP-II, including 

residues R18, K45, R46, and R48, plays a pivotal role in vMIP-II’s receptor binding.  

This binding surface is solely responsible for vMIP-II’s binding to CCR5, and this 

surface, together with the N-terminus, are used by vMIP-II to interact with CXCR4.  

Considering the fact that the N-termini of most receptors are heavily sulfated and 

negatively charged, this highly basic core domain binding surface might be the key to 

vMIP-II’s broad-spectrum receptor binding ability.  NMR titration experiment  are 

ongoing to provide more detailed information on how this positively charged binding 
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surface interact with the tyrosine-sulfated N-termini of CCR5 and CXCR4 which will be 

a nice complement to the current study.   

The second part of this work was to rationally design HIV-1 entry inhibitors based 

on our knowledge of the mechanisms of chemokine-receptor binding and HIV-1 cell 

entry.    We successful designed two highly potent chimeric HIV entry inhibitors 

composed of CCR5 targeting RANTES variants (5P12-RANTES and 5P14-RANTES; 

(86)) linked to a gp41 targeting C-peptide, C37.  Chimeric inhibitors 5P12-linker-C37 

and 5P14-linker-C37 showed extremely high anti-viral potency in single-cycle and 

replication competent viral assays against R5 tropic viruses with IC50 values as low as 

0.004 nM.  This inhibition was somewhat strain dependent and was up to 100 fold better 

than the RANTES variant alone or in combination unlinked with C37.  The chimeric 

inhibitors also fully retained the antiviral activity of C37 against X4 tropic viruses, and 

this inhibition can be further enhanced significantly if the target cell co-expresses CCR5 

receptor.  On human peripheral blood mononuclear cells, the inhibitors showed very 

strong inhibition against R5 tropic Ba-L strain and X4-tropic IIIB strain, with IC50 

values as low as 0.015 nM and 0.44 nM, which are 45 and 16 better than the parent 

inhibitors, respectively.  A clear delivery mechanism requiring a covalent linkage 

between the two segments of the chimera was observed and characterized.  Furthermore, 

the two chimeric inhibitors are fully recombinant and are easily produced at low cost.  

These attributes make them excellent candidates for anti-HIV microbicides.  The results 

also suggest a potent approach for optimizing existing HIV entry inhibitors or designing 

new inhibitors. 
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