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ABSTRACT<br>Algorithms and Automated Material Handling Systems Design for Stacking 3D<br>Irregular Stone Pieces. (August 2010)<br>Ming-Cheng Ko, B.En., National Taiwan University Chair of Advisory Committee: Dr. Sheng-Jen Hsieh

The motive of this research is to develop a good stacking method with an automatic material handling system and the procedures that can increase productivity, reduce production costs, and prevent labor injury. A diversity of products leads to a number of different kinds of stacking problems. Much research has been done focusing on two-dimensional arrangement for rectangles, circles or irregular shapes, and threedimensional regular-shaped objects such as rectangular boxes. To solve stacking problems, many algorithms such as the genetic algorithm, simulated annealing and other heuristic algorithms have been proposed.

The three-dimensional stacking problem has a practical application in the transportation, manufacturing, and construction industries. There has been relatively little emphasis on three-dimensional irregular objects; however, stacking three-dimensional irregular objects has become more common in industry. In this thesis research, three heuristic algorithms are proposed to stack irregular stone pieces nested in a container with multiple layers. Primary functions of the heuristic algorithms include three major parts. First, it approximates irregular shapes to a cluster of straight lines. Secondly, it arranges the approximated angles one-by-one with the proposed step-by-step rule. Finally, it considers the weight of the stone pieces from the pixel calculation for reasons of
stability. The first and second algorithms are based on the area and angle of the stone piece and the third one is based on the approximated weight of the stone.

An automatic real-time stacking system including pneumatic devices, sensors, relays, a conveyor, a programmable logic controller, a robotic arm, and a vision system was developed for this study. The algorithms developed were tested by this automatic stacking system for better utilization. Three performance measures were presented in the experimental result.

Comparisons between the results from three proposed algorithms and that from the bottom-back-left algorithm are made. Experimental data demonstrate that the utilizations and the stabilities of the three proposed algorithms are statistically better than that of the bottom-back-left algorithm. However, the cycle times of the three proposed algorithms have no statistical difference from that of the bottom-back-left algorithm. In addition, a statistical test between each proposed algorithm is also conducted. Both the utilizations and stabilities have statistical differences between each proposed algorithm while the cycle times do not. The results of this study show that the algorithm developed works effectively for solving the stone-pieces stacking problem.
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## 1. INTRODUCTION

### 1.1 Motive of Research

Stacking problems arise in a wide variety of application areas. The major goals of most packing problems are to stack the objects in a given container with the highest utility rate [1-5]. The diversity of products needing to be stacked leads to a lot of different kinds of stacking problems; for example, objects differ in terms of dimension, shape, weight, material, and direction [3]. There are quite a lot of characteristic combinations which can be discussed [6].

However, only a few characteristics have been discussed in former literature. Much research has been done on two-dimensional arrangements for rectangular or circular objects and three-dimensional stacking for boxes [7-14]. But there are many situations-in the building trade, for example-when the objects are irregularly shaped and the stacking is three-dimensional. It is complicated to do the arrangement for 3D irregularly shaped objects, such as stone pieces. Thus, the motive of this research is to solve a practical problem about three-dimensional stacking method for irregularly shaped objects.

### 1.2 The Nature of Object Stacking

A good stacking method can increase the utility rate of the accommodation of a container, reduce the production cost, and make companies more competitive in the market as well [15-17]. The fundamental problem is that of determining an efficient arrangement of differently shaped objects [18]. Stacking problems have been solved by many kinds of methods, including heuristic algorithm [16, 19-23], genetic algorithm [2428], and simulated annealing algorithm [29]; most of them are heuristic search algorithms [30-33].

This thesis follows the style of Microelectronics Journal.

Some researchers have made use of multiple stops to determine the stacking sequence of the objects. Consequently, many heuristic algorithms applied the known characteristics of the objects from the measuring stops [4, 7-10]. For example, the sequences of the algorithms stack the objects in order from heavy to light or from large to small. It is proved that the performance such as volume utilization of the algorithms is good.

In order to simplify this complicated stacking problem, we performed three proposed heuristic algorithms that apply known weight, area and matching angle of the objects to complete the stacking process. We chose to use stone pieces as the threedimensional irregular objects to be stacked.

### 1.3 The Need for Stacking System Automation

Sorting of materials with different shapes into a container is a very common task in the packaging and shipping industries. However, many of these packing tasks are still carried out manually [1, 19]. For a number of industries, nesting of irregular patterns is often performed manually by experienced workers. Although the workers' solutions are seldom optimum, they can be surprisingly good. In most cases, the space is not optimally utilized because doing so is time-consuming and it is difficult to arrange the stacking manually. Besides, it is easy to have different stacking solutions result because the workers have varied habits. Not only is manual layout both time-consuming and expensive, it might also cause the worker to be injured. Thus, there appears to be a growing need for completely automated layout procedures [34].

However, an automatic material-handling system can save a lot of time and prevent the worker from injury [17, 35]. The material-handling system is a common facility that companies utilize in the transportation, manufacturing, and construction industries. Usually, the products are packed in boxes which are loaded on pallets for purposes of transportation [36-39].

An automated system often includes a programmable logic controller, conveyor, sensors, and measuring and loading equipment. For example, the baggage-conveying facility in an airport is an automated conveying, sorting, and loading system [40-41]. The
characteristics of the baggage are recorded and registered for the loading process. Therefore, this system needs to utilize an extremely long conveyor belt for sorting and loading the baggage. A cost-effective approach would be to develop a vision system which can attain the approximate shape, area, and weight of the baggage. This is a substitute for measuring equipment such as a weight station.

The vision system has many applications of computer vision, including systems for controlling processes, organizing information, and interaction [42]. The vision system is extensively applied in industrial robotic systems, especially with robot arms [43-47]. The robot arms can be autonomous or controlled manually and can be used to perform a variety of tasks with great accuracy.

In sum, in order to have a material-handling system which is automatic and realtime, the motion sensors, electric image capturing cameras, and the controlling robotic arm are combined to form an efficient and useful object-packing prototype system.

### 1.4 Research Assumptions

We made the following assumptions in this research:

1. The object, a stone piece, is not deformable during the experimental process.
2. Objects cannot be stacked above the edge of the container during the experimental process.
3. There is no collision between all the objects during the experimental process.
4. There is no load bearing limitation for the container.

### 1.5 Format of Research

This thesis research is divided into seven sections, as follows:
Section 1 describes the important role of stacking three-dimensional objects such as stone pieces and the need for developing an automatic real-time material-handling system.

Section 2 summarizes and compares some existing stacking problems. Previous research related to the progress of stacking problems is also studied. Next, the hardware
application of packing and shipping automation systems is reviewed. Finally, the proposed stacking problem for stone pieces is briefly described.

Section 3 details the three-dimensional real-time automatic system design of this experiment. Both the hardware design and control system design are illustrated specifically.

Section 4 presents the objective of this experiment and the details of proposed algorithm designs.

Section 5 focuses on the design of experiments. Experimental hypothesis, measure of performance, and the experimental procedures are carefully discussed.

Section 6 focuses on the experimental results. The result of each design of experiment is presented by experimental plots followed by statistical hypothesis testing. A summary of experimental results of this thesis research is given in the end.

Section 7 provides a summary and offers future directions of this thesis research.

## 2. LITERATURE REVIEW

### 2.1 Current Stacking Problem

The progress of the stacking problem started with one dimension in the earlier stages and went on to the two-dimensional segment and arrangement [1-6]. Most scholars now are studying not only two-dimensional problems but also three-dimensional stacking problems [7-13]. We knew from the start that there are a lot of characteristic stacking combinations which can be discussed. The stacking problem is very complicated since there are so many situations that need to be considered. In order to be concerned with practicality, the literature at present only considers some realistic conditions [43]. Moreover, each solution will be specific according to what the specific problem is.

In industries, products are often packed in boxes which are loaded onto pallets for purposes of transportation [12, 48-52]. Therefore, much of the research into the stacking problem has used rectangular boxes [53]. The rectangular boxes provide a good fit around the edge of the container. Some researchers regard these three-dimensional problems as two-dimensional ones in that the size of the boxes is the same [13]. The optimal solution to the two-dimensional, orthogonal rectangular packing problem can be found by calculating the maximum number of rectangles which can be fitted into the given space [1].
A. R. Babu and N. R. Babu [2] developed a heuristic algorithm to solve twodimensional arrangement problems. They used the bottom-left first rule to arrange rectangles in the rectangular sheet. While they are placing the rectangular parts, it is ensured that the individual parts will not overlap with each other. Besides, they recorded the coordinate of each rectangle to develop the best result in terms of utility rate. After placing each part on the sheet, they then identified new positions for placing the next part. The position of each part was based on a 2D translation which followed the bottom-left first rule. They performed the effective duplicated method, copulative procedure, and mutative probability by utilizing a genetic algorithm. Therefore, they could attain the best solution for stacking after performing the mathematical calculations several hundreds or thousands of times. This algorithm ensures not only the best efficiency of container material, but also minimizes the irregular boundary in the unused container, and thus
helps for further application. In addition, the authors also make a comparison with Jakobs [11], whose heuristic and genetic algorithm does not consider placing the rectangles in multiple sheets. As shown in Figure 1, the results are similar but Babu and Babu's approach can directly consider several sheets to arrange the given sets of sheets, thus becoming a simpler approach.


FIGURE 1 Comparison of Jakob's and Buba's heuristic approach (a) Jakob's (b) Babu's [7].

The solution for cutting problem can be applied to the stacking problem [29-32, 45]. The cutting problem discussed optimal dissection of a large rectangular plane area into smaller rectangles having unit width and integral length so as to obtain the least waste [30]. The algorithms of cutting problem often limited the size of the tree search by deriving and imposing necessary conditions for the cutting pattern to be optimal [31].

There are still other kinds of nesting methods for regular and irregular shapes [4, 18-21]. Bruce, J. A. George, and J. M. George [4] placed circles into a rectangle without reference to the ability to physically pack them. Several authors have studied the problems of packing circles having the same size into a rectangular bound [18, 24]. Compared with the previous regularly shaped objects, two-dimensional irregularly shaped objects present packing problems that are more varied and complicated. It is not possible to pack the irregularly shaped objects as closely as the regular ones. Many heuristics have been developed to deal with fitting different-size objects into a shipping container [54-57]. The easiest way to solve this problem is to use regular shapes like rectangles or circles to surround the irregular shapes. Then we can arrange them by using the method for rectangular shapes.

Adamowicz and Albano [18] proposed a two-stage solution in which the problem is converted from one of placing irregularly shaped pieces to one of allocating rectangular modules. In the first stage, the pieces are encased in minimum-area rectangular modules either singly or in combination with other pieces. Then these modules are used in the second stage to produce optimal layouts on the rectangular sheets. Another approach has been described to produce an optimal arrangement of irregular pieces. Albano and Sapuppo [19] reduced the problem to a search of an optimal path in a graph and, using a heuristic search method, they produced an approximate solution which proves to be of good quality and efficient in terms of computer time. The balance between the solution quality and the computing time can be interactively controlled by the user of the program. Nee, Seow, and Long [20] approximated irregular boundaries by a number of segments. Each segment became the diagonal of a rectangle. These "boundary" rectangles are considered together with the "enclosure" rectangles that contain the patterns to be nested, the difference being that the former are pre-packed and cannot be moved. Then an approximate-shape routine replaces the original pattern with a
multi-sided polygon. For repetitive patterns, a pairwise layout is first used to search for a probable good nesting module. Modules are further clustered to form larger modules using a rectangular-packing routine.

### 2.2 Three-Dimensional Object Arrangement

A lot of research has been extensively discussed on the stacking methods of threedimensional boxes [7-10]. Ngoi, Tay, and Chua [7] developed a heuristic stacking method of packing boxes into a container using a unique spatial representation technique. This method can obtain the empty volumes in the container first. This method compares the dimensions of all unpacked boxes with preferred dimensions of all the available empty volumes and selects the best combination according to its matching condition. The preferred dimensions of an empty volume are shown by arrows in Figure 2. Finally, a packing plan is generated. The generation of packing plans is independent of the placing sequence generated by the algorithm. The packing plan can be generated in various ways to suit the physical packing limitations. This algorithm is not constrained by the physical sequence, that is, back to front, or bottom to top. However, this algorithm only deals with rectangular cartons; other shapes are not considered. Besides, the researchers assumed the boxes are firm and will not deform.


FIGURE 2 Example of preferred dimension of an empty volume [7].

Abdou and Yang [8] discussed boxes of different sizes. They set limitations for the heights of the objects, and objects with the same height would be considered to be piled in a group. There were only some specific heights of the objects, and these heights had a multiple relation. This stacking method is subjected to the base area of the container. Each group had to be piled independently. Then, all the groups would be piled together to fit the base area of the container.

Liu and Hsiao [14] discussed the problem of stacking identical rectangular boxes into a rectangular container. They regarded each of three different surfaces as one twodimensional problem. Besides, objects with the same height would be arranged as one layer. If the objects may be stacked on their bottom, side, or end surface as shown in Figure 3 the utilization will increase, but stability will sometimes be lost. Liu and Hsiao proposed a five-phase heuristic method to solve the three-dimensional pallet-loading problem which can provide the greatest stability and utilization. This method also arranges the stacking sequence of the unit load of the container. Different phases focused on different objects such as cube utilization or stability of unit load of the container. This method can be applied in cases where the boxes are not of the same size.


FIGURE 3 Same sized rectangular solids and container [14].

Ghering, Menschner, and Meyer [9] proposed a method of packing rectangular boxes of different sizes in a container with known dimension. They used the blocks for piling. First, they arranged all the boxes according to size from large to small and placed the large ones on the first level to achieve the highest stability. With this method, the boxes are stacked in vertical layers and no box is allowed to straddle neighboring layers. As a consequence, additional boxes of appropriate sizes can be packed in the spare spaces within the same layer. Spare spaces beside, in front of, and above a box are filled with pairs of boxes that give the best fit. As shown in Figure 4, for a given level, the procedure will try first to fill spare spaces below this level. If that is infeasible, the spare spaces will be defined as filled and the higher level is used as a surface for further packing. The authors continued in this way until all the cuboids were in the container. This method is
like dividing the container into several small containers. Besides, each block is piled independently, so it may result in wasting a lot of space.


FIGURE 4 Different layers defined based on the spare spaces [9].

The stacking problems have become more complicated in recent years. These problems are much more realistic and practical. Gehring and Bortfeldt [7] developed a Genetic Algorithm to solve the three-dimensional stacking problem. They gathered similar rectangular solids together into a group first, and then ran the stacking process. At the end, they retained the approximate best solution after going through the genetic algorithm several hundreds or thousands of times.
K. A. Dowsland [9-11] did research about packing rectangular objects in both two and three dimensions. Dowsland solved a stacking problem with different-sized rectangular boxes by developing an algorithm combining mathematical calculation and literature in order to get the best utility rate.

Currently, there are a variety of solutions developed to solve the stacking problems. To be concerned with practicality, most of the literatures at present consider two-dimensional rectangle and three-dimensional rectangular box. Comparisons of current stacking problems from literatures are listed in Table 1. The discussion about 3D irregular shape has not been found.

TABLE 1 Comparison of Current Stacking Problems from Literatures

| Problem | 2D |  |  |  | 3D |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Regular |  |  | Irregular <br> Shape | Regular |  |  | Irregular <br> Shape |
|  | Rectangle |  | $\begin{gathered} \text { Circle } \\ \hline \text { Different } \end{gathered}$ |  | Rectangular box |  | $\begin{array}{\|c\|} \hline \text { Cylinder } \\ \hline \text { Different } \end{array}$ |  |
| Reference | Same | Different |  |  | Same | Different |  |  |
| [1] | X |  |  |  |  |  |  |  |
| [2] |  | X |  |  |  |  |  |  |
| [3] |  | X |  |  |  |  |  |  |
| [4] |  |  | X |  |  |  |  |  |
| [5] |  |  |  |  |  |  |  |  |
| [6] |  | X |  |  |  |  |  |  |
| [7] |  |  |  |  |  | X |  |  |
| [8] |  |  |  |  |  | X |  |  |
| [9] |  |  |  |  |  | X |  |  |
| [10] |  |  |  | X |  |  |  |  |
| [11] |  |  |  | X |  |  |  |  |
| [12] |  |  |  |  |  | X |  |  |
| [13] |  |  |  |  |  | X |  |  |
| [14] |  |  |  |  | X |  |  |  |
| [16] |  |  |  |  |  | X |  |  |
| [17] |  | X | X |  |  |  |  |  |
| [19] |  |  |  | X |  |  |  |  |
| [24] |  |  |  |  |  |  | X |  |
| [28] |  |  |  |  |  | X |  |  |
| [31] |  | X |  |  |  |  |  |  |
| [34] |  |  |  | X |  |  |  |  |
| [35] |  | X |  |  |  | X |  |  |
| [42] |  | X |  |  |  |  |  |  |
| [47] |  | X |  |  |  |  |  |  |
| [48] |  | X |  |  |  |  |  |  |
| [49] |  |  |  |  |  | X |  |  |
| [51] |  |  |  |  |  | X |  |  |

### 2.3 Current Automation Stacking System

Automation processes such as those used for control of machinery on factory assembly lines often consist of a programmable logic controller, conveyor, and sensors [58-60]. The programmable logic controller can be used in industry in controlling and monitoring industrial processes [61]. Tasu [62] showed that the programmable logic controller is able to control peripheral devices such as relays, any kind of displays, motors, steppers, etc. A conveyor system is a kind of mechanical handling equipment that moves materials from one location to another. Lingg [63] invented a conveyor system with plural branches and return portions for operation in an overall closed-loop configuration, there being pallets on the conveyor system circulating in the closed loop and receiving individual objects of load to be transported. The conveyer systems are extensively applied in airport baggage handling. A multi-agent control approach for a baggage handling system (BHS) using IEC 61499 Function Blocks was presented by Black [64]. Koini and Baier [65] also provided a process for the automated conveying, sorting, and loading of baggage items with data of the weight, shape, volume, and consistency of baggage.

The major goals of most packing problems are to stack the objects in a given container with the highest utility rate by utilizing a robotic machine [66]. Horn [67] developed a robot system that can recognize and grip a torus object, or doughnut-shaped solid, by first analysing three images made by an electronic camera. When an infrared beam passing the gripper is interrupted, the motion of the arm is stopped, thus the gripper moves into position for pickup and lifts the object free [68].

The combination of a vision system [69], a motion sensor system [70], and the controlling robotic arm [71] can form an efficient and useful object-packing system. Allen, Yoshimi and Timcenko's system [72] consists of two calibrated cameras that provide images to a real-time, pipelined-parallel optic-flow algorithm that can robustly compute optic flow and calculate the 3-D position of a moving object at a rates of approximately 5 Hz . Allen [73] explored a technique that can track moving objects by utilizing a real-time vision system and a robot arm with gripper, while most robotic grasping tasks assume fixed objects. Chaumette and Mezouar [74] introduced a useful
vision feedback control loop technique in the special case when the initial and desired positions of the cameras are distant. This approach focuses on demonstrating a scalable decentralized control system following the automation object approach and producing a function block component presenting a single section of conveyor.

The stacking objects utilized in this thesis are irregularly shaped stone pieces. Less work has been found in this area of irregular packing problems, but it is very important to have a purely automatic system to outperform an experienced worker. The hardware used in this thesis consist of a programmable logic controller, an objecttransporting conveyor, a robotic arm with three suction cups for picking up objects, infrared sensors, and the image-capturing webcams.

### 2.4 Proposed Stacking Method

Stacking three-dimensional irregular objects is a complicated problem. It requires the development of an algorithm which is more complex than that used in twodimensional packing or even three-dimensional rectangular stacking. We chose many small stone pieces which are three-dimensional irregular shapes. It would be easy if we could use suction cups to pick up the stone pieces.

A vacuum gripper is expensive and is more suitable for industry. These stone pieces all have a surface which can be sucked. For this reason, a robotic arm with a pneumatic system is used to suck the stone pieces. Suction cups connected to the robotic arm are used to pick up the objects.

The baggage-conveying facility in an airport is an automated conveying, sorting, and loading system. However, the weight, shape, volume, and consistency of objects to be loaded have to be recorded and registered first. Then the system determines the optimum assignment to the loading device by a string of conveyors [75]. In our problem, we use only two cameras in the vision system for determining the approximate shape, height, and weight. Then we apply the FCFS (first-come, first-served) rule to this experiment. For this reason, we do not have to spend a lot of money and time on sorting the objects.

In order to get the maximum number of stone pieces inside the container, we must know the shape of each piece. Then we can match the angles of adjacent stone pieces to save space. Therefore, a camera system is required in that we need to know the shape of the objects. The information attained by the webcam includes a line running just along the shape of a stone piece and a rectangular rim outside of a stone piece which is tangent to each side of the stone piece. [See 4.2 Irregular Shape Analysis.] This simplifies our problem from three dimensions to two dimensions. The wasted space between each stone piece and its rectangular rim can be envisioned as four triangles. That is, each rectangular area can be regarded as the combination of the stone piece and four triangles at the corners. Then the two-dimensional shape of each stone piece is similar to a polygon. Consequently, from the points and triangles we can calculate areas and angles which are applied to proposed algorithms 1,2 , and 3 . Moreover, the number of pixels and height are attained from the webcams as well. The approximate weight of each stone piece can be calculated from "the number of pixels times height times the density of the stone piece." This approximate weight is applied to proposed algorithm 3.

This thesis presents heuristic algorithms that apply known weight, area, and matching angle of the objects to complete the stacking process. This problem can be divided into the following parts: (1) how to use the cameras and analyze the stone pieces; (2) how to nest the stone pieces inside one another optimally; (3) how to best stack the maximum number of stone pieces.

## 3. METHODOLOGY

### 3.1 Objective

The objective of this section is to achieve the maximum utility rate. That is, we will develop stacking algorithms for placing the maximum number of stone pieces into a container. In addition to the stacking algorithm development, we are going to use hardware prototype as the method for completing design of experiment.

We will compare the bottom-back-left algorithm with proposed algorithms to see which one has the better utility rate in this experiment. Other performance measures such as stability and cycle time are also compared as well.

### 3.2 Hardware System Design

The objectives of this hardware setup are (1) describe a cost-effective approach to utilize a three-dimensional real-time system that can pile the objects in the container in such a way using the cameras and robotic arms and (2) proposes a design framework for an FCFS (first-come, first-served) real-time system.


FIGURE 5 Photo of automatic material handling system (top view).

Figure 5 shows the whole system. We can divide this system into three major parts. The first part includes a conveyor, a programmable logic controller, three photoelectric infrared sensors, two relays and a pneumatic system. The second part is the vision system which includes two webcams: one is on the top of the conveyor and another one is by the side of it. The third part is the robot system which communicates with the computer through the RS-232 serial port and continues to work with the vision system.

### 3.2.1 Design of Conveyor, Sensor, and Pneumatic System

The conveyor system is designed to transport the stone piece through the automation process. It consists of a steel-reinforced canvas mat and a 120 -volt AC motor. The conveyor is about 48 inches in length and 5 inches in width. There is a series of sensors along the conveyor and the container. The photoelectric infrared sensor is designed to stop the stone piece in position for inspection by the vision system and suction by the robot pneumatic system. The photoelectric infrared sensor senses the incoming stone piece, and the programmable logic controller (PLC) controls the reaction of the stopper by a relay connecting to the conveyor. Figure 6 shows the wiring diagram including the PLC, a relay, a conveyor, a regulator (LM340T-12) and a photoelectric infrared sensor. The relay is set as an inter-medium for connecting the conveyor and programmable logic controller.


FIGURE 6 PLC system schematic.

The pneumatic system is designed to move the stone piece through the robotic arm. It consists of a vacuum pump, a pneumatic valve, three suction cups, and a robotic arm. The vacuum pump has a 115 -volt AC motor and is about $1 / 2$ horsepower. The pneumatic valve is designed to block the suction as two photoelectric infrared sensors sense the incoming stone piece. The PLC controls the reaction of the stopper by a relay connecting to the pneumatic valve as well. If we replaced the conveyer in the wiring diagrams with a pneumatic valve, the wiring diagram will be the same as shown in Figure 6.

First of all, the stone piece blocks the photoelectric infrared sensor as it approaches the designated position. The photoelectric infrared sensor is aligned across the conveyor and located at the designated position. Second, the other two photoelectric infrared sensors are aligned across the container. Whenever the sensors sense the incoming robotic arm, the pneumatic valve will close its valve at the same time. See Figure 7.


FIGURE 7 Sensors aligned across the conveyor and the container.

### 3.2.2 Overview of the Vision System

We can divide this system into two parts (hardware and software). We adopted Logitech webcam V-U0012 as the hardware. For the software, we used Windows XP as the operating system, and cooperated with Microsoft Visual C++ for writing the image distinguishable program. This is a cost-effective approach to acquiring the needed threedimensional information of the objects.

The structure of this system contains two webcams. One is set on top of the conveyer to capture the top view of the object, and the other one is set on the side of the conveyer to capture the side view of the object. With this step, we can obtain the contours, pixel counts, and height of the object from these two webcams.

The images are in the format of BMP files as the firsthand information for distinguishing the image. The primitive picture is in the format of a dot matrix image, and it is expressed in RGB channels. The color is composed of three different elements: Red, Green and Blue. R, G and B are very suitable for using and dealing with every image operation. According to the image processing method of self-color, we can do some operations with $R$, $G$ and $B$ separately and combine the results afterward. We change the RGB image into a binary image in our procedure; because binary images are more easily stored, dealt with and recognized, the signal process of binary image plays a relatively important role in morphology and image processing.

First of all, some pre-processing steps need to be made under different conditions. In this experiment, it is easier for us to find the object if the color of the object is very distinguishable from the background. Second, we check the position of the object with black and white pixels. Then we can get the picture from the webcam. Third, we scan the picture in the X -axis direction from the head to the end, and then repeat the same action in the Y-axis direction. By using the preceding procedure, we design two background setups for the webcams to improve the contrast to utilize this method. Figure 8 shows the background setups for the webcams: (1) a light source surrounding the top webcam eliminates the influence of shadow and improves the contrast between the object and the conveyer belt; (2) a black background is set behind the conveyor and covers the view of
the webcam by the side of the conveyor with a similar idea. Therefore, we can easily get all the contour points, pixel counts, and height of the object by utilizing this method.


### 3.2.3 Introduction of Mitsubishi Robot (RV-2AJ) and its System

Robot manipulators are mainly used to execute fixed and repetitive procedures or dangerous tasks in factories. In recent years, sensor-based robotic systems have been developed to react appropriately to sudden environmental changes and adapt themselves quickly to new tasks. There are many kinds of robotic arms in industry. We chose to use the Mitsubishi robot (Figure 9) in this experiment because of its merits as follows:

1. It takes only a small space, and the arm can stretch out at a distance.
2. The ratio of dimension and extension is perfect, so it is easy for the arm to stretch and fold up.
3. It is simple to communicate with the computer and continue to work with the vision system. Besides, it has high-speed processing ability, allowing high production capacity.


FIGURE 9 Mitsubishi robot RV-2AJ (http://www.rixan.com).

This experiment employs visual information for controlling the robot manipulator to grasp the objects. We mainly utilize the visual theory to get the position of the work piece and thus control the robotic arm to suck it. In addition, the computer has a lot of advantages in electro-mechanics, such as the convenience for monitoring and the humanization for operating, so that we can make an automatically oriented robotic arm which is operated by computer and distinguishes objects automatically by the image. The two-dimensional coordinate of the object is distinguished from the image. We utilize this two-dimensional coordinate into the space coordinate of the robotic arm by computer programming. Therefore, the robotic arm can suck the object smoothly and correctly.

The fixture on the robotic arm is very important for the robot to pick up work pieces. Since it directly influences the function part of the robot, we need to have different kinds of fixtures to meet all kinds of work. For our experiment, we use the vacuum pump and suction cups as the fixture. See Figure 10. This fixture has the following characteristics:

1. The vacuum pump offers appropriate and firm holding strength in the execution of work.
2. The movement of seizure is fast and certain.
3. The fixture will be better when its weight and volume are as simple as possible, such as a suction cup.
4. The cost is in an acceptable range.


FIGURE 10 Suction cups (Brand: ANVER BL20) on robotic arm.

### 3.3 Control System Design



FIGURE 11 Flow chart of control system.

Figure 11 shows the flow chart of the entire control system. We divide it into four parts: the first part is controlled by PLC; the second one talks about the vision system; the third one is about contour design and data calculation, and the last one is the robot system.

### 3.3.1 Automated System Controller

An Allen Bradley MicroLogix 1000 programmable logic controller (PLC) is utilized as a system controller. It coordinates the conveyor, photoelectric infrared sensors, pneumatic subsystem and vision system to accomplish assembly operations. In order to synchronize the operations performed by each component of the system, the sequence of operations was translated into a sequence of events by substituting component names with their assigned I/O addresses. The information in Table 2 and 3 was used to translate and consolidate events into logic, which was translated into a ladder diagram. In Figure 12 , rungs 1 and 2 describe the conditions under which stoppers will be activated. The stoppers here mean that the devices which can turn the conveyor (stopper 1) or pneumatic valve (stopper 2 ) off. In rung 1 , stopper 1 will be activated only when the stopper 1 sensor is triggered. In rung 2, when either one of the sensors in stopper 2 is triggered, stopper 2 will be activated.

TABLE 2 I/O Port Assignments for Programmable Logic Controller

| Description | Address | Explanation |
| :--- | :--- | :--- |
| Sensor \#1 at Stopper \#1 | I:000/00 | Stone piece arrives at Stopper \#1 |
| Sensor \#2 at Stopper \#2 | I:000/02 | Stone piece arrives at Stopper \#2 |
| Sensor \#3 at Stopper \#2 | I:000/03 | Stone piece arrives at Stopper \#2 |
| Stopper \#1 | O:000/00 | Conveyor is off |
| Stopper \#2 | O:000/07 | Suction is off |

TABLE 3 Automated Assembly System Sequence of Events

| Sequence of Events | Input/Output |
| :--- | :--- |
| 1. Part Stopper 1 senses part | Receive I:000/00 |
| 2. Turn conveyor off | Energize O:000/00 |
| 3. Part Stopper 2 senses part | Receive I:000/02,03 |
| 4. Turn pneumatic valve off | Energize O:000/07 |

STONEPIECEPLC


FIGURE 12 PLC ladder diagram segment for automated system.

From PLC programming, this system has the following automated procedures: (1) The conveyor moves forward automatically. While the stone piece put at the head of the conveyor is moving across the infrared sensor, the conveyor stops immediately. (2) After picking the stone piece up, the robotic arm will move to the container. The infrared sensor is set outside of the container. The pneumatic valve will close the gap when the infrared sensor senses the incoming robotic arm. Then the stone piece will be dropped at the position that the algorithm has designated.

From the PLC program in Figure 12, the MOV command is an output instruction that moves a copy of a value from a Source to a desired Destination. This instruction is placed on the right side of the rung, and is carried out on each scan providing the rung conditions are true. The Source value is unchanged by this command. Source is the address of a word of the data you want to move, while Dest is the operator-specified address of a word where the Source data is to be moved. The Micro-logic Data Transporter is written in visual basic language and designed for reading the PLC transmitting message and communicating with the vision system. A text file which consists of number 0 and 1 is stored on the computer for this program. The working status of the conveyer is monitored by this program and recorded in a distinguished file which is checked by the vision system every second. Therefore, by utilizing the PLC and Micro-logic Data Transporter program, whenever the conveyor changes its work status from move to stop, the vision system will receive the trigger and be activated to take a picture.

### 3.3.2 Vision System

Figure 13 shows the user interface of the vision system. The window on the left shows the video view from the top camera, and the video view on the right window is from the side camera. The vision system is configured to wait for the input trigger, at which point it is activated to take photos. When the "watch" button is pushed, the webcam will wait for the trigger and then automatically take the photo of each stone piece for image analysis. See Figure 14. The points of rectangular and irregular shape are
generated in the TXT files. Figure 15 shows the webcam view which is used to acquire the height of the stone piece.

The goal of the image analysis is to obtain the contour and height of the stone pieces. The idea is simple. Since the stone pieces stop in the designated area where the sensor sets up, we analyze the designated area in the video view to eliminate the influence of the complex environments. The pseudo-code for the image analysis is listed as follows:
Step 1. Check the work status of the conveyer.
Step 2. IF there is a trigger, then
(1) Obtain the images from both cameras (top and side)
(2) Cut the designated areas in the two images out as $I_{t}$ and $I_{s}$
(3) Change $I_{t}$ and $I_{s}$ into binary images $B_{t}$ and $B_{s}$
(4) Calculate the convex hull in $B_{t}$ and $B_{s}$
(5) Calculate the pixel points, the center point and the height of the convex hull in $B_{t}$ and $B_{s}$
(6) Draw and output the contour of $B_{t}$ and the height in $B_{s}$ in initial images

Step 3. ELSE return to Step 1.


FIGURE 13 Vision system interface.


FIGURE 14 Top view from webcam and contour of stone piece.


FIGURE 15 Webcam view for height of stone piece.

### 3.3.3 Contour and Data Calculation

This program is designed for reading the information the vision system provides. It includes points, height and total pixels of every stone piece. X1 and Y1 display the irregularly shaped points of each stone piece, and X2 and Y2 display the rectangular points. The approximate shape of a stone piece is shown in Figure 16. The area is the rectangular area. The angle is calculated by the two points in the irregular shape which are closest to the corner point. Total pixels times height is the approximate volume. Angle, area and volume are all needed in the stacking algorithm.


[^0]
### 3.3.4 Robot Controller

A Mitsubishi MELFA RV-2AJ robot with a CR1-571 controller was used. This robot has two types of interfaces: a serial interface that allows transmission of commands in the MELFA-BASIC IV language and a set of single point I/O channels. The serial interface can be used to upload robot programs or to issue single commands to the robot. This can be done manually with a terminal program or from within a program. Serial interface was used in this experiment. Single point I/O channels are used to allow safety or limit switches to stop the movement of a robot.

Figure 17 shows the communication flow. Two programs were used in the CR1571 controller to make use of the robot's ability to multi-task: one is to control the movement of the robot and the other is to deal with the serial communication program. Communication between the two programs was accomplished by using global variables. The CR1-571 controller comes with a number of global variables predefined. Figures 19 and 21 are excerpts from the robot movement program and communication program. The VB program selected data for the robot destination formatted to conform to the robot controller definition of a point. In RB1 program, it compares the approximate angle, area, and weight from the previous vision analysis programs and then it can select robot destination. For example, when the first stone piece is placed at the bottom-back-left position, the second piece is to be compared in terms of area with the first one and placed either next to the first one or at the bottom-front-right position. See Figure 21 number 270. Figure 18, 20 and 22 are the flow chart of the programs. RB2 is the robot movement required to achieve the selected destination. See Figure 23.



FIGURE 18 Program flowchart for VB program.

> Private Sub Timer1_Timer()
> Dim textline As String, N As Integer, i As Integer, j As Integer, Z As Integer
> Open "D:\Camcap_Image12\Camcap\Boundaries_x.txt" For Input As \#1
> Open "D:\Camcap_Image12\Camcap\Boundaries_y.txt" For Input As \#2
> Open "D:\Camcap_Image12\Camcap\coordinateX.txt" For Input As \#3
> Open "D:\Camcap_Image12\Camcap\coordinateY.txt" For Input As \#4
> Open "D:\Camcap_Image12\Camcap\coordinateHeight.txt" For Input As \#5
> Open "D:\Camcap_Image12\Camcap\totalpixel.txt" For Input As \#6
> $\mathrm{N}=0$
> $\mathrm{Z}=0$
> List1.Clear List2.Clear List3.Clear
> List4.Clear List5.Clear List6.Clear

```
Do While Not EOF(1)
Line Input #1, textline
List1.AddItem textline
N = N + 1
Loop
ReDim myX(N)
For N = 0 To N-1
myX(N)= Form1.List1.List(N)
Next
Close #1
Picture1.Scale (-100, 100)-(100, -100)
Picture1.Cls
Picture1.Line (-100, 0)-(100, 0), RGB(255, 0, 0)
Picture1.Line (0, -100)-(0, 100), RGB(255, 0, 0)
Picture1.AutoSize = True
a=1
While a< (N / 2-1)
Picture1.Line (myX(a), myY(a))-(myX(a+1), myY(a+1)), vbBlue
a=a+1
Wend
Picture1.Line (myX(a), myY(a))-(myX(0), myY(0)), vbBlue
Picture1.Line (myX(1), myY(1))-(myX(0), myY(0)), vbBlue
Picture1.Line (coX(0), coY(0))-(coX(1), coY(1)), vbBlack
Picture1.Line (coX(1), coY(1))-(coX(2), coY(2)), vbBlack
Picture1.Line (coX(2), coY(2))-(coX(3), coY(3)), vbBlack
Picture1.Line (coX(3), coY(3))-(coX(0), coY(0)), vbBlack
Dim Message As String
Dim lngStatus As Long 'used for COMM stuff
Dim intPortID As Integer ' the com port id
intPortID = 1 ' Send variables used in the form
Send "Now sending string to robot"
Message = "PRN(" & CStr(CSng(O1)) & "," & _
    CStr(CSng(O2)) & "," & _
    CStr(CSng(Z1)) & "," & _
    CStr(CSng(Z2)) & "," & _
    CStr(CSng(Z3)) & "," & _
    CStr(CSng(UU(0))) & _
    ",0,110,0.00,0.00,0.00)(6,0)" & Chr$(13)
End Sub
```



FIGURE 20 Program flowchart for RB1.
$10 \mathrm{k} \_02=0$ 'initialize movement complete indicator to false
$20 \mathrm{k} \_00=0$ 'set indicator variable as no message received
30 OPEN "COM4:" AS \#1 'open the serial port
40 ON COM GOSUB SUB 'process the incoming message to SUB subprogram
50 COM ON 'turn on interrupt processing
60 if k_02<1 goto 60 'wait here until the robot finishes moving
$70 \mathrm{k} \_02=0$ 'reset the process to 0
80 if k_00<1 goto 90 'wait here until a message arrives
90 GOTO 50 'after processing the message
100 *SUB 'subprogram
110 INPUT \#1, P_00 'P_00 is a predefined external position variable
180 mov $\mathrm{P} \_00=\mathrm{P} 1$ ' P 1 is set as the bottom-back-left position
$190 \mathrm{k} \_00=2$ 'set external variable to tell the move program to move
200 INPUT \#1, B21 'B21 is set as the angle of the second object
210 INPUT \#1, B22 'B22 is set as the angle of the second object
220 INPUT \#1, D21 'D21 is set as the length of the second object
230 INPUT \#1, D22 'D22 is set as the width of the second object
240 INPUT \#1, A1 'A1 is set as the area of the first object
260 ON COM GOSUB PAL
270 if $\mathrm{A} 2>\mathrm{A} 1$ then mvs $\mathrm{P}_{-} 00=\mathrm{P} 20$ 'compare A1 with A2
280 goto 410
290 elseif $90-\mathrm{B} 21-\mathrm{B} 11 \leq 20$ then mvs $\mathrm{P} \_00=\mathrm{P} 1 . \mathrm{X}+\mathrm{D} 11$ 'compare B11 with B21, 'the object is placed
at the position next to P1
$340 \mathrm{k} \_00=2$ 'set external variable to tell the move program to move
3100 *PAL 'subprogram
3110 DEF POS P20 'define position P20
3120 P2 = P1 'copy coordinates from P1 into P2
3130 P3 = P1 'copy coordinates from P1 into P3
3140 P2.X $=\mathrm{P} 2 . \mathrm{X}+30$ 'modify the copy P2:extend the X component
$3150 \mathrm{P} 3 . \mathrm{Y}=\mathrm{P} 3 . \mathrm{Y}+20$ 'modify the copy P3: extend the Y component
3160 DEF PLT 1,P1,P2,P3, ,3,3,1 'define a pallet called "PLT 1", use P1, P2 and P3 to determine the end point of the pallet
$3170 \mathrm{M} 1=9$ 'set the integer variable M1 to 9
3250 P20 $=$ PLT 1,M1 'select the ninth position which is bottom-front-right position in the pallet and copy to P20
910 RETURN 0 'the zero causes a return to the line where the interrupt occurred.


FIGURE 22 Program flowchart for RB2.
$10 \mathrm{k} \_00=0$ 'set an indicator variable
15 XRUN 2, "RB2", 0 'start the program RB2
20 if k_ $00<1$ goto 20 'loop until the indicator variable changes
$30 \mathrm{k} \_00=0$ 'reset the indicator variable after a change
$40 \mathrm{mov} \mathrm{P}_{-} 00$ 'move the robot to the point
$50 \mathrm{k} \_02=2$ 'to indicate move complete
60 goto 20 'return to the waiting loop

FIGURE 23 RB2 movement program.

### 3.4 Experimental Setup

In this experiment, we tried to do real-time sorting and have the maximum number of stable stone pieces in the container. The experimental fixture was composed of a programmable logic controller, a conveyor, one robotic arm with three suction cups affixed, a vacuum pump, a pneumatic valve, three infrared photoelectric sensors, two webcams, two relays, and a container.

First, we wanted to utilize a programmable logic controller (PLC) to automate the whole system. The programmable logic controller we used was the Allen-Bradley MicroLogix 1000. Then there was a power supply input for the breadboard (proto-board) to provide power for the infrared photoelectric sensors and programmable logic controller. The power supply was 24 volts. The regulator (LM340T-12) was put on the breadboard for converting 24 volts into 12 volts because the power of the photoelectric infrared sensors was 12 volts.

Second, we had to connect the conveyor with the programmable logic controller. The photoelectric infrared sensor was set up as the input resource, and the conveyor was set up as the output. Because the power supply of the conveyor was 120 volts, we had to use a relay (RY4S-U) as an inter-medium for connecting the conveyor and programmable logic controller. The conveyor could be controlled by the photoelectric infrared sensor. As a result, whenever the sensor across the conveyor received the message that the stone piece was coming, the conveyor would stop moving right away. In addition, we used another relay as an inter-medium for connecting the pneumatic valve and programmable logic controller. That is, two sensors as the input and the pneumatic valve as the output were set. In the same way, whenever two sensors set across the container sensed the robotic arm was coming, the pneumatic valve would close right away.

Third, there were two cameras in this experiment. One of them was on the top of the conveyor, the other one was on the side of the conveyor. In order to get the image data to be analyzed, both cameras were connected with the computer (Windows XP OS). The camera on the side was set for getting the height of the stone piece, and another camera was on the top of the conveyor for getting the two-dimensional figure. An RS232 serial cable was connected to the computer for programming. Each stone piece was
tagged with an identification number. This was convenient for doing the experiment, and very useful for future development such as identification of stone pieces that are easily deformable.

### 3.5 Experimental Procedures

This experiment included a conveyor, three photoelectric infrared sensors, a Mitsubishi robot Melfa RV-2AJ, three suction cups, one vacuum pump, one container, a pneumatic valve, and a vision system composed of two cameras.

The following is the procedure of this experiment:

1. Generate random sequence of thirty stone pieces.
2. Put the stone piece at the head of the conveyor.
3. The conveyor moves forward automatically. While the stone piece is moving across the infrared sensor, the conveyor stops immediately.
4. Two cameras (one on the top and the other on the side of the conveyor) will take the pictures and then transfer the data into the computer. The coordinates and the contour of the stone pieces can be obtained.
5. After analyzing data from the vision system, the position of the stone piece that should be placed in the container can be decided according to the algorithm and the coordinates.
6. The Mitsubishi robotic arm will move to the stone piece right away and use the suction cups to pick the stone piece up.
7. After picking the stone piece up, the robotic arm will move to the container.
8. The infrared sensor is set up outside of the container. The pneumatic valve will close the gap when the infrared sensor senses that the robotic arm is coming.
9. The stone piece will be dropped to the position that the algorithm has designated.

### 3.6 Irregular Shape Analysis

The problem of packing stone pieces of varying sizes into a container of fixed length, width, and height is formulated as a nonlinear mixed integer programming problem. In this experiment, we use two webcams to get the stone pieces' figure data. One of the webcams is set for getting the height of the stone piece, and the other is positioned above the stone piece for getting the two-dimensional figure. The information attained by the webcam on the top includes a line just surrounding the shape of each stone piece and a rectangular rim outside of the stone piece which is tangent to each side of the stone piece. See Figure 24. This simplifies our problem from three dimensions to two dimensions.



FIGURE 25 Separation of rectangular and irregular contours from stone piece.

As we can see in Figure 25, there are two different kinds of contours surrounding each stone piece. Each rectangular area can be regarded as the combination of the stone piece and four triangles at the corners. See Figure 26.


FIGURE 26 Wasted space can be envisioned as four triangles.

The wasted space between each stone piece and its rectangular rim can be envisioned as four triangles. That is, each rectangular area can be regarded as the combination of the stone piece and four triangles at the corners.

We utilized the rectangular and irregular contour in Figure 25. Although the contours are not regular shapes, they have two or more straight lines that would be enough for us to do the experiment by the following heuristic algorithm. The stacking data required by the algorithm include the dimensions of the container and the area, height, and weight data of each stone piece.

We cannot assume that an algorithm which is suitable for optimizing the load of one stone piece will give the best solution or even a good solution for stacking multiple stone pieces. The particular difficulty is that we must not only stack each stone piece well but we must also leave for later stone pieces that will stack well into the container. Our rules need to either explicitly look forward into future containers or should be designed to select items so that the remaining ones fit together well. In principle the stone pieces algorithm can stack in two ways. The first thing is to place stone pieces sequentially using rules which take into account the need to ensure later stone pieces are stacked well. The second thing is to stack the stone pieces in parallel by their edges using appropriate rules.

Each stone piece can be tagged with an identification number; this is very useful for future development such as identification of stone pieces that are easily deformable or boxes for multiple-drops problem.

### 3.7 The Algorithms for Experiment

### 3.7.1 Bottom-back-left Algorithm

It is the fundamental algorithm that used to compare with the proposed algorithms. We can regard each stone piece as a rectangular solid and do the experiment by the bottom-back-left-corner algorithm [2]. The following explanation illustrates the steps of this algorithm.

We regard the length, width, and height of the container as the X -axis, Y -axis, and Z-axis in three-dimensional coordinates. There are eight corners in a container, and we begin the stacking process from the bottom-back-left most point $(0,0,0)$. Then we divide the container into several layers with several blocks. For each layer, we consider the bottom-leftmost point of the object as the reference point.

Every container has eight corners, and we start the stacking process from the bottom-back-left most point $(0,0,0)$. For the object, there are eight points in it, and we also start the stacking process from the bottom-back-left most point $(0,0,0)$. See figure 27.


FIGURE 27 Origin of bottom-back-left algorithm (3D view).

Every time we place an object in the container, it will produce new coordinate points with the container or the previous object; moreover, this new coordinate point will become the reference coordinate point for the next object. After finishing object $\mathrm{X}_{1}$, it generates new coordinate point 1 and 2 from the object $X_{1}$ and the container. These two points will be the reference point for the next object. For this reason, there are two points ( 1 and 2) to be considered for the object $X_{2}$. We must follow the rule, bottom-backleftmost first, as the priority to choose the coordinate point. That is, we should look for the bottom point as low as possible first. Then we can go searching the point as far left as possible.


## Right

FIGURE 28 Reference points for bottom-back-left stacking process (2D top view).

Therefore, for object $\mathrm{X}_{2}$, we have to choose point 1 . If the space is not enough for stacking, we can choose point 2 then. As shown in Figure 28, we choose point 1 to stack since there is enough space for object $X_{2}$ and it produces three coordinate points 2, 3 and 4 for object $X_{3}$ to choose from. The order will be point 3, point 2, point 4, if we follow the rule "bottom-back-left." As a result, the object $X_{3}$ produces points 5 and 6 for the follow-up objects.

If there is not enough room for us to place an object, meaning we cannot find a point to stack, then we can go for the next layer. The stacking process will end if we finish all the layers.

When the stone pieces are being stacked, many small spaces may be produced between stone pieces which are close to each other because every stone piece has its own size and dimension. These small gaps are a waste of space since we cannot stack any stones in them.

Table 4 shows the parameters used in the proposed algorithms and their definitions. Let the index set I denote the set of stone pieces that are candidates to be stacked in the container; and let i be a generic element of this set. Since we have the rectangular contour, then we let $L_{i}$ be the length of the i-th stone piece and $W_{i}$ be the width of the i-th stone piece. In addition, let $X_{c}$ and $Y_{c}$ denote, respectively, the horizontal and vertical dimensions of the rectangle of the container. Let $R_{s}$ denote the rectangular rim of the stone piece and $R_{c}$ denote the rectangle ( $X_{c} \times Y_{c}$ ) of the container.

TABLE 4 The Parameters Used in Algorithm and Their Definition

| Parameters | Definition |
| :---: | :--- |
| $L_{i}$ | The length of the i-th stone piece |
| $W_{i}$ | The width of the i-th stone piece |
| $H_{i}$ | The height of the i-th stone piece |
| $X_{c}$ | The horizontal dimension of the rectangle of the container |
| $Y_{c}$ | The vertical dimension of the rectangle of the container |
| $Z_{c}$ | The height of the container |
| $R_{s}$ | The rectangular rim of the stone piece |
| $R_{c}$ | The rectangle $\left(X_{c} \times Y_{c}\right)$ of the container |
| $R_{i}$ | The density of the i-th stone |
| $X_{i}$ | The i-th stone piece goes into the conveyor $\forall_{i} \in\{1,2, \cdots, M\}$ |

### 3.7.2 Proposed Algorithm 1

The Algorithm Assumptions:

1. When we pile each stone piece into the container, we put the long side of rectangular rim of each stone piece on the long side of the container. In this way, we can pile more stone pieces in one layer.
2. The orientation is fixed. There is no orientation in robot's measurement.
3. The stone piece is smaller than the container.
4. The stone piece has at least one flat surface that can be placed stably, and the surface cannot be convex.
5. The stone piece has about ten edges.
6. The density of the stone piece approximates to the real value and is assumed to be the same.
7. The sequence for stacking these stone pieces is to ensure that all the stone pieces which touch the container are to be placed first. We call the stone pieces which touch the container round 1 . Then, we stack the rest of stone pieces which touch the round 1 and we call it round 2. [See figure 29.] This process (round 3, round 4, $\cdot$ ) continues until there is no space for any layer.


FIGURE 29 The round sequence for proposed algorithm.
8. The stacking process continues until the container is full; in other words, we cannot have any space left if we can fill in with another stone piece.
9. Due to stone pieces' irregular shapes, and the limitation of precision of the suction cups, it is very difficult to find a matching angle which is smaller than 10 degrees. Moreover, any wasted space cannot be reduced if we set the differences of acceptable matching angles greater than 20 degrees (experimental value). For example, as we can see in Figure 30, it does not save any wasted space if we just put these two stone pieces next to each other. Therefore, "the most parallel one" here means that the difference of acceptable matching angles is within 20 degrees.


FIGURE 30 Image illustrates the most parallel one.
10. Figure 31 is an example when the matching angles of two stone pieces are within $\pm$ 20 degrees.


FIGURE 31 Image shows matching angle is less than 20 degrees.
11. When the angle requirement cannot be met in any situation, the stone piece will be placed at the most bottom-back-left position of the container.
12. Whenever the conditions do not meet the requirements, the stone piece will be placed at the bottom-back-leftmost position.

The Algorithm Steps:
Step 1. Get the empty container and evaluate the dimension of this container. $\left(X_{c} \times Y_{c} \times Z_{c}\right)$
Step 2. Randomize the order of these stone pieces $X_{i} . \forall_{i} \in\{1,2, \cdots, M\}$
Step 3. For stone piece $X_{1}$ (the first stone piece that goes into the conveyor): It will be placed at the bottom-back-left corner.

Step 4. For $X_{2}$ (the second stone piece that goes into the conveyor):
If $A_{2}$ (the area of $\left.X_{2}\right)>A_{1}\left(\right.$ the area of $\left.X_{1}\right)$, then stone piece $X_{2}$ will be placed at the diagonal corner. [See Figure 32]

If $A_{2}$ (the area of $\left.X_{2}\right)<A_{1}\left(\right.$ the area of $\left.X_{1}\right)$, then stone piece $X_{2}$ will be placed at either one of the two positions that are adjacent to $X_{1}$. [See Figure 33] According to assumption 5 and 6 , the stone piece $X_{2}$ will choose one position that is adjacent to the stone piece $X_{1}$ to fit in. If the angle of $X_{2}$ cannot be matched with that of $X_{1}, X_{2}$ will be placed at bottom-leftmost position.


FIGURE 32 Stone piece $X_{2}$ is placed at the diagonal corner.


FIGURE 33 Two positions for $\mathrm{X}_{2}$.

Step 5. For $X_{3}$ (the third stone piece that goes into the conveyor):

1. If $X_{2}$ is piled near $X_{1}$, then

If $A_{3}$ (the area of $\left.X_{3}\right)>A_{2}$ (the area of $X_{2}$ ), then $X_{3}$ will be placed at the diagonal corner from $X_{2}$. If $A_{3}$ (the area of $X_{3}$ ) $<A_{2}$ (the area of $X_{2}$ ), the situation will be the same in step 4: $X_{3}$ will be placed at either one of the positions that are adjacent to stone piece $X_{1}$ or stone piece $X_{2}$. [See Figure 34.] If the angle requirement cannot be met in any situation, $X_{3}$ will be placed at bottom-leftmost position.


FIGURE 34 Two positions for $\mathrm{X}_{3}$ (condition 1).
2. If $X_{2}$ is not piled near $X_{1}$, then

If $A_{3}$ (the area of $X_{3}$ ) $>A_{2}$ (the area of $X_{2}$ ), then $X_{3}$ will be placed at diagonal corner from $X_{2}$. As in step 4, the stone piece $X_{3}$ will choose one position that is adjacent to the stone piece $X_{1}$ to fit in. [See Figure 35.] If
the angle of $X_{3}$ cannot be matched with that of $X_{1}, X_{3}$ will be placed at bottom-leftmost position.


FIGURE 35 Two positions for X3 beside X1 (condition 2).

If $A_{3}$ (the area of $\left.X_{3}\right)<A_{2}$ (the area of $X_{2}$ ), then $X_{3}$ will be placed at the one of the two positions that are adjacent to $X_{2}$. As in step 4, the stone piece $X_{3}$ will choose one position that is adjacent to the stone piece $X_{2}$ to fit in. [See Figure 36] If the angle of $X_{3}$ cannot be matched with that of $X_{2}, X_{3}$ will be placed at bottom-leftmost position.


FIGURE 36 Two positions for X 3 beside X 2 (condition 2).

Step 6. Return to Step 5 for piling the rest of $X_{i}, \forall_{i} \in\{4,5, \cdots, M\}$ in the same way as $X_{3}$; According to Assumption 3, when there is no space for more stone pieces in Round 1, the piling for next round is started. This process continues until the first layer is full and there is no space for more stone pieces.
Step 7. Return to Step 3 for piling the next layer in the same way as the first layer until the height of the container is not enough for stacking another layer.

### 3.7.3 Proposed Algorithm 2

This algorithm is developed to stack the stone pieces in the next layer without finishing the previous layer first. The concepts of area and angle are still used in this algorithm. The major difference is that if the angles of two stone pieces do not match each other, one of them will be stacked on top of the other one. The bottom-back-leftmost position is the choice if the previous layer is full and there is already a stone piece in the next layer. The assumptions in this algorithm are the same as the proposed algorithm 1.
The Algorithm Steps:

Step 1. Get the empty container and evaluate the dimension of this container. $\left(X_{c} \times Y_{c} \times Z_{c}\right)$

Step 2. Randomize the order of these stone pieces $X_{i} . \forall_{i} \in\{1,2, \cdots, M\}$
Step 3. For stone piece $X_{1}$ (the first stone piece that goes into the conveyor): It will be placed at bottom-back-left corner.

Step 4. For $X_{2}$ (the second stone piece that goes into the conveyor):
If $A_{2}$ (the area of $\left.X_{2}\right)>A_{1}\left(\right.$ the area of $\left.X_{1}\right)$, then stone piece $X_{2}$ will be placed at the diagonal corner.

If $A_{2}$ (the area of $X_{2}$ ) $<A_{1}$ (the area of $X_{1}$ ), then stone piece $X_{2}$ will be placed at either one of the two positions that are adjacent to $X_{1}$. According to Assumption 5 and 6, the stone piece $X_{2}$ will choose one position that is adjacent to the stone piece $X_{1}$ to fit in.

If the angle of $X_{2}$ cannot be matched with that of $X_{1}, X_{2}$ will be placed at the top position of $X_{1}$, namely, the bottom-back-left position in the next layer, as shown in Figure 37.


FIGURE $37 \mathrm{X}_{2}$ is placed at the bottom-back-left position in the second layer.

Step 5. For $X_{3}$ (the third stone piece that goes into the conveyor):

1. If $X_{2}$ is piled near $X_{1}$, then

If $A_{3}$ (the area of $\left.X_{3}\right)>A_{2}$ (the area of $X_{2}$ ), then $X_{3}$ will be placed at the diagonal corner from $X_{2}$.

If $A_{3}$ (the area of $\left.X_{3}\right)<A_{2}$ ( the area of $X_{2}$ ), the situation will be the same in step 4: $X_{3}$ will be placed at either one of the positions that are adjacent to stone piece $X_{1}$ or stone piece $X_{2}$. If the angle of $X_{3}$ cannot be matched with that of $X_{1}$ or $X_{2}, X_{3}$ will be placed at the top position of $X_{1}$, namely, the bottom-back-left position in the next layer.
2. If $X_{2}$ is not piled near $X_{1}$, then

If $A_{3}$ (the area of $X_{3}$ ) > $A_{2}$ (the area of $X_{2}$ ), then $X_{3}$ will be placed at diagonal corner from $X_{2}$. As in step 4, the stone piece $X_{3}$ will choose one position that is adjacent to the stone piece $X_{1}$ to fit in. If the angle of $X_{3}$ cannot be matched with that of $X_{1}, X_{3}$ will be placed at bottom-leftmost position.

If $A_{3}$ (the area of $X_{3}$ ) $<A_{2}$ (the area of $X_{2}$ ), then it is the same situation in condition 2 when $A_{3}>A_{2}$. The only difference is if the angle of $X_{3}$ cannot be matched with that of $X_{2}, X_{3}$ will be placed on top of $X_{2}$. [See Figure 38.]


FIGURE 38 The position for X 3 on top of X 1 .

Step 6. Return to step 5 for piling the rest of $X_{i}, \forall_{i} \in\{4,5, \cdots, M\}$ in the same way as $X_{3}$; according to Assumption 3, when there is no space for more stone pieces in Round 1 , the piling for next round is started.
Step 7. Pile the rest stone piece $X_{i}, \quad \forall i \in\{4,5, \cdots, M\}$ in the same way from step 4 to step 6 until there is not enough space in the container for stacking any more stone pieces.

### 3.7.4 Proposed Algorithm 3

The topic of stability $[14,36,44]$ is of extensive concern in industry. Liu and Hsiao mention that the stability of a unit load depends not only on the loading pattern, but also on the physical characteristics of the product, the mode of transportation, and other factors [14]. If the objects in the basket are stable enough, this will increase shipping stability and help to minimize transportation damage.

Center of mass plays an important role in stacking stability. It is a function only of the positions and masses of the objects that compose the system.

The center of mass R of a system of particles is defined as the average of their positions, $\mathrm{r}_{\mathrm{i}}$, weighted by their masses, $\mathrm{m}_{\mathrm{i}}: \mathrm{R}=\frac{\sum m_{i} \times r_{i}}{\sum m_{i}}$

In this algorithm, center of mass is used to determine the sequence of stacking the stone pieces. A simple concept is that the stacking process should start from the center of the container in order to balance the center of gravity of objects and the container. That is, the first stone piece is to be placed at the number 1 position in Figure 39. Then comparing the number 2 and number 4 positions, number 2 has little effect on displacement of the center of gravity. Therefore, this algorithm is basically from the inside out.


FIGURE 39 Piling position for proposed algorithm 3.

The Algorithm Assumptions:

1. When we pile each stone piece into the container, we put the long side of rectangular rim of each stone piece on the long side of the container. In this way, we can pile more stone pieces in one layer.
2. The orientation is fixed. There is no orientation in robot's measurement.
3. The stacking process continues until the container is full; in other words, we cannot have any space left if we can fill in with another stone piece.
4. Due to stone pieces' irregular shapes, and the limitation of precision of the suction cups, it is very difficult to find a matching angle which is smaller than 10 degrees. Moreover, any wasted space cannot be reduced if we set the differences of acceptable matching angles greater than 20 degrees (experimental value). For example, as we can see in Figure 40, it does not save any wasted space if we just put these two stone pieces next to each other. Therefore, "the most parallel one" here means that the difference of acceptable matching angles is within 20 degrees.


FIGURE 40 Image illustrates the most parallel one.
5. Figure 41 is an example when the matching angles of two stone pieces are within $\pm$ 20 degrees.


FIGURE 41 Image shows the matching angle is less than 20 degrees.
6. If the length or width of the designated position is not enough for a stone piece, that stone piece is to be placed at the next position in the same layer.
7. The total weight of stone pieces in an area includes the stone pieces on the center line. For example, For area 1 in Figure 39, the total weight includes stone pieces $X_{1}, X_{2}, X_{4}$ and $X_{6}$.
8. Whenever the conditions do not meet the requirements, the stone piece will be placed at the bottom-back-leftmost position.

The Algorithm Steps:

Step 1. Get the empty container and evaluate the dimensions of this container $\left(X_{c} \times Y_{c} \times Z_{c}\right)$.

Step 2. Randomize the order of these stone pieces $X_{i} \cdot{ }^{\forall},{ }_{i}\{1,2, \cdots, M\}$
Step 3. For stone piece $X_{1}$ : It will be placed at the center of the container.
Step 4. Then stone pieces $X_{2}$ and $X_{3}$ are to be placed at positions number 2 and 3 in Figure 40.

Step 5. For stone pieces $X_{4}$ and $X_{5}$ :
$X_{4}$ is to be placed at position 4 or 5 according to its matching angle. If $X_{4}$ is placed at the number 4 position, $X_{5}$ should be placed at the number 5 position.

Step 6. For stone pieces $X_{6}$ and $X_{7}$ :

Calculate the total weight of stone pieces in each area. Pile $X_{6}$ at the area with the least weight. $X_{7}$ is to be placed at the area diagonal to $X_{6}$.

Step 7. Return to step 6 for piling $\mathrm{X}_{8}$ and $\mathrm{X}_{9}$.
Step 8 . Return to step 4 for piling the rest of $X_{i}, \forall_{i} \in\{10,11, \cdots, M\}$ in the same way until there is not enough space for $X_{i}$ in the first layer.

Step 9. Return to step 3 for piling the remaining stone pieces in the same way for the next layer until there is not enough space in the container for stacking any more stone pieces.

## 4. DESIGN OF EXPERIMENTS

### 4.1 Experimental Setting

Since we use the first-come-first-serve process, there are several hypotheses we have in order to get the minimum amount of wastage.

First, most of the stone pieces are irregular and rough; therefore, it is not easy for the suction cups to pick up and place all kinds of stone pieces. In order to make sure all the stone pieces can be picked up by three suction cups [see Figure 10], the stone pieces must have a flat surface which is much larger than the combined area of the three suction nozzles. Besides, the stone piece has at least one flat surface that can be placed stably, and the surface cannot be convex.

Second, all stone pieces we use have about ten edges for each one, weights of less than 0.45 kilogram and volumes of less than 0.18 liter which is smaller than the container; therefore, the pressure which is provided from the vacuum pump is enough for sucking the stone piece.

Third, due to the length limitation of the robotic arm (48 centimeters), the dimensions of the container in this experiment are $33 \times 23 \times 9$ centimeters. To prevent the collapse of the container, the weight limitation of the container is 14 kilograms.

Fourth, we assume that during the testing process, collision is not allowed and the designated positions of each stone piece will remain unchanged under any moderate contact. Furthermore, all stone pieces are non-deformable for the stacking process.

### 4.2 Measure of Performance

In this thesis research, we regard volume utilization, stability, and cycle time as performance measures.

### 4.2.1 Volume Utilization

The volume utilization calculation of objects stacked equals the total volume of stacking objects divided by the volume of the container [8, 15]. No matter how much space is left in the container, it cannot have a capacity of any object. The remaining space should be considered as wasted space lost; therefore, we must calculate the volume utilization with the volume of the whole container.

$$
\begin{aligned}
& \text { Volume Utilization } \quad R=\frac{\sum_{i=1}^{n} S i}{\sum_{j=1}^{m} C j} \\
& n=\text { the number of stone pieces } \\
& S i=\text { the volume of i-th stone piece } \quad i=1 \ldots n \text { (unit: in }{ }^{3} \text { ) } \\
& m=\text { the number of containers (There is only one container in this experiment.) } \\
& C j=\text { the volume of i-th container } \quad j=1 \ldots m \text { (unit: } \mathrm{in}^{3} \text { ) }
\end{aligned}
$$

### 4.2.2 Stability

Liu and Hsiao describe two aspects which are referred to as the STABILITY requirements [14]. These two aspects require that consideration be given to the support afforded to each individual box, and to the interaction between boxes on adjacent layers. 1. A pallet load will consist of several layers of boxes and, in both storage and distribution, will be subjected to a variety of forces. 2. Each box will need to maintain its position in the stack when subjected to the forces of other boxes in the stationary stack. In addition, during transportation the load will be subjected to "dynamic" forces. The stability can be defined as the weight ratio of each column in the container. That is, we divide the container into several columns and rows which are determined by the number of stone pieces in the bottom layer and compare the uniformity of these columns in the container.

Stability $\quad S=\sqrt{\frac{\sum_{i=1}^{n}\left(\frac{T_{i}}{W_{i}}-\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \frac{\mathrm{T}_{\mathrm{i}}}{W_{\mathrm{i}}}}{n}\right)^{2}}{n}}$
$n=$ the number of columns in a container
$T_{i}=$ the weight of stone pieces in a column (unit: lb)
$W_{i}=$ volume of the column multiplied by the density of stone pieces (unit: lb)

### 4.2.3 Cycle Time

Cycle time (unit: s) is defined as the total time that it takes to complete an experimental trial from start to finish [4, 15]. In this experiment, cycle time starts from the moment that the stone piece was placed on the conveyer and ends when the last stone was stacked in the container. Seconds are the units of cycle time used here.

### 4.3 Experimental Design

In order to evaluate the performance of volume utilization, stability and cycle time between algorithms, the results will be presented by conducting the following experiments:

## Comparisons between Proposed Algorithm and Bottom-Back-Left

(1) T-test on the Utilization

Utilization of Proposed algorithm 1 V.S. Utilization of Bottom-Back-Left Utilization of Proposed algorithm 2 V.S. Utilization of Bottom-Back-Left Utilization of Proposed algorithm 3 V.S. Utilization of Bottom-Back-Left
(2) T-test on the Stability

Stability of Proposed algorithm 1 V.S. Stability of Bottom-Back-Left Stability of Proposed algorithm 2 V.S. Stability of Bottom-Back-Left Stability of Proposed algorithm 3 V.S. Stability of Bottom-Back-Left
(3) T-test on the Cycle Time

Cycle Time of Proposed algorithm 1 V.S. Cycle Time of Bottom-Back-Left Cycle Time of Proposed algorithm 2 V.S. Cycle Time of Bottom-Back-Left Cycle Time of Proposed algorithm 3 V.S. Cycle Time of Bottom-Back-Left
(4) F-test on the Utilization

Utilization of Proposed algorithm 1 V.S. Utilization of Bottom-Back-Left Utilization of Proposed algorithm 2 V.S. Utilization of Bottom-Back-Left Utilization of Proposed algorithm 3 V.S. Utilization of Bottom-Back-Left
(5) F-test on the Stability

Stability of Proposed algorithm 1 V.S. Stability of Bottom-Back-Left Stability of Proposed algorithm 2 V.S. Stability of Bottom-Back-Left Stability of Proposed algorithm 3 V.S. Stability of Bottom-Back-Left
(6) F-test on the Cycle Time

Cycle Time of Proposed algorithm 1 V.S. Cycle Time of Bottom-Back-Left
Cycle Time of Proposed algorithm 2 V.S. Cycle Time of Bottom-Back-Left
Cycle Time of Proposed algorithm 3 V.S. Cycle Time of Bottom-Back-Left

Comparisons between Proposed Algorithms
(7) ANOVA of Proposed Algorithms

Utilization: Proposed algorithm 1, Proposed algorithm 2, and Proposed algorithm 3
Stability: Proposed algorithm 1, Proposed algorithm 2, and Proposed algorithm 3
Cycle Time: Proposed algorithm 1, Proposed algorithm 2, and Proposed algorithm 3
(8) T-test on the Utilization

Utilization of Proposed algorithm 1 V.S. Utilization of Proposed algorithm 2 Utilization of Proposed algorithm 2 V.S. Utilization of Proposed algorithm 3 Utilization of Proposed algorithm 1 V.S. Utilization of Proposed algorithm 3
(9) T-test on the Stability

Stability of Proposed algorithm 1 V.S. Stability of Proposed algorithm 2 Stability of Proposed algorithm 2 V.S. Stability of Proposed algorithm 3 Stability of Proposed algorithm 1 V.S. Stability of Proposed algorithm 3
(10) T-test on the Cycle Time

Cycle Time of Proposed algorithm 1 V.S. Cycle Time of Proposed algorithm 2
Cycle Time of Proposed algorithm 2 V.S. Cycle Time of Proposed algorithm 3
Cycle Time of Proposed algorithm 1 V.S. Cycle Time of Proposed algorithm 3
(11) F-test on the Utilization

Utilization of Proposed algorithm 1 V.S. Utilization of Proposed algorithm 2 Utilization of Proposed algorithm 2 V.S. Utilization of Proposed algorithm 3 Utilization of Proposed algorithm 1 V.S. Utilization of Proposed algorithm 3
(12) F-test on the Stability

Stability of Proposed algorithm 1 V.S. Stability of Proposed algorithm 2
Stability of Proposed algorithm 2 V.S. Stability of Proposed algorithm 3
Stability of Proposed algorithm 1 V.S. Stability of Proposed algorithm 3
(13) F-test on the Cycle Time

Cycle Time of Proposed algorithm 1 V.S. Cycle Time of Proposed algorithm 2
Cycle Time of Proposed algorithm 2 V.S. Cycle Time of Proposed algorithm 3
Cycle Time of Proposed algorithm 1 V.S. Cycle Time of Proposed algorithm 3

The description of each designed experiment is discussed as follows:

## Experiment (1):

1. Objective: To compare the utilization value of each of the proposed algorithm and the Bottom-Back-Left.
2. Performance measurement: utilization
3. The sample size is 25 for both the proposed algorithm and the Bottom-Back-Left.
4. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & H_{0}: \mu_{\text {proposed algorithm }}=\mu_{\text {bottom-back-left }} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm }}>\mu_{\text {bottom-back-left }}\end{array}$
Where $\mu$ represents the true average utilization value for each proposed algorithm
5. Test statistic t :

$$
t=\frac{X_{1}-X_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}},
$$

Where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and $\sigma_{\bar{X}_{1}-\bar{X}_{2}}$ is a measure of the variability of the differences between the sample means.

$$
\sigma_{p o o l e d}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}
$$

Where $S_{1}$ and $S_{2}$ are the standard deviations of the two samples; $n_{1}$ and $n_{2}$ are the sample sizes of the two samples; $n_{1}=n_{2}=25$.
6. Significance level $\alpha=0.05$ (one-tail).
7. If the test statistic falls in the rejection region, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of the proposed algorithm is greater than that of the bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average utilization of the proposed algorithm is greater than that of the bottom-back-left.

Experiment (2) :

1. Objective: To compare the stability value of each of the proposed algorithm and the Bottom-Back-Left
2. Performance measurement: stability
3. The sample size is 25 for both the proposed algorithm and the Bottom-Back-Left.
4. Test of hypothesis:

| Null hypothesis | $\mathrm{H}_{0}: \mu_{\text {proposed algorithm }}=\mu_{\text {bottom-back-left }}$ |
| :--- | :--- |
| Alternative hypothesis | $\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm }}<\mu_{\text {bottom-back-left }}$ |

Where $\mu$ represents the true average stability value for each algorithm
5. Test statistic t :

$$
\boldsymbol{t}=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}},
$$

Where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and $\sigma_{\bar{X}_{1}-\bar{X}_{2} \text { is a measure of }}$ the variability of the differences between the sample means.

$$
\sigma_{p O O l e d}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}
$$

Where $S_{1}$ and $S_{2}$ are the standard deviations of the two samples; $n_{1}$ and $n_{2}$ are the sample sizes of the two samples; $\mathrm{n}_{1}=\mathrm{n}_{2}=25$.
6. Significance level $\alpha=0.05$ (one-tail).
7. If the test statistic falls in the rejection region, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of the proposed algorithm is less than that of the bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average stability of the proposed algorithm is less than that of the bottom-back-left.

Experiment (3):

1. Objective: To compare the cycle time value of each of the proposed algorithm and the Bottom-Back-Left
2. Performance measurement: cycle time
3. The sample size is 25 for both the proposed algorithm and the Bottom-Back-Left.
4. Test of hypothesis:

$$
\begin{array}{ll}
\text { Null hypothesis } & \mathrm{H} 0: \mu_{\text {proposed algorithm }}=\mu_{\text {bottom-back-left }} \\
\text { Alternative hypothesis } & \text { HA: } \mu_{\text {proposed algorithm }}<\mu_{\text {bottom-back-left }} \\
\text { Where } \mu \text { represents the true average cycle time value for each algorithm }
\end{array}
$$

5. Test statistic t :

$$
t=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}}
$$

Where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and $\sigma_{\bar{X}_{1}-\bar{X}_{2}}$ is a measure of the variability of the differences between the sample means.
$\sigma_{\mu u \mathrm{l} \text { lec } \mathrm{l}}^{2}-\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}$
Where S1 and S2 are the standard deviations of the two samples; n 1 and n 2 are the sample sizes of the two samples; $\mathrm{n} 1=\mathrm{n} 2=25$.
6. Significance level $\alpha=0.05$ (one-tail).
7. If the test statistic falls in the rejection region, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of the proposed algorithm is less than that of the bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of the proposed algorithm is less than that of the bottom-back-left.

Experiment (4) :

1. Objective: To compare the utilization value of each of the proposed algorithm and the Bottom-Back-Left
2. Performance measurement: utilization
3. The sample size is 25 for both proposed algorithm and the Bottom-Back-Left.
4. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm }}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm }} \neq \mu_{\text {bottom-back-left }}$
Where $\mu$ represents the population mean of utilization values for each algorithm
5. Test statistics F: $\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic falls out of the range of critical values, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove the fact that the mean of the proposed algorithm is significantly different than that of the bottom-back-left. Otherwise, there is no sufficient evidence to conclude that the mean value of the proposed algorithm is significantly different than that of bottom-back-left.

Experiment (5) :

1. Objective: To compare the stability value of each of the proposed algorithm and the Bottom-Back-Left
2. Performance measurement: stability
3. The sample size is 25 for both proposed algorithm and the Bottom-Back-Left.
4. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm }}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm }} \neq \mu_{\text {bottom-back-left }}$
Where $\mu$ represents the population mean of stability values for each algorithm
5. Test statistics F:
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic falls out of the range of critical values, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove the fact that the mean of the proposed algorithm is significantly different than that of the bottom-back-left. Otherwise, there is no sufficient evidence to conclude that the mean value of the proposed algorithm is significantly different than that of bottom-back-left.

## Experiment (6) :

1. Objective: To compare the cycle time value of each of the proposed algorithm and the Bottom-Back-Left
2. Performance measurement: cycle time
3. The sample size is 25 for both proposed algorithm and the Bottom-Back-Left.
4. Test of hypothesis:

$$
\begin{array}{ll}
\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm }}=\mu_{\text {bottom-back-eft }} \\
\text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm }} \neq \mu_{\text {bottom-back-left }}
\end{array}
$$

Where $\mu$ represents the population mean of cycle time values for each algorithm
5. Test statistics F:
$\mathrm{F}=\frac{n S_{x}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic falls out of the range of critical values, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove the fact that the mean of the proposed algorithm is significantly different than that of the bottom-back-left. Otherwise, there is no sufficient evidence to conclude that the mean value of the proposed algorithm is significantly different than that of bottom-back-left.

## Experiment (7)

1. Objective: To compare the utilization value of each of the proposed algorithm.
2. Performance measurement: utilization
3. The sample size is 25 for each of the proposed algorithm.
4. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } \mathrm{i}}=\mu_{\text {proposed algorithm } \mathrm{j}} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } \mathrm{i}} \neq \mu_{\text {proposed algorithm } \mathrm{j}}\end{array}$
Where $\mu$ represents the true average utilization value for each algorithm
5. Test statistic t :

$$
t=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}},
$$

Where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and $\sigma_{\bar{X}_{1}-\bar{X}_{2}}$ is a measure of the variability of the differences between the sample means.

$$
\sigma_{\text {pooled }}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}
$$

Where $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ are the standard deviations of the two samples; $\mathrm{n}_{1}$ and $\mathrm{n}_{2}$ are the sample sizes of the two samples; $n_{1}=n_{2}=25$.
6. Significance level $\alpha=0.05$ (two-tail).
7. If the test statistic falls in the rejection region, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of the proposed algorithm i is significantly different from that of the proposed algorithm j . Otherwise, there is not sufficient evidence to conclude that the true average utilizations of these two proposed algorithms are significantly different.

Experiment (8)

1. Objective: To compare the stability value of each of the proposed algorithm.
2. Performance measurement: stability
3. The sample size is 25 for each of the proposed algorithm.
4. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } \mathrm{i}}=\mu_{\text {proposed algorithm } \mathrm{j}} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } \mathrm{i}} \neq \mu_{\text {proposed algorithm } \mathrm{j}}\end{array}$
Where $\mu$ represents the true average stability value for each algorithm
5. Test statistic t :

$$
t=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}}
$$

Where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and ${ }^{\sigma} \bar{X}_{1}-\bar{X}_{2}$ is a measure of the variability of the differences between the sample means.

$$
\sigma_{p o o l e d}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}
$$

Where $S_{1}$ and $S_{2}$ are the standard deviations of the two samples; $n_{1}$ and $n_{2}$ are the sample sizes of the two samples; $\mathrm{n}_{1}=\mathrm{n}_{2}=25$.
6. Significance level $\alpha=0.05$ (two-tail).
7. If the test statistic falls in the rejection region, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of the proposed algorithm i is significantly different from that of the proposed algorithm j . Otherwise, there is not sufficient evidence to conclude that the true average stabilities of these two proposed algorithms are significantly different.

## Experiment (9)

1. Objective: To compare the cycle time value of each of the proposed algorithm.
2. Performance measurement: cycle time
3. The sample size is 25 for each of the proposed algorithm.
4. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } \mathrm{i}}=\mu_{\text {proposed algorithm } \mathrm{j}} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } \mathrm{i}} \neq \mu_{\text {proposed algorithm } \mathrm{j}}\end{array}$
Where $\mu$ represents the true average cycle time value for each algorithm
5. Test statistic t :

$$
t=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}}
$$

Where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and ${ }^{\sigma_{\bar{X}}} \bar{X}_{2}$ is a measure of the variability of the differences between the sample means.

$$
\sigma_{D O O l e d}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{m_{1}+n_{2}-2}
$$

Where $S_{1}$ and $S_{2}$ are the standard deviations of the two samples; $n_{1}$ and $n_{2}$ are the sample sizes of the two samples; $\mathrm{n}_{1}=\mathrm{n}_{2}=25$.
6. Significance level $\alpha=0.05$ (two-tail).
7. If the test statistic falls in the rejection region, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of the proposed algorithm i is significantly different from that of the proposed algorithm j. Otherwise, there is not sufficient evidence to conclude that the true average cycle times of these two proposed algorithms are significantly different.

Experiment (10) :

1. Objective: To compare the utilization value of each of the proposed algorithm.
2. Performance measurement: utilization
3. The sample size is 25 for each of the proposed algorithm.
4. Test of hypothesis:

| Null hypothesis | $\mathrm{H}_{0}: \mu_{\text {proposed algorithm } \mathrm{i}}=\mu_{\text {proposed algorithm } \mathrm{j}}$ |
| :--- | :--- |
| Alternative hypothesis | $\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } \mathrm{i}} \neq \mu_{\text {proposed algorithm } \mathrm{j}}$ |

Where $\mu$ represents the population mean of utilization values for each algorithm
5. Test statistics F:
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{s_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic falls out of the range of critical values, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove the fact that the mean of the proposed algorithm i is significantly different than that of the proposed algorithm j . Otherwise, there is no sufficient evidence to conclude that the mean values of these two proposed algorithms are different.

Experiment (11) :

1. Objective: To compare the stability value of each of the proposed algorithm.
2. Performance measurement: stability
3. The sample size is 25 for each of the proposed algorithm.
4. Test of hypothesis:

| Null hypothesis | $\mathrm{H}_{0}: \mu_{\text {proposed algorithm } \mathrm{i}}=\mu_{\text {proposed algorithm } \mathrm{j}}$ |
| :--- | :--- |
| Alternative hypothesis | $\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } \mathrm{i}} \neq \mu_{\text {proposed algorithm } \mathrm{j}}$ |

Where $\mu$ represents the population mean of stability values for each algorithm
5. Test statistics F:
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{s_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic falls out of the range of critical values, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove the fact that the mean of the proposed algorithm i is significantly different than that of the proposed algorithm j. Otherwise, there is no sufficient evidence to conclude that the mean values of these two proposed algorithms are different.

Experiment (12) :

1. Objective: To compare the cycle time value of each of the proposed algorithm.
2. Performance measurement: cycle time
3. The sample size is 25 for each of the proposed algorithm.
4. Test of hypothesis:

| Null hypothesis | $\mathrm{H}_{0}: \mu_{\text {proposed algorithm } \mathrm{i}}=\mu_{\text {proposed algorithm } \mathrm{j}}$ |
| :--- | :--- |
| Alternative hypothesis | $\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } \mathrm{i}} \neq \mu_{\text {proposed algorithm } \mathrm{j}}$ |

Where $\mu$ represents the population mean of cycle time value for each algorithm
5. Test statistics F:
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic falls out of the range of critical values, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove the fact that the mean of the proposed algorithm i is significantly different than that of the proposed algorithm j . Otherwise, there is no sufficient evidence to conclude that the mean values of these two proposed algorithms are different.

Experiment (13) :

1. Objective: To compare the utilization, stability, and cycle time between all three proposed algorithms.
2. Performance measurement: utilization, stability, and cycle time.
3. The sample size is 25 for both proposed algorithm.
4. Test of hypothesis:

Null hypothesis $\quad H_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}$ : at least two of the $\mu_{\text {proposed algorithm } \mathrm{i}}$ are different

Where $\mu$ represents the population mean of utilization values for each algorithm
5. Test statistics F:
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$.
7. If the test statistic exceeds the critical value reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$
8. If $\mathrm{H}_{0}$ is rejected, there is evidence to prove that the three samples come from populations having the same mean. Otherwise, there is no sufficient evidence to warrant rejection of the claim that the three samples come from populations having the same mean.

## 5. EXPERIMENTAL RESULTS AND ANALYSIS

### 5.1 Experimental Results

All the designed statistical experimental results are listed in the following tables from Table 5 to Table 11. The detail of these experimental results is also illustrated in the following paragraphs.

TABLE 5 The Results of Utilization Based on Statistical T-test

| Utilization | Sample <br> size (n) | Test <br> statistic <br> value (T) | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :--- |
| Proposed Algorithm <br> vs. Bottom-Back-Left | 25 | 4.21 | 1.68 | Reject the Null Hypothesis. The data does <br> strongly suggest that true average utilization <br> of proposed algorithm 1 is greater than that <br> of bottom-back-left. |
| Proposed Algorithm <br> vs. Bottom-Back-Left | 25 | 6.34 | 1.68 | Reject the Null Hypothesis. The data does <br> strongly suggest that true average utilization <br> of proposed algorithm 2 is greater than that <br> of bottom-back-left. |
| Proposed Algorithm <br> vs. Bottom-Back-Left | 25 | 6.51 | 1.68 | Reject the Null Hypothesis. The data does <br> strongly suggest that true average utilization <br> of proposed algorithm 3 is greater than that <br> of bottom-back-left. |

TABLE 6 The Results of Stability Based on Statistical T-test

| Stability | Sample <br> size (n) | Test <br> statistic <br> value <br> $(T)$ | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :--- |
| Proposed Algorithm 1 <br> vs. Bottom-Back-Left | 25 | -0.22 | -1.68 | Fail to reject the Null Hypothesis. |
| Proposed Algorithm <br> vs. Bottom-Back-Left | 25 | -1.72 | -1.68 | Reject the Null Hypothesis. The data does <br> strongly suggest that true average stability of <br> proposed algorithm 2 is less than that of bottom- <br> back-left. |
| Proposed Algorithm <br> vs. Bottom-Back-Left | 25 | -2.78 | -1.68 | Reject the Null Hypothesis. The data does <br> strongly suggest that true average stability of <br> proposed algorithm 3 is less than that of bottom- <br> back-left. |

TABLE 7 The Results of Cycle Time Based on Statistical T-test

| Cycle Time | Sample <br> size (n) | Test <br> statistic <br> value | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :--- |
| Proposed Algorithm 1 <br> vs. Bottom-Back-Left | 25 | -2.20 | -1.68 | Reject the Null Hypothesis. The data does <br> strongly suggest that true average cycle time of <br> proposed algorithm 1 is less than that of bottom- <br> back-left. |
| Proposed Algorithm 2 <br> vs. Bottom-Back-Left | 25 | -0.40 | -1.68 | Fail to reject the Null Hypothesis. See annotation <br> 1. |
| Proposed Algorithm 3 <br> vs. Bottom-Back-Left | 25 | -1.46 | -1.68 | Fail to reject the Null Hypothesis. See annotation <br> 1. |

TABLE 8 The Results of Utilization Based on Statistical F-test

| Utilization | Sample <br> size (n) | Test <br> statistic <br> value <br> (F) | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :--- |$|$| Proposed Algorithm 1 |
| :--- |
| vs. Bottom-Back-Left |$\quad 25 ~ 16.18 ~ 4.05 ~$| Reject the Null Hypothesis. The variance of |
| :--- |
| proposed algorithm 1 is significantly different |
| than that of bottom-back-left. |

TABLE 9 The Results of Stability Based on Statistical F-test

| Stability | Sample <br> size (n) | Test <br> statistic <br> value <br> (F) | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :--- |
| Proposed Algorithm 1 <br> vs. Bottom-Back-Left | 25 | 0.20 | 4.05 | Fail to reject the Null Hypothesis. The stability of <br> proposed algorithm 1 is not significantly different <br> than that of bottom-back-left. |
| Proposed Algorithm 2 <br> vs. Bottom-Back-Left | 25 | 4.45 | 4.05 | Reject the Null Hypothesis. The stability of <br> proposed algorithm 2 is significantly different <br> than that of bottom-back-left. |
| Proposed Algorithm 3 <br> vs. Bottom-Back-Left | 25 | 7.42 | 4.05 | Reject the Null Hypothesis. The stability of <br> proposed algorithm 3 is significantly different <br> than that of bottom-back-left. |

TABLE 10 The Results of Cycle Time Based on Statistical F-test

| Cycle Time | Sample <br> size (n) | Test <br> statistic <br> value <br> (F) | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :--- |\(\left|\begin{array}{l}Proposed Algorithm 1 <br>

vs. Bottom-Back-Left\end{array} \quad 25 ~ 5.64 ~ 4.05 ~ \begin{array}{l}Reject the Null Hypothesis. The cycle time of <br>
proposed algorithm 1 is significantly different <br>

than that of bottom-back-left.\end{array}\right|\)| Fail to reject the Null Hypothesis. The cycle time |
| :--- |
| of proposed algorithm 2 is not proved to be |
| significantly different from that of bottom-back- |
| left. |

TABLE 11 The Results of ANOVA of Three Algorithms

|  | Comparison | Sample <br> size (n) | Test <br> statistic <br> value <br> (F) | Critical <br> value | Conclusion |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Utilization | Algorithm 1, <br> Algorithm2, and <br> Algorithm 3 | 25 | 3.920 | 3.124 | Reject the Null Hypothesis. <br> Reject equality of means. |
| Stability | Algorithm 1, <br> Algorithm2, and <br> Algorithm 3 | 25 | 3.976 | 3.124 | Reject the Null Hypothesis. <br> Reject equality of means. |
| Cycle Time | Algorithm 1, <br> Algorithm2, and <br> Algorithm 3 | 25 | 1.484 | 3.124 | Fail to reject the Null Hypothesis. |

1. Due to the length limitation of the robotic arm (19 inches), the dimension of the container in this experiment is $13 \times 9 \times 3.5$ inches. It is a small container. As a result, the maximum number of stone pieces inside is 27 while the minimum number is 24 . The cycle times which the algorithms take for completion are very close. There is not sufficient evidence to conclude that the true average cycle time of the proposed algorithm is not equal to that of bottom-back-left for the statistical hypothesis test. If we use a big container to do this experiment, the results of hypothesis test may have a significant difference.

### 5.2 Comparisons between Proposed Algorithm and Bottom-Back-Left

### 5.2.1 T-test on Utilization

## The Comparison of Proposed Algorithm 1 and Bottom-Back-Left in Utilization

In Figure 42, we can see the distributions of utilization values of algorithm 1 and bottom-beck-left. By using the statistical T-test, we can decide that whether the utilization values of two compared algorithms are significantly different or not. The significance level used in all designed statistical tests is $5 \%$. The arithmetic mean value and standard deviation are listed in Table 12.


FIGURE 42 Boxplot of utilizations of proposed algorithm 1 and bottom-back-left.

TABLE 12 Arithmetic Mean and Standard Deviation of Utilizations of Algorithm 1 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | $40.35 \%$ | 0.0155 |
| Bottom-Back-Left | 25 | $38.66 \%$ | 0.0126 |

## Hypothesis test

1. Objective: To compare the utilization value of the proposed algorithm 1 and the Bottom-Back-Left.
2. Performance measurement: utilization.
3. The sample size is 25 for both proposed algorithm and the bottom-back-left.
4. Test of hypothesis:

$$
\text { Null hypothesis } \quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {bottom-back-left }}
$$

Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1}>\mu_{\text {bottom-back-left }}$ where $\mu$ represents the true average utilization value for each proposed algorithm
5. Test statistic t :

$$
t=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}}
$$

where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and $\sigma_{\bar{X}_{1}-\bar{X}_{2}}$ is a measure of the variability of the differences between the sample means.

$$
\sigma_{p o o l e d}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}
$$

where $S_{1}$ and $S_{2}$ are the standard deviations of the two samples; $n_{1}$ and $n_{2}$ are the sample sizes of the two samples; $\mathrm{n}_{1}=\mathrm{n}_{2}=25$.
6. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-2$ $=48$, we may have the critical values of $t=1.677(t-d i s t r i b u t i o n ~ t a b l e)$.
7. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=1.677$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. The computed statistic t is: $\mathrm{t}=4.21 \geq 1.677$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average utilization of proposed algorithm 1 is greater than that of bottom-back-left.

TABLE 13 Arithmetic Mean and Standard Deviation of Utilizations of Algorithm 2 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 2 | 25 | $41.28 \%$ | 0.0164 |
| Bottom-Back-Left | 25 | $38.66 \%$ | 0.0126 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2}>\mu_{\text {bottom-back-left }}$ where $\mu$ represents the true average utilization value for each algorithm
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $\mathrm{t}=1.677$ ( t -distribution table).
3. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=1.677$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of proposed algorithm 2 is greater than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average utilization of proposed algorithm 2 is greater than that of bottom-back-left.
5. The computed statistic t is : $\mathrm{t}=6.34 \geq 1.677$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average utilization of proposed algorithm 2 is greater than that of bottom-back-left.
6. The arithmetic mean value and standard deviation are listed in Table 13.

TABLE 14 Arithmetic Mean and Standard Deviation of Utilizations of Algorithm 3 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 3 | 25 | $41.14 \%$ | 0.0142 |
| Bottom-Back-Left | 25 | $38.66 \%$ | 0.0126 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 3}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 3}>\mu_{\text {bottom-back-left }}$
where $\mu$ represents the true average utilization value for each algorithm
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $\mathrm{t}=1.677$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of proposed algorithm 3 is greater than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average utilization of proposed algorithm 3 is greater than that of bottom-back-left.
5. The computed statistic t is: $\mathrm{t}=6.51 \geq 1.677$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average utilization of proposed algorithm 3 is greater than that of bottom-back-left.
6. The arithmetic mean value and standard deviation are listed in Table 14.

### 5.2.2 T-test on Stability

The Comparison of Proposed Algorithm 1 and Bottom-Back-Left in Stability

TABLE 15 Arithmetic Mean and Standard Deviation of Stabilities of Algorithm 1 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean of stability | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | 0.0794 | 0.0239 |
| Bottom-Back-Left | 25 | 0.0720 | 0.0137 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad H_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1}<\mu_{\text {bottom-back-left, }}$
where $\mu$ represents the true average stability value for each algorithm.
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+$ $\mathrm{n}_{2}-2=48$, we may have the critical values of $\mathrm{t}=-1.677$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \leq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=-1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of proposed algorithm 1 is less than that of bottom-back-left. Otherwise, there is no sufficient evidence to conclude that the true average stability of proposed algorithm 1 is less than that of bottom-back-left.
5. The computed statistic t is: $\mathrm{t}=-0.22 \geq-1.677$.

Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance.
6. The arithmetic mean value and standard deviation are listed in Table 15.

The Comparison of Proposed Algorithm 2 and Bottom-Back-Left in Stability

TABLE 16 Arithmetic Mean and Standard Deviation of Stabilities of Algorithm 2 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean of stability | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 2 | 25 | 0.0717 | 0.0206 |
| Bottom-Back-Left | 25 | 0.0720 | 0.0137 |

## Hypothesis test

1. The sample size is 25 for both proposed algorithm 2 and bottom-back-left.
2. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2}<\mu_{\text {bottom-back-left }}$
where $\mu$ represents the true average stability value for each algorithm
3. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=-1.677(t$-distribution table).
4. If the test statistic falls in the rejection region $\left(\mathrm{t} \leq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=-1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
5. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of proposed algorithm 2 is less than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average stability of proposed algorithm 2 is less than that of bottom-back-left.
6. The computed statistic t is: $\mathrm{t}=-1.72 \leq-1.677$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average stability of proposed algorithm 2 is less than that of bottom-back-left.
7. The arithmetic mean value and standard deviation are listed in Table 16.

TABLE 17 Arithmetic Mean and Standard Deviation of Stabilities of Algorithm 3 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean of stability | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 3 | 25 | 0.0676 | 0.0174 |
| Bottom-Back-Left | 25 | 0.0720 | 0.0137 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad H_{0}: \mu_{\text {proposed algorithm } 3}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 3}<\mu_{\text {bottom-back-left }}$ where $\mu$ represents the true average stability value for each algorithm
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=-1.677$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(t \leq t_{\alpha, n 1+n 2-2}=t_{0.05,48}=-1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of proposed algorithm 3 is less than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average stability of proposed algorithm 3 is less than that of bottom-back-left.
5. The computed statistic t is: $\mathrm{t}=-2.78 \leq-1.677$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average stability of proposed algorithm 3 is less than that of bottom-back-left.
6. The arithmetic mean value and standard deviation are listed in Table 17.

### 5.2.3 T-test on Cycle Time

The Comparison of Proposed Algorithm 1 and Bottom-Back-Left in Cycle Time

TABLE 18 Arithmetic Mean and Standard Deviation of Cycle Times of Algorithm 1 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean of stability | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | 478.52 | 21.0002 |
| Bottom-Back-Left | 25 | 486.92 | 14.1035 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1}<\mu_{\text {bottom-back-left }}$
where $\mu$ represents the true average cycle time value for each algorithm
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=-1.677$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \leq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=-1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of proposed algorithm 1 is less than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of proposed algorithm 1 is less than that of bottom-back-left.
5. The computed statistic t is: $\mathrm{t}=-2.2 \leq-1.677$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average cycle time of proposed algorithm 1 is less than that of bottom-back-left.
6. The arithmetic mean value and standard deviation are listed in Table 18.

TABLE 19 Arithmetic Mean and Standard Deviation of Cycle Times of Algorithm 2 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean of stability | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 2 | 25 | 488.12 | 20.0713 |
| Bottom-Back-Left | 25 | 486.92 | 14.1035 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad H_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2}<\mu_{\text {bottom-back-left }}$
where $\mu$ represents the true average cycle time value for each algorithm
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=-1.677(t-d i s t r i b u t i o n ~ t a b l e) . ~$
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \leq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=-1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of proposed algorithm 2 is less than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of proposed algorithm 2 is less than that of bottom-back-left.
5. The computed statistic t is: $\mathrm{t}=-0.4 \geq-1.677$.

Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance.
6. The arithmetic mean value and standard deviation are listed in Table 19.

# The Comparison of Proposed Algorithm 3 and Bottom-Back-Left in Cycle Time 

TABLE 20 Arithmetic Mean and Standard Deviation of Cycle Times of Algorithm 3 and Bottom-Back-Left

| Algorithm | Sample size | Arithmetic mean of stability | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 3 | 25 | 483.12 | 17.9335 |
| Bottom-Back-Left | 25 | 486.92 | 14.1035 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 3}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 3}<\mu_{\text {bottom-back-left }}$ where $\mu$ represents the true average cycle time value for each algorithm
2. Significance level $\alpha=0.05$ (one-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=-1.677$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \leq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=-1.677\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of proposed algorithm 3 is less than that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of proposed algorithm 3 is less than that of bottom-back-left.
5. The computed statistic t is: $\mathrm{t}=-1.46 \geq-1.677$.

Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance.
6. The arithmetic mean value and standard deviation are listed in Table 20.

### 5.2.4 F-test on Utilization

## The Comparison of Proposed Algorithm 1 and Bottom-Back-Left in Utilization

The volume utilization values, trend lines, and standard deviation of proposed algorithm 1 and bottom-back-left are showed in Figure 43. Also, the statistical data of proposed algorithm 1 and bottom-back-left are listed in Table 21-23.


FIGURE 43 Comparison of utilizations between proposed algorithm 1 and bottom-back-left.

TABLE 21 Descriptives of Utilizations of Algorithm 1 and Bottom-Back-Left

|  | N | Mean | Std. <br> Deviation | Std. Error | 95\% Confid <br> Lower Bound | nce Interval Upper Bound | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm 1 | 25 | 0.403 | 0.0155 | 0.0031 | 0.397 | 0.409 | 0.37 | 0.43 |
| Bottom-back-left | 25 | 0.386 | 0.0126 | 0.0025 | 0.381 | 0.391 | 0.37 | 0.42 |

TABLE 22 Variances of Utilizations of Algorithm 1 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.24 | 1 | 48 | 0.63 |

TABLE 23 ANOVA of Utilizations of Algorithm 1 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.003 | 1 | 0.003 | 16.176 | 0.000 |
| Within Groups | 0.009 | 48 | 0.000 |  |  |
| Total | 0.012 | 49 |  |  |  |

## Hypothesis test

1. Objective: To compare the utilization values of proposed algorithm 1 and bottom-back-left.
2. Performance measurement: utilization.
3. The sample size is 25 for both proposed algorithm 1 and bottom-back-left.
4. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {bottom-back-left }}$ where $\mu$ represents the true variance utilization value for each algorithm.
5. Test statistics F :
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25); numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(n-1)=48$.
7. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the variance of proposed algorithm 1 is significantly different from that of bottom-back-left. Otherwise, there is not sufficient evidence to conclude that the variance of proposed algorithm 1 is significantly different from that of bottom-back-left.
9. The computed statistic F is: $\mathrm{F}=16.18 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 1 is significantly different from that of bottom-back-left.

TABLE 24 Descriptives of Utilizations of Algorithm 2 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 2 | 25 | 0.4128 | 0.01638 | 0.00328 | 0.4066 | 0.4196 | 0.38 | 0.44 |
| Bottom-back-left | 25 | 0.3867 | 0.01261 | 0.00252 | 0.3814 | 0.3919 | 0.37 | 0.42 |

TABLE 25 Variances of Utilizations of Algorithm 2 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.581 | 1 | 48 | 0.450 |

TABLE 26 ANOVA of Utilizations of Algorithm 2 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.006 | 1 | 0.006 | 25.780 | 0.000 |
| Within Groups | 0.011 | 48 | 0.000 |  |  |
| Total | 0.017 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {bottom-back-left }}$
where $\mu$ represents the true variance utilization value for each algorithm.
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is : $\mathrm{F}=25.78 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 2 is significantly different from that of bottom-back-left.
4. The statistical data are as shown in Table 24-26.

The Comparison of Proposed Algorithm 3 and Bottom-Back-Left in Utilization

TABLE 27 Descriptives of Utilizations of Algorithm 3 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Upper Bound |  |  |  |
| Algorithm 3 | 25 | 0.4114 | 0.01418 | 0.00284 | 0.4055 | 0.4172 | 0.37 | 0.43 |
| Bottom-back-left | 25 | 0.3867 | 0.01261 | 0.00252 | 0.3814 | 0.3919 | 0.37 | 0.42 |

TABLE 28 Variances of Utilizations of Algorithm 3 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.001 | 1 | 48 | 0.982 |

TABLE 29 ANOVA of Utilizations of Algorithm 3 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.006 | 1 | 0.006 | 32.090 | 0.000 |
| Within Groups | 0.009 | 48 | 0.000 |  |  |
| Total | 0.015 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:
Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 3}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 3} \neq \mu_{\text {bottom-back-left }}$,
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. he computed statistic F is: $\mathrm{F}=32.09 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 3 is significantly different from that of bottom-back-left.
4. The statistical data are as shown in Table 27-29.

### 5.2.5 F-test on Stability

The Comparison of Proposed Algorithm 1 and Bottom-Back-Left in Stability

TABLE 30 Descriptives of Stabilities of Algorithm 1 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 1 | 25 | 0.0795 | 0.02390 | 0.00478 | 0.0696 | 0.0893 | 0.05 | 0.15 |
| Bottom-back-left | 25 | 0.0719 | 0.01367 | 0.00273 | 0.0663 | 0.07763 | 0.04 | 0.11 |

TABLE 31 Variances. of Stabilities of Algorithm 1 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 7.355 | 1 | 48 | 0.009 |

TABLE 32 ANOVA of Stabilities of Algorithm 1 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.000 | 1 | 0.000 | 0.204 | 0.654 |
| Within Groups | 0.017 | 48 | 0.000 |  |  |
| Total | 0.017 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {bottom-back-left }}$
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is: $\mathrm{F}=0.204 \leq 4.051$. Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance. The deviation from expected outcome is just small enough to be reported as being "not statistically significant at the $5 \%$ level."
4. The statistical data are as shown in Table 30-32.

The Comparison of Proposed Algorithm 2 and Bottom-Back-Left in Stability

TABLE 33 Descriptives of Stabilities of Algorithm 2 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 2 | 25 | 0.0718 | 0.02060 | 0.00412 | 0.0633 | 0.0803 | 0.03 | 0.11 |
| Bottom-back-left | 25 | 0.0719 | 0.01367 | 0.00273 | 0.0663 | 0.07763 | 0.04 | 0.11 |

TABLE 34 Variances of Stabilities of Algorithm 2 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 4.544 | 1 | 48 | 0.038 |

TABLE 35 ANOVA of Stabilities of Algorithm 2 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.001 | 1 | 0.001 | 4.454 | 0.040 |
| Within Groups | 0.014 | 48 | 0.000 |  |  |
| Total | 0.015 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
Alternative hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {bottom-back-left }}$
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {bottom-back-left }}$,
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region ( $|f| \geq f_{1,48}=4.051$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is: $\mathrm{F}=4.454 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 2 is significantly different from that of bottom-back-left.
4. The statistical data are as shown in Table 33-35.

The Comparison of Proposed Algorithm 3 and Bottom-Back-Left in Stability

TABLE 36 Descriptives of Stabilities of Algorithm 3 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Upper Bound |  |  |  |
| Algorithm 3 | 25 | 0.0676 | 0.01742 | 0.00348 | 0.0604 | 0.0748 | 0.03 | 0.10 |
| Bottom-back-left | 25 | 0.0719 | 0.01367 | 0.00273 | 0.0663 | 0.07763 | 0.04 | 0.11 |

TABLE 37 Variances.of Stabilities of Algorithm 3 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.635 | 1 | 48 | 0.430 |

TABLE 38 ANOVA of Stabilities of Algorithm 3 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.002 | 1 | 0.002 | 7.416 | 0.009 |
| Within Groups | 0.011 | 48 | 0.000 |  |  |
| Total | 0.013 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \quad \mu_{\text {proposed algorithm } 3}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 3} \neq \mu_{\text {bottom-back-left }}$,
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region ( $\mathrm{f} \geq f_{1,48}=4.051$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is: $\mathrm{F}=7.416 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 3 is significantly different from that of bottom-back-left.
4. The statistical data are as shown in Table 36-38.

### 5.2.6 F-test on Cycle Time

The Comparison of Proposed Algorithm 1 and Bottom-Back-Left in Cycle Time

TABLE 39 Descriptives of Cycle Times of Algorithm 1 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 1 | 25 | 478.5200 | 21.00024 | 4.20005 | 469.8515 | 487.1885 | 448.00 | 521.00 |
| Bottom-back-left | 25 | 486.9200 | 14.10355 | 2.82135 | 481.1024 | 492.7405 | 463.00 | 509.00 |

TABLE 40 Variances of Cycle Times of Algorithm 1 and Bottom-Back-Left

| Levene Statistic | df1 | df 2 | Sig. |
| :---: | :---: | :---: | :---: |
| 5.656 | 1 | 48 | 0.022 |

TABLE 41 ANOVA of Cycle Times of Algorithm 1 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 1772.410 | 1 | 1772.410 | 5.644 | 0.022 |
| Within Groups | 13502.790 | 48 | 314.018 |  |  |
| Total | 15275.200 | 49 |  |  |  |

Hypothesis test

1. Test of hypothesis:

| Null hypothesis | $\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {bottom-back-left }}$ |
| :--- | :--- |
| Alternative hypothesis | $\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {bottom-back-left, }}$ |

2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is: $\mathrm{F}=5.644 \geq 4.051$. Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 1 is significantly different from that of bottom-back-left.
4. The statistical data are as shown in Table 39-41.

The Comparison of Proposed Algorithm 2 and Bottom-Back-Left in Cycle Time

TABLE 42 Descriptives of Cycle Times of Algorithm 2 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 2 | 25 | 488.1200 | 20.07137 | 4.01427 | 479.8349 | 496.4051 | 448.00 | 520.00 |
| Bottom-back-left | 25 | 486.9200 | 14.10355 | 2.82135 | 481.1024 | 492.7405 | 463.00 | 509.00 |

TABLE 43 Variances of Cycle Times of Algorithm 2 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 3.858 | 1 | 48 | 0.056 |

TABLE 44 ANOVA of Cycle Times of Algorithm 2 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 102.010 | 1 | 102.010 | 0.348 | 0.558 |
| Within Groups | 12587.190 | 48 | 292.725 |  |  |
| Total | 12689.200 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {bottom-back-left }}$,
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is: $\mathrm{F}=0.348 \leq 4.051$. Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The deviation from expected outcome is just small enough to be reported as being "not statistically significant at the $5 \%$ level." Therefore, the equal variances assumed output is adopted for further T-test.
4. The statistical data are as shown in Table 42-44.

The Comparison of Proposed Algorithm 3 and Bottom-Back-Left in Cycle Time

TABLE 45 Descriptives of Cycle Times of Algorithm 3 and Bottom-Back-Left

|  | N | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 3 | 25 | 483.12 | 17.9335 | 3.5867 | 475.7174 | 490.5226 | 450.00 | 518.00 |
| Bottom-back-left | 25 | 486.92 | 14.10355 | 2.8214 | 481.1024 | 492.7405 | 463.00 | 509.00 |

TABLE 46 Variances. of Cycle Times of Algorithm 3 and Bottom-Back-Left

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 1.719 | 1 | 48 | 0.197 |

TABLE 47 ANOVA of Cycle Times of Algorithm 3 and Bottom-Back-Left

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 716.454 | 1 | 716.454 | 2.896 | 0.096 |
| Within Groups | 10637.190 | 48 | 247.377 |  |  |
| Total | 11353.644 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 3}=\mu_{\text {bottom-back-left }}$
Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 3} \neq \mu_{\text {bottom-back-left }}$,
2. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
3. The computed statistic F is : $\mathrm{F}=2.896 \leq 4.051$. Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The deviation from expected outcome is just small enough to be reported as being "not statistically significant at the $5 \%$ level." Therefore, the equal variances assumed output is adopted for further T-test.
4. The statistical data are as shown in Table 45-47.

### 5.3 Comparisons between Proposed Algorithms

### 5.3.1 ANOVA on Utilization, Stability, and Cycle Time

The Comparison between Three Proposed Algorithms in Utilization

TABLE 48 Descriptives of Utilizations of Three Proposed Algorithms

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval for Mean |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 1 | 5 | 0.4030 | 0.01550 | 0.00310 | 0.3970 | 0.4090 | 0.37 | 0.43 |
| Algorithm 2 | 5 | 0.4128 | 0.01638 | 0.00328 | 0.4066 | 0.4196 | 0.38 | 0.44 |
| Algorithm 3 | 5 | 0.4114 | 0.01418 | 0.00284 | 0.4055 | 0.4172 | 0.37 | 0.43 |
| Total | 5 | 0.4083 | 0.01628 | 0.00188 | 0.4046 | 0.4120 | 0.37 | 0.44 |

TABLE 49 ANOVA of Utilizations of Three Proposed Algorithms

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.002 | 2 | 0.001 | 3.920 | 0.024 |
| Within Groups | 0.018 | 72 | 0.000 |  |  |
| Total | 0.020 | 74 |  |  |  |

Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}$ : at least two of the $\mu_{\text {proposed algorithm is }} \mathrm{s}$ are different
2. If the test statistic exceeds the critical value reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$ If $\mathrm{H}_{0}$ is rejected, there is evidence to prove that the three samples come from populations having the same mean.
3. Critical value equals 3.124 ( F distribution table).
4. The computed statistic F is: $\mathrm{F}=3.920 \geq 3.124$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance.
5. The statistical data are as shown in Table 48-49.

The Comparison between Three Proposed Algorithms in Stability

TABLE 50 Descriptives of Stabilities of Three Proposed Algorithms

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval for Mean |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Lower Bound |  |  |  |  |  |
| Algorithm 1 | 5 | 0.0795 | 0.02390 | 0.00478 | 0.0696 | 0.0893 | 0.05 | 0.15 |
| Algorithm 2 | 5 | 0.0718 | 0.02060 | 0.00412 | 0.0633 | 0.0803 | 0.03 | 0.11 |
| Algorithm 3 | 5 | 0.0676 | 0.01742 | 0.00348 | 0.0604 | 0.0748 | 0.03 | 0.10 |
| Total | 5 | 0.0720 | 0.02309 | 0.00267 | 0.0667 | 0.0773 | 0.03 | 0.15 |

TABLE 51 ANOVA of Stabilities of Three Proposed Algorithms

|  | Sum of Squares | df. | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.004 | 2 | 0.002 | 3.976 | 0.023 |
| Within Groups | 0.036 | 72 | 0.000 |  |  |
| Total | 0.039 | 74 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}:$ at least two of the $\mu_{\text {proposed algorithm } \mathrm{i}}$ are different
2. If the test statistic exceeds the critical value reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$

If $\mathrm{H}_{0}$ is rejected, there is evidence to prove that the three samples come from populations having the same mean. Otherwise, there is no sufficient evidence to warrant rejection of the claim that the three samples come from populations having the same mean.
3. Critical value equals 3.124 ( F distribution table).
4. The computed statistic F is: $\mathrm{F}=3.976 \geq 3.124$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance.
5. The statistical data are as shown in Table 50-51.

The Comparison between Three Proposed Algorithms in Cycle Time

TABLE 52 Descriptives of Stabilities of Three Proposed Algorithms

|  | N | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval for Mean | Minimum | Maximum |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Upper Bound |  |  |  |
| Algorithm 1 | 5 | 478.5200 | 21.00024 | 4.20005 | 469.8515 | 487.1885 | 448.00 | 521.00 |
| Algorithm 2 | 5 | 488.1200 | 20.07137 | 4.01427 | 479.8349 | 496.4051 | 448.00 | 520.00 |
| Algorithm 3 | 5 | 483.1200 | 17.93349 | 3.58670 | 475.7174 | 490.5226 | 450.00 | 518.00 |
| Total | 5 | 483.2533 | 19.83860 | 2.29076 | 478.6889 | 487.8178 | 448.00 | 521.00 |

TABLE 53 ANOVA of Stabilities of Three Proposed Algorithms

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 1152.667 | 2 | 576.333 | 1.484 | 0.234 |
| Within Groups | 27971.520 | 72 | 388.493 |  |  |
| Total | 29124.187 | 74 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

$$
\begin{array}{ll}
\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3} \\
\text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \text { at least two of the } \mu_{\text {proposed algorithm } \mathrm{i}} \text { are different }
\end{array}
$$

2. If the test statistic exceeds the critical value reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$

If $\mathrm{H}_{0}$ is rejected, there is evidence to prove that the three samples come from populations having the same mean. Otherwise, there is no sufficient evidence to warrant rejection of the claim that the three samples come from populations having the same mean.
3. Critical value equals 3.124 ( F distribution table).
4. The computed statistic F is: $\mathrm{F}=1.484 \leq 3.124$.

Therefore, $\mathrm{H}_{0}$ failed to be rejected at the $5 \%$ level of significance.
5. The statistical data are as shown in Table 52-53.

### 5.3.2 T-test on Utilization

## The Comparison of Proposed Algorithm 1 and Proposed Algorithm 2 in Utilization

In Figure 44, we can see the distributions of utilization values of algorithm 1 and algorithm 2. By using the statistical T-test, we can decide that whether the utilization values of two compared algorithms are significantly different or not. The significance level used in all designed statistical tests is $5 \%$. The arithmetic mean value, standard deviation are listed in Table 54.


FIGURE 44 Boxplot of utilizations of proposed algorithm 1 and proposed algorithm 2.

TABLE 54 Comparisons of Utilizations of Proposed Algorithm 1 and 2

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | $40.35 \%$ | 0.0155 |
| Proposed algorithm 2 | 25 | $41.28 \%$ | 0.0164 |

## Hypothesis test

1. Objective: To compare the utilization value of proposed algorithm 1 and proposed algorithm 2.
2. Performance measurement: utilization
3. The sample size is 25 for both proposed algorithm 1 and proposed algorithm 2.
4. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 2}$
where $\mu$ represents the true average utilization value for each proposed algorithm
5. Test statistic t :

$$
t=\frac{\bar{X}_{1}-\bar{X}_{2}}{\sigma_{\bar{X}_{1}-\bar{X}_{2}}},
$$

where $\bar{X}_{1}$ and $\bar{X}_{2}$ are the means of the two samples, and $\sigma_{\bar{X}_{1}-\bar{X}_{2}}$ is a measure of the variability of the differences between the sample means.

$$
\sigma_{p o o l e d}^{2}=\frac{s_{1}^{2}\left(n_{1}+1\right)+s_{2}^{2}\left(n_{2}-1\right)}{n_{1}+n_{2}-2}
$$

where $S_{1}$ and $S_{2}$ are the standard deviations of the two samples; $n_{1}$ and $n_{2}$ are the sample sizes of the two samples; $\mathrm{n}_{1}=\mathrm{n}_{2}=25$.
6. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-2$ $=48$, we may have the critical values of $\mathrm{t}=2.009(\mathrm{t}$-distribution table $)$.
7. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=2.009$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of proposed algorithm 1 is significantly different from that of proposed algorithm 2.
9. The computed statistic t is : $\mathrm{t}=|2.070| \geq 2.009$ Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average utilization of proposed algorithm 1 is significantly different that of proposed algorithm 2.

TABLE 55 Comparisons of Utilizations of Proposed Algorithm 2 and 3

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 2 | 25 | $41.28 \%$ | 0.0164 |
| Proposed algorithm 3 | 25 | $41.14 \%$ | 0.0142 |

Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {proposed algorithm } 3}$ where $\mu$ represents the true average utilization value for each algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=2.009\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of proposed algorithm 2 is significantly different from that of proposed algorithm 3. Otherwise, there is not sufficient evidence to conclude that the true average utilization of the proposed algorithm 2 is significantly different from that of proposed algorithm 3 .
5. The computed statistic t is: $\mathrm{t}=|2.080| \geq 2.009$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average utilization of proposed algorithm 2 is significantly different from that of proposed algorithm 3.
6. The comparison is as shown in Table 55.

TABLE 56 Comparisons of Utilizations of Proposed Algorithm 1 and 3

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | $40.35 \%$ | 0.0155 |
| Proposed algorithm 3 | 25 | $41.14 \%$ | 0.0142 |

## Hypothesis test

1. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 3} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 3}\end{array}$
where $\mu$ represents the true average utilization value for each algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=2.009$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average utilization of proposed algorithm 1 is significantly different from that of proposed algorithm 3. Otherwise, there is not sufficient evidence to conclude that the true average utilization of the proposed algorithm 1 is significantly different from that of proposed algorithm 3 .
5. The computed statistic t is: $\mathrm{t}=|2.200| \geq 2.009$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average utilization of proposed algorithm 1 is significantly different from that of proposed algorithm 3.
6. The comparison is as shown in Table 56.

### 5.3.3 T-test on Stability

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 2 in Stability

TABLE 57 Comparisons of Stability of Proposed Algorithm 1 and 2

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | 0.0794 | 0.0239 |
| Proposed algorithm 2 | 25 | 0.0717 | 0.0206 |

Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}$
Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 2}$
where $\mu$ represents the true average stability value for each proposed algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-2$ $=48$, we may have the critical values of $\mathrm{t}=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(t \geq t_{\alpha, n 1+n 2-2}=t_{0.05,48}=2.009\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of proposed algorithm 1 is significantly different from that of proposed algorithm 2. Otherwise, there is not sufficient evidence to conclude that the true average stability of the proposed algorithm 1 is significantly different from that of proposed algorithm 2.
5. The computed statistic t is : $\mathrm{t}=|2.170| \geq 2.009$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average stability of proposed algorithm 1 is significantly different that of proposed algorithm 2.
6. The comparison is as shown in Table 57.

TABLE 58 Comparisons of Stability of Proposed Algorithm 2 and 3

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 2 | 25 | 0.0717 | 0.0206 |
| Proposed algorithm 3 | 25 | 0.0676 | 0.0174 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {proposed algorithm } 3}$
Where $\mu$ represents the true average stability value for each algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=2.009$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of proposed algorithm 2 is significantly different from that of proposed algorithm 3. Otherwise, there is not sufficient evidence to conclude that the true average stability of the proposed algorithm 2 is significantly different from that of proposed algorithm 3 .
5. The computed statistic $t$ is : $t=|2.070| \geq 2.009$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average stability of proposed algorithm 2 is significantly different from that of proposed algorithm 3.
6. The comparison is as shown in Table 58.

TABLE 59 Comparisons of Stability of Proposed Algorithm 1 and 3

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | 0.0794 | 0.0239 |
| Proposed algorithm 3 | 25 | 0.0676 | 0.0174 |

## Hypothesis test

1. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 3} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 3}\end{array}$
where $\mu$ represents the true average stability value for each algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n}_{2}-2}=\mathrm{t}_{0.05,48}=2.009\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average stability of proposed algorithm 1 is significantly different from that of proposed algorithm 3. Otherwise, there is not sufficient evidence to conclude that the true average stability of the proposed algorithm 1 is significantly different from that of proposed algorithm 3 .
5. The computed statistic t is: $\mathrm{t}=|2.990| \geq 2.009$

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that true average stability of proposed algorithm 1 is significantly different from that of proposed algorithm 3.
6. The comparison is as shown in Table 59.

### 5.3.4 T-test on Cycle Time

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 2 in Cycle Time

TABLE 60 Comparisons of Cycle Time of Proposed Algorithm 1 and 2

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | 478.52 | 21.0002 |
| Proposed algorithm 2 | 25 | 488.12 | 20.0713 |

Hypothesis test

1. Test of hypothesis:

| Null hypothesis | $\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}$ |
| :--- | :--- |
| Alternative hypothesis | $\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 2}$ |

where $\mu$ represents the true average cycle time value for each proposed algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-2$ $=48$, we may have the critical values of $t=2.009(t-d i s t r i b u t i o n ~ t a b l e)$.
3. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=2.009$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of proposed algorithm 1 is significantly different from that of proposed algorithm 2. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of the proposed algorithm 1 is significantly different from that of proposed algorithm 2.
5. The computed statistic t is : $\mathrm{t}=|-1.650| \leq 2.009$

Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance.
6. The comparison is as shown in Table 60.

TABLE 61 Comparisons of Cycle Time of Proposed Algorithm 2 and 3

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 2 | 25 | 488.12 | 20.0713 |
| Proposed algorithm 3 | 25 | 483.12 | 17.9335 |

## Hypothesis test

1. Test of hypothesis:
$\begin{array}{ll}\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3} \\ \text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {proposed algorithm } 3}\end{array}$
where $\mu$ represents the true average cycle time value for each algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region $\left(t \geq t_{\alpha, n 1+n 2-2}=t_{0.05,48}=2.009\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of proposed algorithm 2 is significantly different from that of proposed algorithm 3. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of the proposed algorithm 2 is significantly different from that of proposed algorithm 3.
5. The computed statistic $t$ is: $t=|0.930| \leq 2.009$

Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance.
6. The comparison is as shown in Table 61.

TABLE 62 Comparisons of Cycle Time of Proposed Algorithm 1 and 3

| Algorithm | Sample size | Arithmetic mean | Standard deviation |
| :---: | :---: | :---: | :---: |
| Proposed algorithm 1 | 25 | 478.52 | 21.0002 |
| Proposed algorithm 3 | 25 | 483.12 | 17.9335 |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 3}$
where $\mu$ represents the true average cycle time value for each algorithm
2. Significance level $\alpha=0.05$ (two-tail). For $\alpha=0.05$ and degree of freedom $=n_{1}+n_{2}-$ $2=48$, we may have the critical values of $t=2.009$ ( t -distribution table).
3. If the test statistic falls in the rejection region ( $\mathrm{t} \geq \mathrm{t}_{\alpha, \mathrm{n} 1+\mathrm{n} 2-2}=\mathrm{t}_{0.05,48}=2.009$ ), reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. If $\mathrm{H}_{0}$ is rejected, conclude that the true average cycle time of proposed algorithm 1 is significantly different from that of proposed algorithm 3. Otherwise, there is not sufficient evidence to conclude that the true average cycle time of the proposed algorithm 1 is significantly different from that of proposed algorithm 3.
5. The computed statistic t is: $\mathrm{t}=|0.830| \leq 2.009$

Therefore, $\mathrm{H}_{0}$ is failed to reject at the $5 \%$ level of significance.
6. The comparison is as shown in Table 62.

### 5.3.5 F-test on Utilization

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 2 in Utilization
The volume utilization values, trend lines, and standard deviation of proposed algorithm 1 and proposed algorithm 2 are showed in Figure 45. Also, the mean values, 95\% Confidence Interval for Mean values, degree of freedom, and F-values of proposed algorithm 1 and proposed algorithm 2 are listed in Table 63-65.


FIGURE 45 Comparison of utilizations between proposed algorithm 1 and proposed algorithm 2.

TABLE 63 Descriptives of Utilizations of Algorithm 1 and Algorithm 2

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Lower Bound | Upper Bound |  |  |  |
| Algorithm 1 | 25 | 0.4035 | 0.0155 | 0.0031 | 0.397 | 0.409 | 0.37 | 0.43 |
| Algorithm 2 | 25 | 0.4128 | 0.0164 | 0.0033 | 0.406 | 0.420 | 0.38 | 0.44 |

TABLE 64 Variances of Utilizations of Algorithm 1 and Algorithm 2

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.34 | 1 | 48 | 0.56 |

TABLE 65 ANOVA of Utilizations of Algorithm 1 and Algorithm 2

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.001 | 1 | 0.001 | 4.286 | 0.044 |
| Within Groups | 0.012 | 48 | 0.000 |  |  |
| Total | 0.013 | 49 |  |  |  |

## Hypothesis test

1. Objective: To compare the utilization values of proposed algorithm 1 and proposed algorithm 2.
2. Performance measurement: utilization.
3. The sample size is 25 for both proposed algorithm 1 and proposed algorithm 2.
4. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 2,}$ where $\mu$ represents the true variance utilization value for each algorithm.
5. Test statistics F :
$\mathrm{F}=\frac{n S_{\bar{x}}^{2}}{S_{p}^{2}}$, where $S_{\bar{x}}^{2}$ represents the variance of the sample means and $S_{p}^{2}$ represents the variance within samples.
6. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25); numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(n-1)=48$.
7. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
8. If $\mathrm{H}_{0}$ is rejected, conclude that the variance of proposed algorithm 1 is significantly different from that of proposed algorithm 2. Otherwise, there is not sufficient evidence to conclude that the variance of proposed algorithm 1 is significantly different from that of proposed algorithm 2.
9. The computed statistic F is: $\mathrm{F}=4.286 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 1 is significantly different from that of proposed algorithm 2.

The Comparison of Proposed Algorithm 2 and Proposed Algorithm 3 in Utilization

TABLE 66 Descriptives of Utilizations of Algorithm 2 and Algorithm 3

|  | N | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Lower Bound | Upper Bound |  | 0.38 |  |  |
| Algorithm 2 | 25 | 0.413 | 0.0164 | 0.0027 | 0.414 | 0.425 | 0.417 | 0.37 |
| Algorithm 3 | 25 | 0.411 | 0.0142 | 0.0028 | 0.410 | 0.43 |  |  |

TABLE 67 Variances of Utilizations of Algorithm 2 and Algorithm 3

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.153 | 1 | 48 | 0.69 |

TABLE 68 ANOVA of Utilizations of Algorithm 2 and Algorithm 3

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.001 | 1 | 0.001 | 4.146 | 0.048 |
| Within Groups | 0.007 | 48 | 0.000 |  |  |
| Total | 0.008 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad H_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$

$$
\text { Alternative hypothesis } \quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {proposed algorithm } 3}
$$

2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25).
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $H_{0}$. Otherwise, fail to reject $H_{0}$.
4. The computed statistic F is: $\mathrm{F}=4.146 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 2 is significantly different from that of proposed algorithm 3.
5. The statistical data are as shown in Table 66-68.

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 3 in Utilization

TABLE 69 Descriptives of Utilizations of Algorithm 1 and Algorithm 3

|  |  | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Upper Bound |  |  | 0.43 |
| Algorithm 1 | 25 | 0.403 | 0.0155 | 0.0030 | 0.396 | 0.408 | 0.37 |  |
| Algorithm 3 | 25 | 0.411 | 0.0142 | 0.0028 | 0.405 | 0.417 | 0.37 | 0.43 |

TABLE 70 Variances of Utilizations of Algorithm 1 and Algorithm 3

| Levene Statistic | df1 | df 2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.109 | 1 | 48 | 0.74 |

TABLE 71 ANOVA of Utilizations of Algorithm 1 and Algorithm 3

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.001 | 1 | 0.001 | 4.903 | 0.032 |
| Within Groups | 0.010 | 48 | 0.000 |  |  |
| Total | 0.011 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 3}$,
2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size $\mathrm{n}(25)$; numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(n-1)=48$.
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. The computed statistic F is: $\mathrm{F}=4.903 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 1 is significantly different from that of proposed algorithm 3.
6. The statistical data are as shown in Table 69-71.

### 5.3.6 F-test on Stability

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 2 in Stability

TABLE 72 Descriptives of Stability of Algorithm 1 and Algorithm 2

|  |  | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval |  | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 1 | 25 | 0.079 | 0.0239 | 0.0050 | 0.075 | 0.096 | 0.05 | 0.14 |
| Algorithm 2 25 | 25 | 0.072 | 0.0206 | 0.0041 | 0.063 | 0.080 | 0.03 | 0.11 |

TABLE 73 Variances of Stability of Algorithm 1 and Algorithm 2

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.11 | 1 | 48 | 0.74 |

TABLE 74 ANOVA of Stability of Algorithm 1 and Algorithm 2

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.002 | 1 | 0.002 | 4.787 | 0.034 |
| Within Groups | 0.020 | 48 | 0.000 |  |  |
| Total | 0.022 | 49 |  |  |  |

Hypothesis test

1. Test of hypothesis:

Null hypothesis
$\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}$
Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 2,}$,
2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25).
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. The computed statistic F is: $\mathrm{F}=4.787 \geq 4.051$. Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 1 is significantly different from that of proposed algorithm 2.
5. The statistical data are as shown in Table 72-74.

The Comparison of Proposed Algorithm 2 and Proposed Algorithm 3 in Stability

TABLE 75 Descriptives of Stability of Algorithm 2 and Algorithm 3

|  | Nean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval |  | Minimum | Maximum |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound |  |  | 0.03 |
| Algorithm 2 | 25 | 0.072 | 0.0206 | 0.0038 | 0.070 | 0.086 | 0.11 |  |
| Algorithm 3 | 25 | 0.068 | 0.0174 | 0.0035 | 0.060 | 0.075 | 0.03 | 0.10 |

TABLE 76 Variances of Stability of Algorithm 2 and Algorithm 3

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.15 | 1 | 48 | 0.69 |

TABLE 77 ANOVA of Stability of Algorithm 2 and Algorithm 3

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.001 | 1 | 0.001 | 4.265 | 0.045 |
| Within Groups | 0.013 | 48 | 0.000 |  |  |
| Total | 0.014 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

$$
\begin{array}{ll}
\text { Null hypothesis } & \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3} \\
\text { Alternative hypothesis } & \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {proposed algorithm } 3},
\end{array}
$$

2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size $\mathrm{n}(25)$; numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(n-1)=48$.
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. The computed statistic F is: $\mathrm{F}=4.265 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 2 is significantly different from that of proposed algorithm 3.
5. The statistical data are as shown in Table 75-77.

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 3 in Stability

TABLE 78 Descriptives of Stability of Algorithm 1 and Algorithm 3

|  | N | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval for Mean |  | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Upper Bound |  |  |  |
| Algorithm 1 | 25 | 0.079 | 0.0239 | 0.0050 | 0.075 | 0.096 | 0.05 | 0.14 |
| Algorithm 3 | 25 | 0.067 | 0.0174 | 0.0035 | 0.060 | 0.074 | 0.03 | 0.10 |

TABLE 79 Variances of Stability of Algorithm 1 and Algorithm 3

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 1.74 | 1 | 48 | 0.019 |

TABLE 80 ANOVA of Stability of Algorithm 1 and Algorithm 3

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 0.004 | 1 | 0.004 | 9.460 | 0.004 |
| Within Groups | 0.017 | 48 | 0.000 |  |  |
| Total | 0.021 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 3}$,
2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25); numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(\mathrm{n}-1)=48$.
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. The computed statistic F is: $\mathrm{F}=9.460 \geq 4.051$.

Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The data does strongly suggest that the variance of proposed algorithm 1 is significantly different from that of proposed algorithm 3.
6. The statistical data are as shown in Table 78-80.

### 5.3.7 F-test on Cycle Time

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 2 in Cycle Time

TABLE 81 Descriptives of Cycle Time of Algorithm 1 and Algorithm 2

|  |  | Mean | Std. Deviation | Std. Error | $95 \%$ Confidence Interval for Mean |  | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 1 | 25 | 478.5 | 21.0002 | 4.20005 | 469.8 | 487.2 | 448 | 521 |
| Algorithm 2 | 25 | 488.1 | 20.0713 | 4.01427 | 479.8 | 496.4 | 448 | 520 |

TABLE 82 Variances of Cycle Time of Algorithm 1 and Algorithm 2

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.12 | 1 | 48 | 0.73 |

TABLE 83 ANOVA of Cycle Time of Algorithm 1 and Algorithm 2

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 1152.00 | 1 | 1152.00 | 2.73 | 0.105 |
| Within Groups | 20252.88 | 48 | 421.935 |  |  |
| Total | 21404.88 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad H_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 2}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm 2, }}$,
2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25); numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(n-1)=48$.
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. The computed statistic F is: $\mathrm{F}=2.73 \leq 4.051$.

Therefore, $\mathrm{H}_{0}$ is not rejected at the $5 \%$ level of significance.
5. The statistical data are as shown in Table 81-83.

The Comparison of Proposed Algorithm 2 and Proposed Algorithm 3 in Cycle Time

TABLE 84 Descriptives of Cycle Time of Algorithm 2 and Algorithm 3

|  |  | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval for Mean |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N |  | Minimum | Maximum |  |  |  |  |
| Algorithm 2 | 25 | 488.1 | 20.0713 | 4.01427 | 479.8 | 496.4 | 448 | 520 |
| Algorithm 3 | 25 | 483.1 | 17.9335 | 3.58670 | 475.7 | 490.5 | 450 | 518 |

TABLE 85 Variances of Cycle Time of Algorithm 2 and Algorithm 3

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 0.426 | 1 | 48 | 0.52 |

TABLE 86 ANOVA of Cycle Time of Algorithm 2 and Algorithm 3

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 312.5 | 1 | 312.500 | 0.863 | 0.358 |
| Within Groups | 17387.28 | 48 | 362.235 |  |  |
| Total | 17699.78 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\quad \mathrm{H}_{0}: \mu_{\text {proposed algorithm } 2}=\mu_{\text {proposed algorithm } 3}$
Alternative hypothesis $\quad \mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 2} \neq \mu_{\text {proposed algorithm } 3} 3$,
2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25); numerator degrees of freedom $=\mathrm{k}-1=1$; denominator degrees of freedom $=k^{*}(\mathrm{n}-1)=48$.
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $H_{0}$. Otherwise, fail to reject $H_{0}$.
4. The computed statistic F is: $\mathrm{F}=0.863 \leq 4.051$. Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The deviation from expected outcome is just small enough to be reported as being "not statistically significant at the $5 \%$ level." Therefore, the equal variances assumed output is adopted for further F-test.
5. The statistical data are as shown in Table 84-86.

The Comparison of Proposed Algorithm 1 and Proposed Algorithm 3 in Cycle Time

TABLE 87 Descriptives of Cycle Time of Algorithm 1 and Algorithm 3

|  | N | Mean | Std. Deviation | Std. Error | 95\% Confidence Interval for Mean |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Lower Bound | Upper Bound |  |  |
| Algorithm 1 | 25 | 478.52 | 21.0002 | 4.20005 | 469.8515 | 487.1885 | 448 | 521 |
| Algorithm 3 | 25 | 483.12 | 17.9335 | 3.58670 | 475.7174 | 490.5226 | 450 | 518 |

TABLE 88 Variances of Cycle Time of Algorithm 1 and Algorithm 3

| Levene Statistic | df1 | df2 | Sig. |
| :---: | :---: | :---: | :---: |
| 1.035 | 1 | 48 | 0.31 |

TABLE 89 ANOVA of Cycle Time of Algorithm 1 and Algorithm 3

|  | Sum of Squares | df | Mean Square | F | Sig. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Between Groups | 264.500 | 1 | 264.500 | 0.694 | 0.409 |
| Within Groups | 18302.880 | 48 | 381.310 |  |  |
| Total | 18567.380 | 49 |  |  |  |

## Hypothesis test

1. Test of hypothesis:

Null hypothesis $\mathrm{H}_{0}: \mu_{\text {proposed algorithm } 1}=\mu_{\text {proposed algorithm } 3}$

Alternative hypothesis
$\mathrm{H}_{\mathrm{A}}: \mu_{\text {proposed algorithm } 1} \neq \mu_{\text {proposed algorithm } 3}$,
where $\mu$ represents the true variance cycle time value for each algorithm.
2. Significance level $\alpha=0.05$. For $\alpha=0.05$, degree of freedom with $k$ (2) samples of the same size n (25).
3. Critical value equals 4.051 ( F distribution table). If the test statistic falls in the rejection region $\left(|f| \geq f_{1,48}=4.051\right)$, reject $\mathrm{H}_{0}$. Otherwise, fail to reject $\mathrm{H}_{0}$.
4. The computed statistic F is: $\mathrm{F}=0.694 \leq 4.051$. Therefore, $\mathrm{H}_{0}$ is rejected at the $5 \%$ level of significance. The deviation from expected outcome is just small enough to be reported as being "not statistically significant at the $5 \%$ level." Therefore, the equal variances assumed output is adopted for further F-test.
5. The statistical data are as shown in Table 87-89.

### 5.4 Summary of Experimental Results

Based on the designed experimental results and analysis, we can draw the following conclusions. First, all of the utilizations from proposed algorithm 1, proposed algorithm 2, and proposed algorithm 3 are proved to have significant differences from the bottom-back-left based on the results from the F-test. All of the statistical F-values of proposed algorithm 1, algorithm 2, and algorithm 3 fall out of the range of $5 \%$ confidence level of critical F -value, which means there are significant differences between the utilizations of the three proposed algorithms and the bottom-back-left. The statistical tvalues of proposed algorithm 1, algorithm 2, and algorithm 3 are all greater than the critical t-value. This means that the utilizations of all three algorithms are better than that of the bottom-back-left.

Second, the stabilities of proposed algorithm 2 and algorithm 3 are proved to have significant differences from the bottom-back-left, because their statistical F-values fall out of the range of the $5 \%$ significance level of the critical F-value. However, the stability of algorithm 1 is within the range of the critical F-value. We can say that the stabilities of algorithm 2 and algorithm 3 have significant differences from that of the bottom-back-left. In addition, based on the T-test of utilizations, we can conclude that the stabilities of algorithm 2 and algorithm 3 are less than that of the bottom-back-left because both of their statistical t -values are not within the range of the critical F -value. However, the t value of stability of algorithm 1 falls in the range of the critical $t$-value. In other words, we may say that proposed algorithm 2 and algorithm 3 are more stable than the bottom-back-left.

Third, based on the statistical F-test of cycle time, only the F-value of proposed algorithm 1 falls out of the range of $5 \%$ significance level of the critical F -value; the Fvalues of the other two algorithms are still within the range of the critical F-value. Thus, we can conclude that only the first proposed algorithm has significant difference of cycle time compared to that of the bottom-back-left. Similarly, the statistical T-test also shows that only the $t$-value of proposed algorithm 1 is smaller than the critical $t$-value. The $t$ values of the other two algorithms are still within the range of the critical $t$-value. Thus,
we can conclude that only the cycle time of algorithm 1 is significantly less than that of the bottom-back-left.

Last, based on the ANOVA results of all three algorithms, the statistical F-values for utilization is larger than the critical value. Therefore, we can get the conclusion that at least two proposed algorithms have significant different utilization value. The statistical F-value for stability is also larger than the critical value, so the conclusion is the same as the utilization. However, the statistical F-value for cycle time is smaller than the critical value.

## 6. SUMMARY AND FUTURE DIRECTION

### 6.1 Summary

In this experiment, we picked up 30 stone pieces from a stone merchant and tagged each one with a number from 1 to 30 . The average volume of the 30 stone pieces was 0.11 liter. We randomized the numbers of these stone pieces 25 times so that we could get 25 sets of data.

Between the proposed algorithm 1, proposed algorithm 2, and bottom-back-left packing approach, Figure 46 shows the comparisons of the number of stone pieces inside the container, while Figure 47 shows the total volume of stone pieces and Figure 48 shows the volume utilization. The statistical values of Proposed Algorithms and Bottom-Back-Left are shown in Table 90.

In Figure 48, we can see that the volume utilization of proposed algorithms 1, 2 and 3 are better than bottom-back-left. Figures 49 and 50 are the comparisons of stability and cycle time. For proposed algorithm 1 and proposed algorithm 2 we can stack nine or even ten stone pieces in one layer. See Figure 51. This happens when the stone pieces with smaller volume are piled next to each other; however, there are still eight stone pieces in one layer for the bottom-back-left algorithm. Due to the length limitation of the robotic arm (19 inches), the dimension of the container in this experiment was $13 \times 9 \times$ 3.5 inches. As a result, the maximum number of stone pieces that could fit inside was 27 . The difference of volume utilization between these four algorithms is not big enough. The larger the container is, the better the volume utilization that can be attained. Although the container used in this experiment was not big enough, which algorithm has the better quality can still be determined by the mean value. If the container is like the ULD loading in airports [76], the proposed algorithm would have an advantage over the bottom-back-left algorithm.


FIGURE 46 Comparison of the number of stone pieces inside between proposed algorithm 1, proposed algorithm 2, proposed algorithm 3, and bottom-back-left.


FIGURE 47 Comparison of total volume of stones inside between proposed algorithm 1, proposed algorithm 2, proposed algorithm 3, and bottom-backleft.


FIGURE 48 Comparison of volume utilization between proposed algorithm 1, proposed algorithm 2, proposed algorithm 3, and bottom-back-left.

TABLE 90 Statistical Values of Proposed Algorithms and Bottom-Back-Left

|  | Algorithm | Number of stone pieces inside |  |  | Volume utilization [2] |  |  | Cycle Time (sec) [15] |  |  | Stability [3] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Mean | Min | Max | Mean | Min | Max | Mean | Min | Max | Mean |
| 1 | Proposed algorithm 1 | 24 | 27 | 25.2 | 37.14\% | 43.41\% | 40.35\% | 448 | 521 | 478.52 | 0.0505 | 0.146 | 0.079 |
| 2 | proposed algorithm 2 | 24 | 27 | 25.8 | 37.99\% | 43.83\% | 41.28\% | 448 | 520 | 488.12 | 0.03 | 0.112 | 0.072 |
| 3 | proposed algorithm 3 | 24 | 27 | 25.64 | 37.05\% | 43.26\% | 41.14\% | 450 | 521 | 483.12 | 0.029 | 0.105 | 0.068 |
| 4 | Bottom-BackLeft | 24 | 25 | 24.24 | 36.23\% | 40.83\% | 38.66\% | 445 | 509 | 486.2 | 0.045 | 0.114 | 0.072 |



FIGURE 49 Comparison of stability between proposed algorithm 1, proposed algorithm 2, proposed algorithm 3, and bottom-back-left.


FIGURE 50 Comparison of cycle time between proposed algorithm 1, proposed algorithm 2, proposed algorithm 3, and bottom-back-left.

This experiment differs from previous research, for example, "Process and Configuration for the Automated Conveying, Sorting and Loading of Baggage Items" [103]. In previous methods, sorting and gathering is the first thing that must be done to get the best solution, like stacking the objects according to size from large to small or stacking objects with similar shapes in a ULD. In this way, the wasted space can be reduced. However, in industry, it is better if we could use FCFS ("first-come, firstserved"). This can not only save time but also save the company cost.

A new heuristic stacking method is proposed based on using the automation system. We focus on stacking stone pieces of irregular shape by the robotic arm and other hardware. High space usage is obtained within reasonable time. From the proposed heuristic algorithm, we can get the approximately best solution. The experimental results demonstrate that this method is rather efficient in solving the irregular-objects automaticstacking problem for industry. Moreover, this thesis (1) describes a cost-effective approach to utilize a three-dimensional real-time system that can pile the objects in the container in such a way using the cameras and robotic arms and (2) proposes a design framework for an FCFS (first-come, first-served) real-time system.

In this thesis, a new automatic stacking system with three heuristic algorithms is proposed to solve the situation of irregular stone pieces nested in a container with multiple layers. An automatic stacking system including pneumatic devices, sensors, relays, conveyor, programmable logic controller, robotic arm, and vision system is developed. This system can avoid the need to set up multiple measuring stops and can lead to the best arrangement. We hope that this method can be applied in industry for saving cost and increasing work efficiency.


FIGURE 51 Image shows ten stone pieces were stacked in one layer.

### 6.2 Future Direction

The objective of this experiment is to make a more extended study and discussion of stacking stone pieces, and we hope the result of this application can be used in the building trade, industrial automation, airport baggage handling, etc. We tried to consider all the practical conditions. But this study is too complicated to get all the conditions involved. In order to apply the result to industry, the following are several proposed suggestions for the reference of future study.

1. How to prevent the collision and movement between the stone pieces will be a big issue in the future. Unlike rectangular solids, the stone pieces are rough and uneven and they can be of any shape. When the stone pieces are placed, there would inevitably be some little collision between them; as a result, there is a small distance error from the designated point and the real point.
2. We chose small stone pieces and a small container to conduct this experiment so that we could use suction cups to pick the stone pieces up. However, a gripper
will be a proper replacement for suction cups in industry. Because the real objects are much bigger than the small stone pieces we used, the suction cups are not suitable for practical purposes.
3. It would be better if we could run a virtual process for stacking stone pieces in any modeling software. This would be safe and easy for the robotic arm. However, it could be challenging to create the virtual stone pieces and stack them for the whole process.
4. It would be better to use a vision system to supervise and check the stacking process inside the container over a period of time in order to see how it works. If there is any mistake, we can revise it without staying beside the robotic arm all the time.
5. It would be better if we can compare with other three-dimensional box stacking algorithms as the fundamental algorithms. Therefore, we can understand more about the advantages and disadvantages of our proposed algorithms.
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## APPENDIX

TABLE 91 Stone Data

| stone | kg | L | $\mathrm{kg} / \mathrm{L}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.416 | 0.154 | 2.701299 |
| 2 | 0.238 | 0.087 | 2.735632 |
| 3 | 0.292 | 0.108 | 2.703704 |
| 4 | 0.35 | 0.134 | 2.61194 |
| 5 | 0.313 | 0.111 | 2.81982 |
| 6 | 0.423 | 0.16 | 2.64375 |
| 7 | 0.272 | 0.105 | 2.590476 |
| 8 | 0.33 | 0.124 | 2.66129 |
| 9 | 0.212 | 0.075 | 2.826667 |
| 10 | 0.287 | 0.1 | 2.87 |
| 11 | 0.348 | 0.129 | 2.697674 |
| 12 | 0.295 | 0.108 | 2.731481 |
| 13 | 0.286 | 0.106 | 2.698113 |
| 14 | 0.225 | 0.083 | 2.710843 |
| 15 | 0.174 | 0.064 | 2.71875 |
| 16 | 0.278 | 0.102 | 2.72549 |
| 17 | 0.237 | 0.088 | 2.693182 |
| 18 | 0.225 | 0.082 | 2.743902 |
| 19 | 0.19 | 0.068 | 2.794118 |
| 20 | 0.183 | 0.065 | 2.815385 |
| 21 | 0.309 | 0.113 | 2.734513 |
| 22 | 0.335 | 0.126 | 2.65873 |
| 23 | 0.318 | 0.115 | 2.765217 |
| 24 | 0.347 | 0.129 | 2.689922 |
| 25 | 0.412 | 0.154 | 2.675325 |
| 26 | 0.203 | 0.076 | 2.671053 |
| 27 | 0.324 | 0.123 | 2.634146 |
| 28 | 0.295 | 0.109 | 2.706422 |
| 29 | 0.268 | 0.101 | 2.653465 |
| 30 | 0.352 | 0.127 | 2.771654 |
|  |  |  |  |
| 17 |  |  |  |

TABLE 92 Data Result of proposed algorithm 1

|  |  | Proposed Algorithm 1 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set | Number of stone Pieces | Number of stone pieces inside | Total Volume of stone pieces inside | Volume Utilization | Cycle Time | Stability |
| 1 | 30 | 26 | 2.694 | 0.4015 | 509 | 0.050784629 |
| 2 | 30 | 26 | 2.835 | 0.4225 | 480 | 0.059444409 |
| 3 | 30 | 25 | 2.648 | 0.3946 | 477 | 0.077490809 |
| 4 | 30 | 24 | 2.549 | 0.3799 | 463 | 0.093723246 |
| 5 | 30 | 25 | 2.719 | 0.4052 | 476 | 0.11082058 |
| 6 | 30 | 26 | 2.775 | 0.4135 | 488 | 0.07867376 |
| 7 | 30 | 26 | 2.681 | 0.3995 | 489 | 0.077804591 |
| 8 | 30 | 26 | 2.784 | 0.4149 | 515 | 0.056013598 |
| 9 | 30 | 24 | 2.579 | 0.3843 | 455 | 0.099712689 |
| 10 | 30 | 26 | 2.827 | 0.4213 | 495 | 0.064269655 |
| 11 | 30 | 26 | 2.758 | 0.4110 | 496 | 0.058339249 |
| 12 | 30 | 25 | 2.669 | 0.3977 | 481 | 0.086906484 |
| 13 | 30 | 26 | 2.825 | 0.4210 | 493 | 0.096969816 |
| 14 | 30 | 24 | 2.664 | 0.3970 | 459 | 0.066350157 |
| 15 | 30 | 24 | 2.492 | 0.3714 | 458 | 0.145785882 |
| 16 | 30 | 24 | 2.63 | 0.3919 | 461 | 0.097851657 |
| 17 | 30 | 25 | 2.703 | 0.4028 | 470 | 0.072981774 |
| 18 | 30 | 25 | 2.74 | 0.4083 | 466 | 0.072330617 |
| 19 | 30 | 25 | 2.736 | 0.4077 | 469 | 0.05647853 |
| 20 | 30 | 25 | 2.638 | 0.3931 | 464 | 0.082409422 |
| 21 | 30 | 24 | 2.606 | 0.3883 | 453 | 0.098849791 |
| 22 | 30 | 27 | 2.902 | 0.4325 | 521 | 0.052850039 |
| 23 | 30 | 25 | 2.666 | 0.3973 | 463 | 0.050478347 |
| 24 | 30 | 24 | 2.658 | 0.3961 | 448 | 0.11827197 |
| 25 | 30 | 27 | 2.913 | 0.4341 | 514 | 0.061332711 |

TABLE 93 Data Result of proposed algorithm 2

|  |  | Proposed Algorithm 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set | Number of stone Pieces | Number of stone pieces inside | Total Volume of stone pieces inside | Volume Utilization | Cycle Time | Stability |
| 1 | 30 | 27 | 2.848 | 0.4244 | 506 | 0.03677909 |
| 2 | 30 | 27 | 2.923 | 0.4356 | 520 | 0.05931064 |
| 3 | 30 | 25 | 2.648 | 0.3946 | 471 | 0.077490809 |
| 4 | 30 | 24 | 2.549 | 0.3799 | 448 | 0.093723246 |
| 5 | 30 | 25 | 2.719 | 0.4052 | 480 | 0.111918447 |
| 6 | 30 | 27 | 2.888 | 0.4304 | 509 | 0.05674957 |
| 7 | 30 | 26 | 2.681 | 0.3995 | 492 | 0.067586039 |
| 8 | 30 | 26 | 2.784 | 0.4149 | 493 | 0.070761388 |
| 9 | 30 | 24 | 2.579 | 0.3843 | 452 | 0.099712689 |
| 10 | 30 | 26 | 2.827 | 0.4213 | 486 | 0.064269655 |
| 11 | 30 | 26 | 2.758 | 0.4110 | 493 | 0.058339249 |
| 12 | 30 | 25 | 2.669 | 0.3977 | 474 | 0.090332659 |
| 13 | 30 | 26 | 2.825 | 0.4210 | 495 | 0.096969816 |
| 14 | 30 | 24 | 2.664 | 0.3970 | 451 | 0.06269444 |
| 15 | 30 | 26 | 2.754 | 0.4104 | 491 | 0.079832771 |
| 16 | 30 | 25 | 2.73 | 0.4068 | 474 | 0.107846691 |
| 17 | 30 | 25 | 2.703 | 0.4028 | 472 | 0.072981774 |
| 18 | 30 | 26 | 2.828 | 0.4214 | 488 | 0.080728912 |
| 19 | 30 | 26 | 2.8 | 0.4173 | 502 | 0.053476367 |
| 20 | 30 | 25 | 2.638 | 0.3931 | 470 | 0.082409422 |
| 21 | 30 | 27 | 2.941 | 0.4383 | 508 | 0.056694419 |
| 22 | 30 | 27 | 2.902 | 0.4325 | 508 | 0.052850039 |
| 23 | 30 | 27 | 2.873 | 0.4281 | 513 | 0.029857899 |
| 24 | 30 | 26 | 2.815 | 0.4195 | 498 | 0.069504539 |
| 25 | 30 | 27 | 2.913 | 0.4341 | 509 | 0.061332711 |

TABLE 94 Data Result of proposed algorithm 3

|  |  | Proposed Algorithm 3 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set | Number of stone Pieces | Number of stone pieces inside | Total Volume of stone pieces inside | Volume Utilization | Cycle Time | Stability |
| 1 | 30 | 27 | 2.848 | 0.4244 | 518 | 0.028768388 |
| 2 | 30 | 26 | 2.835 | 0.4225 | 503 | 0.068522989 |
| 3 | 30 | 25 | 2.648 | 0.3946 | 473 | 0.06962691 |
| 4 | 30 | 26 | 2.796 | 0.4167 | 483 | 0.072111638 |
| 5 | 30 | 27 | 2.903 | 0.4326 | 517 | 0.052855258 |
| 6 | 30 | 26 | 2.775 | 0.4135 | 491 | 0.081097422 |
| 7 | 30 | 24 | 2.486 | 0.3705 | 457 | 0.061021521 |
| 8 | 30 | 26 | 2.784 | 0.4149 | 493 | 0.078403871 |
| 9 | 30 | 26 | 2.815 | 0.4195 | 491 | 0.059715799 |
| 10 | 30 | 26 | 2.827 | 0.4213 | 490 | 0.075476225 |
| 11 | 30 | 27 | 2.881 | 0.4293 | 505 | 0.041318721 |
| 12 | 30 | 26 | 2.823 | 0.4207 | 489 | 0.054429106 |
| 13 | 30 | 25 | 2.72 | 0.4053 | 465 | 0.068806862 |
| 14 | 30 | 26 | 2.829 | 0.4216 | 489 | 0.079946693 |
| 15 | 30 | 26 | 2.754 | 0.4104 | 487 | 0.061422964 |
| 16 | 30 | 25 | 2.73 | 0.4068 | 471 | 0.073744804 |
| 17 | 30 | 24 | 2.579 | 0.3843 | 450 | 0.101225847 |
| 18 | 30 | 25 | 2.74 | 0.4083 | 469 | 0.104575939 |
| 19 | 30 | 25 | 2.736 | 0.4077 | 466 | 0.088671859 |
| 20 | 30 | 26 | 2.764 | 0.4119 | 488 | 0.0680596 |
| 21 | 30 | 26 | 2.832 | 0.4220 | 490 | 0.072010891 |
| 22 | 30 | 26 | 2.778 | 0.4140 | 487 | 0.063780681 |
| 23 | 30 | 25 | 2.666 | 0.3973 | 465 | 0.039011168 |
| 24 | 30 | 24 | 2.658 | 0.3961 | 454 | 0.054363194 |
| 25 | 30 | 26 | 2.804 | 0.4179 | 487 | 0.070023694 |

TABLE 95 Data Result of bottom-back-left algorithm

|  |  | Bottom-Back-Left |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set | Number of stone Pieces | Number of stone pieces inside | Total Volume of stone pieces inside | Volume Utilization | Cycle Time | Stability |
| 1 | 30 | 24 | 2.431 | 36.23\% | 504 | 0.044508161 |
| 2 | 30 | 24 | 2.573 | 38.34\% | 503 | 0.068145437 |
| 3 | 30 | 24 | 2.488 | 37.08\% | 482 | 0.072133182 |
| 4 | 30 | 24 | 2.549 | 37.99\% | 475 | 0.069831349 |
| 5 | 30 | 25 | 2.719 | 40.52\% | 501 | 0.083221683 |
| 6 | 30 | 25 | 2.675 | 39.86\% | 501 | 0.084728527 |
| 7 | 30 | 24 | 2.486 | 37.05\% | 472 | 0.066344649 |
| 8 | 30 | 24 | 2.586 | 38.54\% | 488 | 0.074537434 |
| 9 | 30 | 24 | 2.579 | 38.43\% | 506 | 0.062615862 |
| 10 | 30 | 24 | 2.544 | 37.91\% | 463 | 0.074390234 |
| 11 | 30 | 24 | 2.544 | 37.91\% | 501 | 0.057419655 |
| 12 | 30 | 24 | 2.515 | 37.48\% | 489 | 0.061333652 |
| 13 | 30 | 25 | 2.72 | 40.53\% | 509 | 0.09978412 |
| 14 | 30 | 25 | 2.728 | 40.65\% | 473 | 0.114258784 |
| 15 | 30 | 24 | 2.492 | 37.14\% | 501 | 0.070948033 |
| 16 | 30 | 24 | 2.63 | 39.19\% | 472 | 0.073613463 |
| 17 | 30 | 24 | 2.579 | 38.43\% | 475 | 0.070417018 |
| 18 | 30 | 24 | 2.629 | 39.18\% | 491 | 0.082014748 |
| 19 | 30 | 24 | 2.661 | 39.65\% | 477 | 0.073259762 |
| 20 | 30 | 24 | 2.556 | 38.09\% | 472 | 0.067305461 |
| 21 | 30 | 24 | 2.606 | 38.83\% | 503 | 0.069413969 |
| 22 | 30 | 25 | 2.691 | 40.10\% | 486 | 0.06476146 |
| 23 | 30 | 24 | 2.602 | 38.78\% | 470 | 0.058415983 |
| 24 | 30 | 25 | 2.74 | 40.83\% | 474 | 0.067050571 |
| 25 | 30 | 24 | 2.542 | 37.88\% | 485 | 0.069203155 |
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[^0]:    FIGURE 16 Contour design and data calculation interface.

