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ABSTRACT 

Aerosol Condensational Growth in Cloud Formation. (August 2010) 

Jun Geng, B.S., Huazhong University of Science and Technology; 

M.S., Huazhong University of Science and Technology; 

M.S., Texas A&M University 

Chair of Advisory Committee: Dr. William H. Marlow 

 

A code for the quasi-stationary solution of the coupled heat and mass transport 

equations for aerosols in a finite volume was developed.  Both mass and heat are 

conserved effectively in the volume, which results in a competitive aerosol condensation 

growth computational model.   

A further model that couples this competitive aerosol condensation growth 

computational model with computational fluid dynamics (CFD) software (ANSYS 

FLUENT) enables the simulation of the realistic atmospheric environment.  One or more 

air parcels, where the aerosols reside, are placed in a very big volume in order to mimic 

the large atmospheric environment.  Mass (water vapor) and heat transportat between the 

air parcels and the environment facilitates the growth and prevents the parcels from 

unrealistically overheating.   

The suppression of cloud condensation nuclei (CCN) growth by high number 

densities was quantified by our model study.  Model study with organic particles (L-

malic acid and maleic acid) indicates that when these organic species and ammonium 

sulfate are internally mixed, the particles can grow much more than if they are separately 

associated with distinct particles.  Moreover, by using more multiple air parcels, which 

are randomly assigned with different initial relative humidity values according to a power 

law distribution, we studied the effects of atmospheric stochastic RH distribution on the 

growth of CCN.  
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CHAPTER I 

INTRODUCTION 

1. Atmospheric aerosol particles 

Aerosol refers to a suspension of solid or liquid particles in a gas.  Aerosol 

particles, also called particulates, particulate matter (PM) or fine particles, are the 

suspended particles. The sizes of aerosol particles can range from nanometers to 

hundreds of micrometers in diameter.  They can be divided as PM10 which is used to 

describe particles with diameters of 10 micrometers or less and PM2.5 representing 

particles less than 2.5 micrometers in aerodynamic diameter; other numeric values may 

also be used depending upon specific need.  The classification of free-molecule regime, 

transition regime and continuum regime based upon particle Knudsen number is also 

often used.  For standard atmospheric conditions, the free-molecule regime denotes 

small particles with aerodynamic diameters of several nanometers while the continuum 

regime is for the relatively large particles whose aerodynamic diameters are in the range 

of micrometers (0.1’s micrometers and larger).  

Atmospheric aerosol particles come from both natural and human sources.  The 

ocean is a large source of particles. In ocean regions where wind speeds are high and/or 

other aerosol sources are weak, sea salt may be the dominant contributor to CNN 

(O’Dowd and Smith 1993; Murphy et al. 1998; Quinn et al. 1998; Gong et al. 2002; 

Shinozuka et al. 2004).  Combustion sources contribute most to the anthropogenic part, 

namely the burning of fossil fuel in internal and external combustion engines in 

automobiles and power plants, and the dust blown from construction and agricultural 

sites and other land areas where the water or vegetation has been removed.  Some of  

these particles are emitted directly to the atmosphere (primary emissions) and some are  
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emitted as gases and form particles in the atmosphere (secondary emissions).  

The compositions of aerosol particles depend on their sources.  Wind-blown 

mineral dust mainly consists of mineral oxides and other material from the earth’s crust; 

this aerosol is light absorbing.  Sea salt (Lave and Seskin 1973) is considered the second 

largest component of the global aerosol budget, and consists mainly of sodium chloride 

originating from sea spray; other constituents of atmospheric sea salt reflect the 

composition of sea water, and thus include magnesium, sulfate, calcium, potassium, etc.  

In addition, sea spray aerosols may contain organic compounds, which influence the 

chemistry of those aerosols.  

Secondary particles derive from the oxidation of primary gases such as sulfur and 

nitrogen oxides into sulfuric acid (liquid) and nitric acid (gaseous).  The precursors for 

these aerosols, i.e., the gases from which they originate, may have anthropogenic origins 

(from fossil fuel combustion) and natural biogenic origins.  In the presence of ammonia, 

secondary aerosols often form ammonium salts, i.e., ammonium sulfate and ammonium 

nitrate, both of which could be dry or in aqueous solution; in the absence of ammonia, 

secondary compounds take an acidic form as sulfuric acid (liquid aerosol droplets) and 

nitric acid (atmospheric gas).  Secondary sulfate and nitrate aerosol are strong light 

scatters (Paredes-Miranda, G. et al. 2009 ) because the presence of sulfate and nitrate 

causes the aerosols to grow by water absorption, or condensation, to a size that can 

scatter light effectively. 

Organic matter (OM) can be either primary or secondary, with the latter part 

derived from the oxidation of volatile organic compounds (VOCs).  Organic material in 

the atmosphere may either be biogenic or anthropogenic.  Organic matter influences the 

atmospheric radiation field by both scattering and absorption.  Organic matter usually 

can be divided as water-soluble organic carbon (WSOC) and water-insoluble organic 

carbon (WISOC). Another important aerosol type is constituted of elemental carbon (EC, 

also known as black carbon, BC).  This aerosol type contains strongly light absorbing 

materials and is thought to yield large positive radiative forcing. Organic matter and 

elemental carbon together constitute the carbonaceous fraction of aerosols (Mokdad 
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2004). Organic compounds comprise typically 10%-50% and EC 5%-20% of fine 

particle mass (Park et al. 2005).  EC is produced only in the combustion process and is 

therefore always associated with primary particles.  OM can be either primary or 

secondary particles.  Typically, a significant part, 10%-70% of the OM in the 

atmospheric aerosols is WSOC (Jaffrezo et al. 2005). 

The chemical composition of the aerosol directly affects how it interacts with 

solar radiation and is not the focus here, though its effects on cloud nucleation will be 

treated. 

Air pollution aerosols refer to ambient aerosols arising from both natural 

processes and human activity.  They have been receiving more attention by countries all 

over the world since they are closely related to the human health and the environment.  

2. Aerosols and precipitation 

The formation of precipitation involves several complex processes.  In 

meteorology, precipitation is any product of the condensation of atmospheric water 

vapor deposited on the earth’s surface. When the partial pressure of water in the 

atmosphere rises, it selectively deposits on the condensation nuclei (CN), which are very 

small particles.  This process is called condensation nucleation. Since ice nucleation is 

not our consideration now, here we limit this discussion to only wet condesation.  CN 

capable of condensational growth to 5µm to 10µm size range under the low 

supersaturation condition of the atmosphere are called cloud condensation nuclei (CCN).  

When these small particles grow bigger, the process of coagulation dominates.   Aerosol 

particles suspended in a fluid may come into contact and merge because of their 

Brownian motion or as a result of their motion produced by hydrodynamic, electrical, 

gravitational or other forces; this process is called coagulation (J. H. Seinfeld and S. N. 

Pandis, 2006).  There are several kinds of coagulation for the atmospheric aerosol: 

Brownian coagulation which is caused by the Brownian diffusion of particles; 

coagulation in laminar shear flow which is induced when the velocity gradients in the air 

cause relative motion; coagulation in turbulent flow which is a very complicated process 
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and is not well understood yet; and gravitational coagulation, which is caused by the 

differential gravitational motion of the particles.  These are the routes through which 

cloud droplets form.  When those cloud droplets grow big enough, they start to 

precipitate.  It is how precipitation, like rainfall, snow and so on, comes. 

The first step for the generation of precipitation is that water vapor condenses on 

the cloud condensation nuclei.  So, it is not hard to see that aerosol properties, such as 

concentration, size distribution and composition, are very important for the formation of 

precipitation.  Many different types of atmospheric particles can serve as CCN.  The 

particles may be composed of dust, clay, soot and black carbon, which come from 

grassland or forest fires.  Sea salt from ocean wave spray, soot from factory smokestacks 

and internal combustion engines may also contribute to form these particles.  Moreover, 

sulfate from volcanic activity and phytoplankton or the oxidation of sulfur dioxide and 

secondary organic matter formed by the oxidation of volatile organic compounds also 

provide raw material for the formation of these particles.  The ability of these different 

types of particles to form cloud droplets vary according to their size and their exact 

composition since the hygroscopic properties of their different constituents vary.  Sulfate 

and sea salt, for instance, readily absorb water while soot, WISOC and mineral particles 

do not.  This situation is further complicated by the fact that many chemical species may 

be mixed within the particles (particularly the sulfate and organic carbon).  Additionally, 

while some particles (such as soot and minerals) do not make very good CCN, they are 

very good ice nuclei in colder parts of the atmosphere.  

3. Effects of high number density pollutant aerosols on precipitation 

It is impossible for us to look into the effects of all of these properties on 

precipitation.  Our focus here is on how the concentration and chemical composition of 

air pollution aerosols affect the condensational growth of CN to become cloud particles 

and hence affect the amount of tropical precipitation.  As mentioned above, many 

pollution aerosols, especially the small ones that are present in the atmosphere, can serve 

as condensation nuclei.  Let us assume that there is a very clean place with no particles 



 

 

5

in the sky.  It is obvious that the water vapor has nowhere to condense because there are 

no CCN available.  That place would not have precipitation unless clouds from 

somewhere else migrated here somehow.  Again, if there is a highly polluted place and 

the concentration of aerosols in the sky is high, it is fairly reasonable to conclude that 

there would hardly have any precipitation.  Why?  Twomey (1974) suggested that 

increasing aerosols leads to an increase of CCNs; more CCNs will increase the number 

concentration of cloud droplets.  The increase in cloud droplets leads to an increase in 

particles’ competition for the water vapor in the cloud.  But the amount of water vapor 

will not increase with the concentration of particles; in other words, the amount of water 

is limited.  There will not be enough water vapor for these small particles to grow big 

enough, as cloud nuclei, to participate in the subsequent coagulation processes that 

generate precipitation.  Actually they could hardly grow big enough to start the process 

of coagulation in a limited period of time.  In such a place, you can see gray sky, but it 

seldom rains; and no washing out either.  This is the reason why we suspect that high 

concentration air pollution particles can suppress rainfall.  

Many previous field (Rosenfeld 1999; Rosenfeld, Rudich and Lahav 2001; Givati 

and Rosenfeld 2004; Jirak and Cotton 2005) studies have mentioned this phenomenon.  

From the satellite visualization of NOAA (National Oceanic and Atmospheric 

Administration) AVHRR (Advanced Very High Resolution Radiometer) images, 

Rosenfeld (2000) found that there were many more small drops in the clouds above the 

polluted areas compared to the clouds above clean areas.  The AVHRRA is a space-

borne sensor deployed on the NOAA family of polar orbiting platforms.  AVHRR 

instruments measure the reflectance of the Earth in 5 relatively wide spectral bands.  The 

analysis of the observed data from the Tropical Rainfall Measuring Mission (TRMM) 

showed clearly that the cloud particle effective radii are much smaller in the polluted 

area at the same temperature and the precipitation echos are less intense (Rosenfeld 2000) 

when compared to their values in clean areas.  Givati and Rosenfeld (2004) suspected 

that ideally the effect of precipitation suppression would be most pronounced downwind 

of coastal cities with hills inland that receive precipitation mainly during the winter in 
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maritime onshore flow from shallow convective clouds.  This is because these regions 

are dominated by relatively short-lived clouds that are more sensitive to the slowing of 

the conversion of cloud water to precipitation.  However, long-lived clouds would 

eventually convert their water into precipitation regardless of the conversion rate.  So, 

the main effect would be the suppression of the orographic components of the 

precipitation, which would be manifested as a reduction in the orographic enhancement 

factor Ro.  Orographic precipitation, also known as relief precipitation, is precipitation 

generated by a forced upward movement of air upon encountering a physiographic 

upland.  The orographic enhancement factor Ro is defined as the ratio of the 

precipitation amounts at hills and at the upwind lowland.  Their underlying assumption 

is that small-particle air-pollution emissions have increased with the growth of urban 

areas, resulting in a decrease in Ro with time.  So they studied several such cases both in 

California, USA and Israel.  They found a significant reduction of Ro in the polluted 

area.  Furthermore they noticed that this kind of effect was more obvious when the 

temperature was relatively low (Givati and Rosenfeld, 2004).  Following this paper, 

Jirak and Cotton (2005) investigated the effect of air pollution on the precipitation at 

elevated sites downwind of urban areas along the Front Range of Colorado.  They found 

that when only upslope precipitation was considered, the evidence of precipitation 

suppression is strongest.  This is because that upslope winds carry the pollution up to the 

terrain and thus affects the formation of clouds and precipitation (Jirak and Cotton, 

2005).  

4. Numerical studies of aerosol droplet condensational growth 

Numerous investigators have examined the theoretical description of the droplet 

growth process, the earliest description having been the analysis of the stationary growth 

of a single droplet in an infinite and uniform medium by Maxwell (1877).  The steady 

state theory of droplet growth has been improved by accounting for the effect of latent 

heat of condensation (Fuchs 1959) and the effect of curvature and solution concentration 

(Mason 1971) on the droplet growth rate.  A review of theory and experiments relating 
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to single particle growth by Wagner (1982) surveyed the approximations made to the 

full-coupled nonstationary mass and heat transfer equations in obtaining the droplet 

growth equations.  Wagner’s quasistationary description of single droplet growth was 

based on the full first order phenomenological equations of mass and heat transport.  The 

first order effects, the mutual interactions of mass and heat flux in the vicinity of the 

droplets, were in the form of diffusion and thermal corrections to the zeroth order 

Maxwellian fluxes.  Analytical solutions for growth rates in the continuum have also 

estimated the effect of radiation heat transfer on the droplet growth (Barrett and Clement 

1988).  Kulmala and Vesala (1991) not only investigated the effect of Stephan flow and 

thermal diffusion on the mass flux but also included the temperature dependence of the 

transport coefficients.  The effect of composition and temperature dependence of the 

transport coefficient on the mass and heat fluxes have been analyzed by Heidenreich 

(1994) while neglecting radiative heat transfer and the effect of droplet curvature. 

The common approach in droplet growth analysis is to assume that the growth 

process can be approximated to be quasistatic.  As a result, the mass and heat flux 

correspond to the steady state vapor concentration and temperature profiles.  Also the 

boundary conditions are assumed to be constant at the droplet surface and at large 

distances from the droplet surface.  The constant interfacial conditions of droplet surface 

temperature and vapor pressure assumes that the temperature difference between the 

droplet and the ambient medium is negligible.  Such an assumption overpredicts the 

growth rates for large supersaturations and heats of vaporization, which are encountered 

in many practical cases like in a condensation nucleus counter.  While steady state 

approximations have been appropriate for a range of calculations involving small 

supersaturations and growth rates, they fail to describe the competitive condensation 

kinetics of volatile aerosols involving high supersaturations and large heats of 

vaporization, or when the temperature differences between the droplet surfaces and the 

surrounding medium are not negligible.   

Kulmala et al. (1989), also show a comparison between the various static and 

quasistatic analytical and numerical results for a single particle growth of water, n-
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butanol and methanol. In this paper, Kulmala et al. (1989) found that for a comparatively 

low vapor pressure liquid (n-butanol), all the models considered yield nearly identical 

results; For an intermediate vapor pressure liquid (water), agreement was obtained only 

for low supersaturations. In the case of the condensation of methanol, a high vapor 

pressure volatile liquid, the nonisothermal, steady state models showed significant 

discrepancies in the predicted growth rates even at low supersaturation.  When the latent 

heat of vaporization is large, as in the case of water and methanol, the accepted 

quasistatic solutions over-predict the mass flux and therefore the droplet growth rates.  A 

linear quasistatic theory of droplet growth shows good agreement with experimental 

results reported only for nonvolatile organic compounds and low supersaturations.  

5. Numerical studies of interactions of aerosols and clouds 

As early as the 1950s, Howell (1949) and Mordy (1959) started to study 

numerically the effects of aerosols on clouds.  In their work, the growth of a population 

of aerosol particles in a rising parcel of air was considered.  From then until now, there 

have been a number of models developed to address the interactions of aerosols and 

cloud.   

Beginning with the early roots of cloud parcel models that simulated droplet 

growth by condensation, there have been two parallel and complementary foci  (Levin Z. 

and W. R. Cotton, 2009).  One of them addresses mainly the cloud physics problems and 

they have expanded the original parcel models to one-dimension, two-dimension and 

three-dimension models.  The other focuses address the cloud chemistry problem and 

they mainly study the effects of aerosol composition on cloud characteristics.  

Cloud microphysics is a major part of cloud modeling that has gained increasing 

attention in recent years.  Cloud microphysics deals with the dynamic and kinetic 

process cloud aerosols are involved in, such as nucleation, condensation, coagulation, 

transportation, etc.  Depending on the way the aerosol distribution is treated, there are 

two major branches of cloud microphysics models.  One is called bulk microphysics and 

the other one is size-resolved microphysics (Z. Levin and W. R. Cotton, 2009).   
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Models using moment methods represent size distributions of hydrometeors by 

one or more of its moments (e.g. number concentration, surface area and etc.). This kind 

of model has the advantages of high efficiency and can easily trace the broad features of 

the particle distribution. But usually, the size distribution needs to be prescribed as a 

basic function, such as lognormal and Gaussian. Also, since the particles are treated as a 

“bulk”, more detailed information for the particles cannot be obtained. There are many 

examples of such models, e.g. Clark 1976, Nickerson et al. 1986, Feingold et al. 1998, 

2002, McGraw 1997, Seifert and Beheng 2006 a, b.   

The other branch is called size-resolved or explicit bin microphysical methods. 

Instead of looking at the bulk information of particle size distribution, models in this 

branch treat the particle sized distribution in more detail.  The first of such models is the 

Lagrangian method. These models represent particles at discrete sizes and allow each 

particle to grow by condensation on a moving mass grid. Such an approach enables 

detailed presentation of aerosol sizes and compositions to be included (eg. Facchini et al. 

1999; Kulmala, M. 1993).  However, it also has the disadvantages that it is not easy to 

adept for some process such as coagulation and not suitable for Eulerian dynamical 

models.  Fortunately, Eulerian microphysics models can fill this need. Eulerian models, 

also called fixed bin models, are most useful for the collision-coalescence calculation.  

In this kind of model, numerical diffusion is associated with the mass-grid resolution. 

More recent bin models, such as those used by Tzivion et al. (1987), Hounslow et al. 

(1988), and Chen and Lamb (1994), use a multi-moment representation of the cloud 

microphysics in each individual drop bin; this significantly reduces numerical diffusion 

and has the added benefit of conserving more than one moment of the size distribution.  

Following these efforts, numerical methods that include a bin representation of aerosol 

in each individual hydrometeor size-bin (Bott et al. 1990; Chen and Lamb 1994; 

Kerkweg et al. 2003; Leroy et al. 2006) have been developed. Such methods are very 

accurate but are too computationally intensive to be included in 3-D models.   
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 6. Our focus 

Our previous study has quantitatively shown that in selected urban settings, 

decreasing concentrations of air pollution aerosol particles are correlated with increasing 

local rainfall (in preparation).  Following that study, here we numerically study the 

relationship of air pollution aerosol properties and cloud nuclei condensational growth. 

Unlike previous model studies, in the current study we treat the water vapor depletion 

and latent heat effects caused by aerosol condensational growth as a promoter of 

turbulence and as it affects the evolution of this turbulence.  Because of what we 

anticipate, if a quasi-balance has been reached between a cloud and the outside 

environment, after the aerosols take up a certain amount of water vapor inside the cloud, 

this quasi-balance will be destroyed. To reach a balance again, there will need to be 

vapor diffusion from outside to inside across the boundary of the cloud. Since most of 

the time, clouds have large dimensions, like thousands of cubic meters, the diffusion will 

certainly result in turbulence. We investigate how this turbulence evolves when the 

aerosols take up water over a sufficiently long time period to reach equilibrium. 

Furthermore, we expect that it is this kind of mechanism, which restricts water vapor 

inside the clouds leading to a higher relative humidity inside the clouds than the outside 

and this will affect the growth of aerosol particles also. 

To serve this purpose, we couple a model of time dependent condensational 

aerosol growth (Kalyanasundaram, M. 1999) with ANSYS FLUENT software. A simple 

demonstration is as Figure 1.1: 
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Fig. 1.1 Demonstration of the situation to be considered 

There is a very large bulk mixture of air and water vapor in the atmosphere; 

inside it, there is a comparatively small volume (A zone), like 103 m3. When we 

introduce a certain amount of aerosols into A zone, heat will be released and water vapor 

will be taken up (or released) because of growth (or evaporation, depending on the 

relative humidity of A zone) of these particles. Then heat and mass will transfer between 

A zone and the large volume. Every time step, we use aerosol condensational growth 

model calculating the heat release and water vapor depletion amount in A zone and pass 

these two variables to ANSYS FLUENT. Then ANSYS FLUENT software will simulate 

the interaction between A zone and the large volume. When a new equilibrium is 

reached, the relative humidity and temperature of all zones will be reset and the next 

time step starts. 

The first part of our study is to run the time dependent condensational aerosol 

growth model with different cases. These cases will differ in particle number 

concentration, initial supersaturation and aerosol composition.  

                      

Very large bulk mixture of air and water vapor 

 

 

                                               A Zone 
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Secondly, we consider the simplest case in which there is only one A zone. We 

redo all the cases in the previous part and compare the differences of the results.  Then, 

we look at the more complicated cases that there are more than one such A zones and 

these A zones will interact with each other if they are close enough. With such a model 

setup, we will also explore the effects of stochastic supersaturations in the atmosphere 

on aerosol particle growth. 

The final part of our study is to use external and internal mixtures of organic 

compounds with inorganic compounds into our model. It has been proved that the 

hydroscopic character will change much when organic species and inorganic species are 

mixed together (Cruz and Pandis, 2000; Dick et al, 2000; Ming and Russel, 2002). We 

will study how this can affect the cloud nuclei condensational growth. 
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CHAPTER II 

MODEL DESCRIPTION 

1. Introduction 

The formation of precipitation involves several complex processes.  In 

meteorology, precipitation is any product of the condensation of atmospheric water 

vapor deposited on the earth’s surface.  When supersaturation conditions arise, the water 

vapor in the atmosphere starts to deposit on the cloud condensation nuclei (CCN), which 

are very small particles.  This process is called cloud condensation nucleation. When 

these small particles grow bigger, the process of coagulation dominates. The first step 

for the generation of precipitation is that water vapor condenses on the cloud 

condensation nuclei.  This process is critical to the generation of rainfall since only when 

CCN are big enough can the follow-on processes, like coagulation, take place.  Here, we 

develop a model that couples time dependent condensational aerosol growth 

(Kalyanasundaram, M. 1999) with bulk air transport via ANSYS FLUENT software to 

simulate the scenario for the first stage of CCN’s growth. We take into account only 

condensation because we intentionally focus on this specific process and because the 

time scale in our study is no more than 3 seconds, which is far less than required for the 

coagulation process to become important. 

2.Time dependent condensational aerosol growth model 

a. Description 

A system consisting of a carrier gas and condensable vapor is considered. The 

gas and vapor are assumed to behave as ideal gases as the vapor concentration is 

sufficiently dilute compared to the concentration of the carrier gas. The system volume 

is assumed to be much larger than that of the droplet, and the droplets are randomly 
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distributed in the volume of the system. Also, only diffusive heat and mass transfer are 

considered while radiative heat transfer is assumed negligible and convective mass and 

heat transfer to the droplet are disregarded. The vapor pressure at the droplet surface is 

assumed to be the equilibrium vapor pressure for the surface conditions and is corrected 

for curvature and solution concentration effects. The changed vapor phase concentration 

and temperature due to water vapor uptake (release) and heat release (absorption) by the 

aerosol condensational growth are determined throughout the growth. 

Condensational growth of aerosol particles is a central feature of aerosol 

dynamics in general and many aerosol measurement devices.  Here, we treat growth by 

condensation of CCN as the first stage of cloud formation. Physically and chemically 

realistic computational simulations of this process will advance detailed understanding 

of how aerosols can facilitate or suppress precipitation.   

Condensational growth and evaporation of aerosol particles are described by the 

fully coupled, nonstationary equations for heat and mass transport to the droplet aerosol.  

We adapt a time dependent model to simulate the competitive condensational growth 

kinetics of sub-micron volatile aerosol (Kalyanasundaram, 1999).   The gross description 

of the model follows. 

Initially in this description, the droplet aerosol is assumed to be in the continuum 

regime where the mean free path of the gas is neglected compared to be the droplet 

radius.  Later, this assumption is corrected by modifying the continuum mass and heat 

fluxes by semi-empirical interpolation formulas to encompass the full range of particle 

sizes.  The diffusive mass and heat fluxes to a droplet are obtained from the mass and 

energy conservation equations for a binary mixture of carrier gas and vapor, coupled 

with the phenomenological equations describing mass and heat transport in the binary 

mixture.  The equations are as follows: 

The conservation of mass in the binary mixture of carrier gas and vapor: 

     0=+
∂
∂ divj

t
ρ                                                               (2.1) 
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where gv ρρρ +=  is the total mass concentration of the binary mixture and j is the total 

mass flux density.  vρ  and gρ  are the partial densities of the vapor and the carrier gas 

respectively. 

The conservation of energy in the binary mixture: 

  0)( ,, =++
∂
∂ divqTcc
t gvgvvv ρρ                                            (2.2) 

where vvc ,  and gvc ,  are the specific heat capacities at constant volume and T is the 

absolute temperature of the gas respectively.  q is the heat flux density. 

Commonly, in droplet growth theory, the mass and heat fluxes to the droplet are 

calculated independently, being described by Fick’s law of mass diffusion and Fourier’s 

law of heat conduction.  However, Fourier’s law of heat conduction only applies in the 

absence of diffusive mass transport.  Similarly, Fick’s law of diffusion is valid only 

when there are no temperature gradients (isothermal) in the carrier gas mixture.  Wagner 

(1982) considered the mutual interaction of mass and heat fluxes by means of the first 

order phenomenological equation for mass and heat transport in a binary mixture.  

Starting with the first order phenomenological equation for mass transport in a binary 

mixture of a condensable vapor and background gas, in the absence of external forces 

and pressure gradients (Hirschfelder et al.  1954), Wagner obtained an accurate 

expression for the diffusive mass flux modified by first order correction factors.  

Assuming that the vapor and gas behave as ideal gases, the mass flux density obtained 

from the first order phenomenological equations can be expressed as:  

r

v

v
Tv

vv

r
VgradT

T
k

gradDj ⋅+⎥
⎦

⎤
⎢
⎣

⎡ +
+−= ρ

ρρ
ρ                                        (2.3) 

where D is the modified binary diffusion coefficient, and Tk  is the thermal diffusion 

ratio defined as  

gvT XXk α=                                                                  (2.4) 
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where α  is the thermal diffusion factor and vX  and  gX  are the mole fractions of the 

vapor and gas respectively. 

In the present estimation of the vapor mass flux density, the thermal diffusion 

factor is assumed to be zero and the convective Stefan flow is neglected since the 

enhancement of the mass flux due to these two factors is less than a 1%, as shown by the 

numerical experiments of Kulmala and Vesala (1991). 

Following a similar definition as the mass flux density, the expression for the 

heat flux density qv can be rigorously obtained from first order phenomenological 

equation.  An approximate form of the heat flux density can then be expressed as 

dufvv ejhKgradTq ++−=                                                  (2.5) 

where K is the thermal conductivity of the binary mixture and  

Tch pvv ≈                                                                 (2.6) 

is the enthalpy carried by the diffusing molecules. dufe is the heat flux density due to 

thermal diffusion, or the Dufour effect (Hirschfelder et al.  1954).  The radiative 

contribution to the heat flux is neglected here.  

 The temperature and vapor concentration profiles are obtained by solving the 

mass and energy conservation equations for the system along with the transport fluxes 

and a set of boundary conditions at the droplet surface and infinity.  The mechanism of 

these transfer processes on submicron aerosol particles depend on the Knudsen number 

(Kn), which is defined as a ratio of the mean free path λ  of the vapor molecules to the 

radius r of the aerosol particle (Hidy and Brock 1970).  In the continuum regime (Kn-

>0), the transfer processes are purely diffusive and represented by equations of heat 

conduction and mass diffusion.  In the free molecular regime (Kn->∞), the particle is 

assumed not to disturb the velocity distribution function of the molecules, which strike 

the particle.  According to the kinetic theory of gases, the number of binary collisions 

between vapor and particle is proportional to the condensation flux.  When the radius of 

the aerosol particle is of the order of the mean free path of the gas molecules, or in the 

transition regime (intermediate values of Kn), the transfer process cannot be expressed 
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as for the free molecular and continuum regimes.  Transition regime condensation fluxes 

are hence semiemperical in nature.  A number of investigators starting with Langmuir 

(1915) have calculated the transitional fluxes by equating the stationary continuum and 

free molecular fluxes at the droplet surface.  A review of improvements to Langmuir’s 

theory by matching fluxes at different jump distances outside the droplet can be found in 

Wagner (1982).  In this study, the transitional correction factors obtained by Fuchs and 

Sutugin’s interpolation formula (Fuchs and Sutugin 1971) are used to compute the 

noncontinuum mass and heat fluxes. 

In addition to the Knudsen number, the heat and mass transfer processes are also 

characterized by mass and thermal accommodation coefficients βT and βM respectively.  

The thermal accommodation coefficient is the ratio of the actual heat transfer to that 

predicted if every molecule thermally accommodates at the surface of the particle.  The 

mass accommodation coefficient, or sticking coefficient, is the fractions of molecules 

that strike the surface of the particle that adhere to it.  These accommodation coefficients 

take a range of values for different liquids from different investigations based on a 

comparison of theoretical and experimental droplet growth theory.  The mass and energy 

accommodation coefficients were chosen to be unity based on an experimental results 

for water droplets by Sageev et at. (1986). 

The transitional correction factors to the mass and heat fluxes applied in this 

study are 

233.171.11
1

gg

g
T KnKn
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+
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r

Kn v
v

λ
=                                                           (2.10) 

and where vKn is the Knudsen number with respect to the vapor molecules and gKn is 

the Knudsen number with respect to the gas molecules.  

The droplet temperature is obtained by equating the change in the energy of the 

droplet to the difference in the heat flux to and from the droplet. 

QLIatTac
dt
d

−=⎥⎦
⎤

⎢⎣
⎡ ),(

3
4 2

11
πρ                                          (2.11) 

The total heat flux due to conduction to the droplet Q is given by 

   Q = −4πa2KgradTβT (Knv )                                               (2.12) 

where I is the total mass flux toward the droplet, 1c  is the specific heat capacity of the 

droplet.  L is the latent heat of condensation of the liquid at the droplet temperature given 

by 

L(Ta ) = hv (Ta ) − h1(Ta )                                                  (2.13) 

where )(1 dTh   is the liquid enthalpy at the droplet temperature. 

The interfacial equilibrium relation is calculated from Kohler theory and 

definition of water activity, 

Pv,a = PS (Ta )aW exp(
2MWσ1v

RTaρ1

1
a

)                                      (2.14) 

Finally, the rate of droplet growth is obtained from a mass balance equation where 

)( as TP  is the equilibrium vapor pressure at the droplet temperature aT .  The droplet 

equilibrium vapor pressure is corrected for solute and Kelvin effect. wa  is the activity of 

water in the solution droplet. ns is the moles of solute. 

 

dm
dt

= 4πa2D
∂ρv

∂r
(t,a)                                                     (2.15) 

where a is the droplet radius, and D is the binary diffusion coefficient. 
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 In order to account for the competitive condensation kinetics, the time dependent 

bulk parameters for the vapor concentration and ambient temperature are obtained 

considering the vapor depletion and production of latent heat in the system.  From 

conservation of total mass of vapor in the system, an expression for the time dependent 

vapor density is obtained as  

ρv,∞ =
(T∞ )0

T∞

(ρv,∞ )−
4π
3
ρ1 Ci,o(ai

3 − ai,o
3 )

i
∑⎡

⎣
⎢

⎤

⎦
⎥                              (2.16) 

where the subscript “0” stands for the initial concentration.  The index “i” expresses the 

polydispersity of the aerosol.  The particles are classified into i bins based on their 

composition and initial radii.  0,iC  represents the initial particle number concentration of 

the ith class.  ia  represents the instantaneous radius  of the aerosol particle of class I 

while 0,ia  represents the initial particle radius. 

Similarly the time dependent bulk temperature of the gas is calculated as: 
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ρ                          (2.17) 

where gpc ,   and vpc ,  are the specific heat capacities at constant pressure of the gas and 

vapor respectively. 

b. Solution method 

The above set of time dependent equations can only be solved numerically to 

obtain the droplet growth rates.  The coupled heat and mass transport equations with the 

appropriate boundary (initial value) conditions at the droplet surface and at infinity were 

solved using a finite difference scheme.  The spherically symmetric equations were first 

transformed to another coordinate system h by the following expression, 

s

s

rr
rr
−
−

=
∞

η                                                         (2.18) 
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so that, 0.0=η always corresponded to the droplet surface, sr , and 0.1=η  to ∞r , 

infinity,.  The discretized equations for the system of coupled nonlinear equations were 

obtained by a Taylor series expansion.  The discretized equations for the above one-

dimensional problem, which are fully implicit in time, display a tridiagonal pattern.  The 

tridiagonal system of equations was solved by an efficient algorithm-- the tridiagonal 

matrix algorithm or Thomas algorithm (Patankar 1980). 

At every time step the coupled finite difference approximation equations are 

solved to obtain the temperature and density gradients around the droplet.  The mass flux 

to the droplet is calculated from the density gradient and the corresponding increase in 

the droplet radius is computed.  The energy balance equation at the droplet surface and 

the equation describing the interfacial vapor pressure as a function of temperature are 

iteratively solved at the new droplet radius to find the change in the droplet temperature 

due to phase change.  The droplet vapor pressure is calculated at the new surface 

temperature and solute concentration.  The time dependent bulk parameters, the vapor 

density, temperature and supersaturation are evaluated by balancing the amount of vapor 

condensed by all the droplets and the increase in the temperature due to latent heat of 

condensation.  With the new set of boundary (initial) conditions, the calculations are 

repeated for the next time. 

c. Calculational results 

Here, we will use this time dependent condensational aerosol growth model to 

numerically study the relationship of air pollution aerosols and cloud condensation 

nucleation inducing growth to sizes where inertial coagulation is possible. Additionally, 

we use this model to study the condensational growth of a (NH4)2SO4-H2SO4-H2O 

system. In all the calculations of this chapter, the particles were all initially equilibrated 

at 85% relative humidity (RH). The water activity cofficient data was from the 

experiment data (Tang 1997) and thermodynamic model (Clegg and Brimblecombe, 

1994).   
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Calculational results for single species of aerosol 

For convenience, we choose NaNO3 as the example for our calculations of single 

species. We assume an initial log-normal size distribution of mean radius of 0.2 

micrometer and the standard derivation of 2.1. We divide this log-normal size 

distribution into size bins of 0.025 micro meter radius and assume the smallest particles 

have radius of 5 nanometer and the largest particles have radius of (mean radius + 3 

standard derivation).  First, we calculated 30 cases with 6 different total number 

concentrations, 1.0E10/m3, 2.5E10/m3, 5.0E10/m3, 7.5E10/m3, 1.0E11/m3, and 

2.5E11/m3, and 5 different initial supersaturations, 0.1, 0.5, 1.0, 2.0 and 3.0.  

Figures 2.1 to 2.5 represent the computational results by giving the changes of 

size distributions at selected initial supersaturations, for 1 second of growth.  

Figures 2.6 to 2.11 represent the results by the views of change of total number 

concentration at fixed initial RH, respectively.  

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 2.1 Size distribution of different total number concentrations after 1s calculation for 
the case of initial supersaturation = 3.0%. a) normal view b) magnified view for details 
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Fig. 2.1 Continued 
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Fig. 2.2 Size distribution of different total number concentrations after 1s calculation for 
the case of initial supersaturation = 2.0% 
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Fig. 2.3 Size distribution of different total number concentrations after 1s calculation for 
the case of initial supersaturation = 0% 
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Fig. 2.4 Size distribution of different total number concentrations after 1s calculation for 
the case of initial supersaturation = 0.5% 
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Fig. 2.5 Size distribution of different total number concentrations after 1s calculation for 
the case of initial supersaturation = 0.1% 
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Fig. 2.6 Size distribution of different initial supersaturations after 1s calculation for the 
case of  total number concentration = 1E10/m3 
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Fig.2.7 Size distribution of different initial supersaturations after 1s calculation for the 
case of total number concentration = 2.5E10/m3 
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Fig. 2.8 Size distribution of different initial supersaturations after 1s calculation for the 

case of total number concentration = 5.0E10/m3 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.9 Size distribution of different initial supersaturations after 1s calculation for the 

case of  total number concentration = 7.5E10/m3 
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Fig. 2.10 Size distribution of different initial supersaturations after 1s calculation for the 
case of total number concentration = 1.0E11/m3 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.11 Size distribution of different initial supersaturations after 1s calculation for the 
case of total number concentration= 2.5E11/m3 
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From all these results, we can clearly see the dependency of aerosol 

condensational growth on the total number concentrations and initial supersaturations. 

Moreover, the effects of these parameters on the computational results are not 

independent.  We can see from figures 2.1 to2.5 that higher number concentration leads 

to narrower size distribution and smaller mean radius and, with lower number 

concentration, the largest particle can grow more.  However, comparing these 5 figures 

shows that with the decrease of initial supersaturation, this trend becomes less obvious 

and the importance of the effect of total number concentration is weakened.  From 

figures 2.6 to 2.10, we observe that the higher the initial supersaturation, the more the 

particles can grow. Also, with the increase of total number concentration, this trend 

becomes less obvious and the importance of the effect of initial supersaturation is 

weakened. 

We also traced the change of relative humidity, temperature, total particle surface 

areas and volume and size evolution of each size bin with time. Figures 2.12 to 2.15 

show the calculational results for 4 cases with total number concentration of 2.5E11/m3 

and initial supersaturation of 0.1, total number concentration of 2.5E11/m3 and initial 

supersaturation of 3.0, total number concentration of 1.0E10/m3 and initial 

supersaturation of 0.1 and total number concentration of 1.0E11/m3 and initial 

supersaturation of 3. 0 respectively. 
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Fig.2.12 Calculated change of relative humidity, temperature, total particle surface areas and volume and size evolution of each size 
bin with time during aerosol condensational growth for the case N= 2.5E13/m3 and S= 0.1% 
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Fig. 2.13 Calculated change of relative humidity, temperature, total particle surface areas and volume and size evolution of each 
size bin with time during aerosol condensational growth for the case 2.5E13/m3 and S= 3.0% 
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Fig. 2.14 Calculated change of relative humidity, temperature, total particle surface areas and volume and size evolution of each 
size bin with time during aerosol condensational growth for the case 1.0E10/m3 and S= 0.1% 
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Fig. 2.15 Calculated change of relative humidity, temperature, total particle surface areas and volume and size evolution of each 
size bin with time during aerosol condensational growth for the case 1.0E10/m3 and S=3.0%.
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Firstly, we can see from the high concentration with low initial supersaturation 

case (figure 2.12) that relative humidity decreases first, then increases; and temperature 

and volume finally decrease after increasing for the initial period of time.  Then, note in 

the low concentration with high initial supersaturation case (figure 2.15), there is no such 

phenomenon. In this case, the relative humidity maintains its decreasing trend of change 

until the end and the temperature and volume also maintain their increasing trends of 

change until the end. Finally, observe figures 2.13 and 2.14. These two cases, which can 

reach a compromise between initial supersaturation and total number concentration, are 

either high total number concentration with low high initial supersaturation or low total 

number concentration with low initial supersaturation. Different from figures 2.12 and 

2.15, the changes of relative humidity, temperature and volume in these two cases 

neither keep their original trend nor do they turn to the opposite direction. Instead, they 

just stop changing or the changes become untraceable if there is any. We can draw a 

conclusion that this up and down curve in figure 2.12 is because some particles 

eventually become incapable of competing for water vapor and start to vaporize due to 

increased temperature and decreased vapor. This vaporization process finally triumphs 

over the condensational growth process and becomes dominant. While with low number 

concentration and high initial supersaturation (figure 2.15), particles are able to continue 

growing; for the intermediate cases (figures 2.13 and 2.14), some particles are not able to 

continue the high growth and will not vaporize. But unlike the high concentration with 

low initial supersaturation case (figure 2.13), the vaporization cannot become the 

dominant process but can only reach an equilibrium with the condensational growth 

process. The growth history of each size bin confirms the above conclusion. In figure 15, 

none of the 7 size bins shows the tendency of vaporization. The other three graphs all 

show some phenomena of vaporization in some of the 7 size bins. These results agree 

with what we extrapolated from figures 2.1 to 2.12. 
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Calculation of the (NH4)2SO4-H2SO4-H2O system 

Here, we employ the thermodynamic model of the of (NH4)2SO4-H2SO4-H2O 

system developed by Clegg et al (Clegg et al. 1995, 1998 and 1999). This time, we only 

assume monodisperse initial size distribution with initial particle radius equals to 1.0E-6 

m. Here we make variables of the ammonium to sulfate ratio (ASR) and total number 

concentration (con). Three different values of ASR are tested; they are 1.0, 1.5 and 2.0. 

The water activity values are calculated by Clegg et al‘s model.  2.5E10/m3 and 

2.5E11/m3 are used as the number concentration in the calculations. Other initial 

parameters are all the same:  initial relative humidity =100%, temperature =298.150000. 

The calculated results are presented in figure 2.16. The 3 graphs show the 

evolution history of particle radii, system relative humidity and temperature from 1ms to 

1000ms, and total amount of condensed water after 1000ms.  Again, the total number 

concentration has great effect on the final particle size.  A factor of ten increase in 

particle number concentration results in about 0.5 micrometer less growth and 1.5 factor 

more of total condensed water vapor after 1000ms at all three ASR.  On the other side, 

ASR plays its own role on the particle condensational growth; although it is a much less 

significant one compared to the role that number concentration plays. We can see from 

the graphs that higher the ammonium ratio, the more the particle can grow and less water 

vapor was condensed. However, unlike the particle number concentration, which can 

quantitatively change the growth process, difference in ASR has only a relatively small 

effect on the final size.  



 

 

35

1 10 100 1000

1.10

1.15

1.20

1.25

1.30

1.35

1.40

1.45

1.50

1.55

1.60

1.65

1.70

1.75

R
ad

iu
s 
μm

Time ms

          ASR  CON
 1.0     2.5E11
 1.0     2.5E10
 1.5     2.5E11
 1.5     2.5E10
 2.0     2.5E11
 2.0     2.5E10

(a)

 

1 10 100 1000
0.82

0.84

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00

R
el

at
iv

e 
H

um
id

ity
 %

Time μs

         ASR  CON
 1.0     2.5E11
 1.0     2.5E10
 1.5     2.5E11
 1.5     2.5E10
 2.0     2.5E11
 2.0     2.5E10

(b)

 

Fig. 2.16 Calculation results for the (NH4)2SO4-H2SO4-H2O system. (a) Radius growth 
with time (b) Change of relative humidity with time(c) Change of temperature with time 

(d) Total amount of condensed water after 1000ms 
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Fig. 2.16 Continued 
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3.Model coupled time dependent condensational aerosol growth model with ANSYS 

FLUENT software 

Aerosols and clouds together play crucial roles in the earth’s climate. Many 

atmospheric studies and large-scale global climate models focus on aerosol-cloud 

interactions. The aerosol-cloud-climate interaction is a very complicated one and much 

of the feedback between aerosols, clouds and climate is yet to be understood and 

incorporated in climate models. 

The heat and mass uptake or release by aerosol condensational growth will 

absolutely break the equilibrium between the air parcel where the aerosols reside and the 

environment around it.  This kind interaction between cloud and aerosol is obvious but 

has not received sufficient attention. The time dependent condensational aerosol growth 

model we introduce here has the ability to calculate the heat release or uptake and water 

vapor uptake or release every time step. This allows us to simulate the heat and mass 

flow field caused by aerosols with computational fluid dynamic (CFD) simulation 

programs.  

a. Relatively simple prototype  

We begin with a review of the idea of this model mentioned in chapter I. As 

indicated in figure 2.17, we assume a large volume with a very small ZONE A inside it. 

In this section, we will assume an initially homogeneous relative humidity distribution 

everywhere, which means the relative humidity will be the same inside and outside Zone 

A.  Aerosol condensational growth (or evaporation) in Zone A will be allowed 

depending on the relative humidity of A zone. Here, in order to mimic the real clouds 

which usually have large areas at the base and smaller areas at the top, we made Zone A 

a hemispherical volume with diameter r and the bottom is perpendicular to the z 

direction (actually we do compare the results with hemisphere and sphere Zone A, they 

are very close and do not have significant differences); the large volume is a rectangle 

with length and width equal to a in the x and y directions and height equals q/2 in the z 
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direction.  The center the rectangle is also Zone A ‘s basal center. Aerosols are assumed 

not to move out of A zone.  Since CCN have the tendency of remaining in the same 

parcel, this assumption is reasonable.  As a consequence of the aerosol condensational 

growth (or evaporation), heat will be released (or absorbed) and water vapor will be 

absorbed (or released) because of growth of these particles. Then heat and mass will 

transfer between A zone and the large volume.  ANSYS FLUENT allows user to 

interpolate their codes in C language as User Defined Function (UDF) into ANSYS 

FLUENT. This enables us to couple our aerosol condensational growth model with 

ANSYS FLUENT software. As demonstrated in figure 2.18, every time step, we use 

aerosol condensational growth model calculating the heat release and water vapor 

depletion amount in A zone and pass these two variables to ANSYS FLUENT. Then 

ANSYS FLUENT software will simulate the interaction between A zone and the large 

volume. When a new equilibrium is reached, the relative humidity and temperature of all 

zones will be reset and then next time step starts.  

 

Fig 2.17  Demonstration of the prototype 
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Fig 2.18  Solution procedure for the pressure-based coupled solver in ANSYS FLUENT 
(ANSYS FLUENT 6.3 UFD manual, 2006)  
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b. Sensitivity study 

Because the limit of the embedding volume should approximate an infinite 

background, we should make it as large as possible. Also, in the computation, we should 

make the grid as dense as possible. But, we must consider the cpu time and memory cost; 

so it is impossible to make the rectangle too large or with too many grids. We must make 

a compromise between the realism of the model and the computational cost. So, we 

conducted a sensitivity study first.  

 We tested 3 cases with different dimensions and grid densities that are listed in 

Table 2.1.  In all these three cases, we mesh the whole computational domain following 

the same rules. The first one is to mesh the big rectangular solid embedding volume and 

small hemisphere separately. Also the density of meshes in the small hemisphere should 

be higher than that in the embedding volume. The highest mesh density appears at the 

boundary between large rectangle and small hemisphere and a boundary layer is set there.  

Following are two demonstration graphs. Figure 2.19 is the meshes observed from 

outside the embedding volume and figure 2.20 is the slice view  of the mesh at 

Z=0.5Ztotal. 

Table 2.1 3 cases for sensitivity study 
Case No. Dimension of the Embedding 

Volume (unit in m) 
Number of Meshes 

of the rectangle 
Number of Meshes 

of Zone A 
1 1300*1300*650 135211 8697 

2 1300*1300*650 169727 9013 

3 650*650*325 95712 9883 
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Figure 2.19 Meshes observed from outside the embedding volume 

    
Figure 2.20 Slice view of the into inside mesh at z = 0.5 Ztotal 
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1st study: case 1 vs. case 2  

A monodisperse initial distribution with in radius = 0.1 micrometer and number 

concentration = 1.0E10/m3. Initial temperature equals to 298.15K and initial relatively 

humidity is 101.447%. The results are shown in Figures 2.21, 2.22, and 2.23. 

Figure 2.21 is the comparison of particle growth history. Figure 2.22 is the 

temperature evolution history inside Zone A and Figure 2.23 is the relative humidity 

evolution history inside Zone A. 

There is almost no observable difference except for the temperature, which is still 

very small. There, the difference in the temperature was very small and  no more than 

0.001 K, and at the end, this difference vanished. 

 
Figure 2.21 Comparison of particle growth history of case 1 and case 2 for the 1st study 
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Figure 2.22 Comparison of temperature evolution history inside Zone A of case 1 and 
case 2 for the 1st study 

 

Figure 2.23 Comparison of relative humidity evolution history inside Zone A of case 1 
and case 2 for the 1st study 



 

 

44

2nd study: case 1 vs. case 2  

A monodisperse initial distribution with in radius = 0.25 micrometer and number 

concentration = 1.0E13/m3. Initial temperature equals to 298.15K and initial relative 

humidity is 99.4574%. The results are shown in Figures 2.24, 2.25, and 2.26. 

Figure 2.24 is the comparison of particle growth history. Figure 2.25 is the 

temperature evolution history inside Zone A and Figure 2.26 is the relative humidity 

evolution history inside Zone A. 

This time, there is also no observable difference for the results of radius during 

the entire simulation period. There is some difference for the relative humidity during 

the first 0.1-0.2 millisecond; but after that, this difference vanished. The most obvious 

difference appears in the temperature evolution. The maximum absolute difference is 

0.318K and maximum relative difference is 0.6675%. Also, this difference vanished 

after about 4 ms. 

 

Figure 2.24 Comparison of particle growth history of case 1 and case 2 for the 2nd study 
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Figure 2.25 Comparison of temperature evolution history inside Zone A of case 1 and 
case 2 for the 2nd study 

 

Figure 2.26 Comparison of relative humidity evolution history inside Zone A of case 1 
and case 2 for the 2nd study 
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3rd study: case 1 vs. case 3  

A monodisperse initial distribution with in radius = 0.1 micrometer and number 

concentration = 1.0E11/m3. Initial temperature equals to 298.15K and initial relatively 

humidity is 99.4574%. The results are shown in figures 2.27, 2.28, and 2.29. 

Figure 27 is the comparison of particle growth history. Figure 2.28 is the 

temperature evolution history inside Zone A and Figure 2.29 is the relative humidity 

evolution history inside Zone A. 

This time, the same as the 1st study, there is almost no noticeable difference. 

Although it looks like that there is some discrepancy during 1-2ms for the radius, this 

discrepancy soon disappeared. 

 

 

Figure 2.27 Comparison of particle growth history of case 1 and case 3 for the 3rd study 
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Figure 2.28 Comparison of temperature evolution history inside Zone A of case 1 and 
case 3 for the 3rd study 

 

Figure 2.29 Comparison of relative humidity evolution history inside Zone A of case 1 
and case 3 for the 3rd study 
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4th study: case 1 vs. case 3  

 

Figure 2.30 Comparison of particle growth history of case 1 and case 3 for the 4th study 

 

Figure 2.31 Comparison of temperature evolution history inside Zone A of case 1 and 
case 3 for the 4th study 



 

 

49

A monodisperse initial distribution with in radius = 0.1 micrometer and number 

concentration = 1.0E13/m3. Initial temperature equals to 298.15K and initial relatively 

humidity is 99.4574%. The results are shown in figures 2.30 and 2.31. 

Figure 2.30 is the comparison of particle growth history. Figure 2.31 is the 

temperature evolution history inside Zone A. 

 As we can see, for both particle radius and temperature in Zone A, there is no 

noticeable difference. 

The results of study 1 are that at low number concentration and high relative 

humidity, changes of 34000 meshes do not make a significant difference. In study 2, 

although there is some observable difference during the temperature evolution for high 

number density and low relative humidity, this difference is temporary and vanishes 

after 4s calculation. Considering the computational expense, we think this is acceptable.  

From study 3 and 4, no matter for high number density or low number density, there is 

no observable difference whether a=10*r or a=20*r.  

These cases were tested on a X86 platform. CPU is premium 512 and total 

memory is 3.2GB. With 0.1 µs time step, it took about 30 hrs for case 1, more than 40 

hrs for case 2 and less than 24 hrs for case 3 to do a 1s simulation. Since it is concluded 

that these three cases makes no significant difference in the results, in the future 

simulations, the way we set up the dimensions and mesh the simulation domain will be 

the same as case 3. 

 
c. Results-comparison with Model without ANSYS FLUENT 

In the following, some demonstration results are given.  The aerosol density is 

1E13/m3 consisting of monodisperse 0.1 micro meter sodium nitrate particles. The initial 

relative humidity is 99.4574%. 

Figure 2.32 is the particle growth history. It shows the same characteristics as 

results simulated by the time dependent aerosol condensational growth model, which 

was introduced in the previous section.   
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Figure 2.32 Particle growth history  
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Figure 2.33 Temperature evolution of ZONE A 
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Figure 2.33 shows the temperature evolution of ZONE A. Again, as what we 

expect, it keeps the same characters as results simulated by the aerosol condensational 

growth model.  

Figures 2.34 are the contours of   turbulent kinetic energy of ZONE A looking in 

–z direction at 0.1 ms, 0.2 ms, 0.7 ms, 1ms, 2 ms, 3ms, 5ms, 9 ms and 28 ms 

respectively. As can be seen in the group, the turbulence is relatively more intense at the 

beginning. This is because of the introduction of the aerosol particles caused a sudden 

release of heat and depletion of water vapor in ZONE A by their condensational growth.  

This forces the heat and mass to be transported from the large rectangle into ZONE A.  

With time, the speed of particle growth slows down and so does the speed of heat release 

and water vapor depletion. This makes the transportation of heat and mass slow down 

and the turbulence less intense. Eventually, the rate of particle growth will remain at a 

very low level ( in any) and the turbulent kinetic energy will also be very low and has a 

tendency to be homogenous distributed. 

 
                   a). At 0.1ms                                       b). At 0.2ms 

Figure 2.34 Contours of   turbulent kinetic energy of ZONE A looking in –z direction. at 
a). 0.1 ms, b). 0.2 ms, c). 0.7 ms, d). 1ms, e). 2 ms , f). 3ms, g). 5ms, h). 9 ms and i). 28 
ms respectively 
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               c). At 0.7ms                                                     d). At 1.0ms 

 
              e). At 2.0 ms                                                          f). At 3.0 ms 

 

                  g). At 5.0 ms                                    h). At 9.0 ms 

Figure 2.34 Continued 
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i). At 28.0s 

Figure 2.34 Continued 

 

The next step is to compare the simulation results of this prototype model to the 

results of section 1 of this chapter, from the aerosol condensational growth model alone 

without ANSYS FLEUNT, to see the effects of introduction of turbulent transport.   

To serve this purpose, we compared the results for 4 different initial setups. The 

details of these four setups are presented in Table 2.2. For all the setups, the initial 

temperatures are 298.15K and particles are monodisperse. 

 

Table 2.2 Four different initial setups 

Setup No. Particle Radius (µm) Relative Humidity (%) Particle Density 

1 0.1 99.5 1E11 

2 0.1 101.4 1E13 

3 0.1 99.5 1E13 

4 0.1 101.4 1E11 

5 0.25 101.4 1E13 
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Some of the results of the comparison are presented as below in figures 2.35 to 

2.38. 
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Figure 2.35 Comparison of particle growth for setup 1 and 3 
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Figure 2.36 Comparison of particle growth for setup 2 and 4 
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Figure 2.37 Comparison of particle growth for setup 5 
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Figure 2.38 Comparison of temperature evolution for setup 1 
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We can see from all the results above, the introduction of fluid dynamic 

simulation materially changes the results.  Compared to the results without turbulence 

simulation involved, with the presence of turbulence, particles grow more and 

temperatures stay more stable. The reason for this is because the transport from outside 

ZONE A into inside ZONE A keeps the relative humidity inside ZONE A higher than 

without this transport and consequently makes the particle grow more; similarly, the 

transport of heat from inside ZONE A to outside ZONE A keeps the temperature inside 

ZONE A lower than that without this heat transportation.  

We did not test more setups because these results are completely in agreement 

with what we have expected and should be enough to justify the validity for this part of 

this model. 

d. Results-comparison of different number density 

Next we tested the effect of number density on particle growth in this model.  We 

tested 3 initial setups with 5 different number densities, which are 1E11/m3, 5E11/m3, 

1E12/m3, 5E12/m3 and 1E13/m3. Particles are monodisperse. The details of the 3 initial 

setups are listed in Table 2.3.  

Table 2.3 Three different initial setups 

Figures 2.39 – 2.47 are the plots of particle growth history, temperature evolution 

history and relative humidity evolution history for these three setups, respectively.  

Setup No. Particle Radius (µm) Initial Relative Humidity (%) 

1 0.1 101.4 

2 0.25 99.5 

3 0.1 99.5 
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Figure 2.39 Comparison of particle growth history of different number concentration for 
the 1st setup 

 

Figure 2.40 Comparison of temperature evolution history inside Zone A of different 
number concentration for the 1st setup 
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Figure 2.41 Comparison of relative humidity evolution history inside Zone A of different 

number concentration for the 1st setup 

 

Figure 2.42 Comparison of particle growth history of different number concentration for 
the 2nd setup 
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Figure 2.43 Comparison of temperature evolution history inside Zone A of different 
number concentration for the 2nd setup 

 
Figure 2.44 Comparison of relative humidity evolution history inside Zone A of different 

number concentration for the 2nd setup 
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Figure 2.45 Comparison of particle growth history of different number concentration for 
the 3rd setup 

 

Figure 2.46 Comparison of temperature evolution history inside Zone A of different 
number concentration for the 3rd setup 
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Figure 2.47 Comparison of relative humidity evolution history inside Zone A of different 
number concentration for the 3rd setup 

These results are similar to those from calculations without ANSYS FLUENT, 

that is when everything else is the same, with lower number density, particles get more 

growth, less heat releases and less water vapor is depleted.  This is exactly what we 

expected to see based on the results of the aerosol condensational growth model without 

CFD. 

4. Conclusions 

In this chapter, firstly an aerosol condensational growth model was introduced. 

This model is capable of coupling heat and mass equations when calculating the growth 

of aerosol particles. The simulation results have shown the dependency of particle 

growth on the number concentration and initial environmental relative humidity. Then a 

model combined this aerosol condensational growth model with fluid dynamic 

simulation by ANSYS FLUENT was developed. This model permits simulating the 
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more realistic situation in which cloud aerosol particle grow. It allows the heat and mass 

transport between the inside and the outside of the air parcel in which the aerosol 

particles reside.  A sensitivity study was done and some example results were presented.  

The importance of involving of ANSYS FLUENT is that it can simulate an 

environment that is very similar to the real atmosphere where the CNs grow.  The heat 

and mass are transferring between the outside and inside of the air parcel, in which the 

aerosols reside, while the process of aerosol condensation is absorbing (releasing) heat 

and water vapor; this is exactly what happens in the real atmosphere. Without the 

contribution of ANSYS FLUENT, the air parcels is more likely to become isolated and 

no vapor will be provided to facilitate the growth, which is critical to the growth of 

aerosols in the atmosphere. Moreover, the transfer of heat prevents the parcel from being 

unrealistically overheated, and hence has a significant effect on the aerosol growth. 

From all these points, it is not hard to see that the combination of aerosol heat and mass 

transfer with fluid dynamic simulation by ANSYS FLUENT would both quantitatively 

and qualitatively change the results. 

In the next chapter, we will use a more sophisticated version of this model to 

explore the impact of RH distribution and number concentration on cloud inorganic 

aerosol condensational growth. 
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CHAPTER III 

CNN CONDENSATIONAL GROWTH WITH STOCHASTIC 

SUPERSATURATIONS 

1. Introduction 

Water vapor is not homogeneously distributed in the atmosphere.  Even more, its 

detailed distribution is largely stochastic.  The water vapor content differs from one 

position to another and this is the reason why clouds always appear randomly in the sky 

and the distribution of cloud droplets within clouds is anything but uniform.   As 

summarized by Pruppacher and Klett (1997), the relative humidity of clouds usually 

remains close to 100%, although considerable departures from this value have been 

observed.  It is said relative humidity in cloud both as high as 107% and as low as 81% 

has been observed.  

Considerable work (eg. Twomey 1959, Fitzgeral 1972, Ji and Shao 1998, and 

Kulmala et al. 1997) has been devoted to studying the relationship of atmospheric water 

vapor content and size distribution of CCN.  Twomey (1959) proposed the power law 

relationship between the number concentration of CCN and supersaturation S.   This 

power law relationship has been widely accepted and expanded.  Fitzgerald proposed an 

exponential relationship in 1972.  Ji and Shaw (1998) studied this relationship 

experimentally.  None of these studies addressed the stochastic problem, so a single 

value of supersaturation S is always assumed.  Kulmala et al. (1997) studied the effect of 

fluctuation of saturation with time on droplet growth. But the spatial stochastic 

distribution problem is still left addressed. 

The practical problem for cloud measurements is, usually, that in-flight 

measurements from airplane platforms traversing clouds can only determine an average 

relative humidity over a certain sampling path.  An average value cannot accurately 

describe the detailed relative humidity distribution within that distance.  For example, 

two totally different distributions of relative humidity can result in the same average 
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value.  What we propose here is to quantitatively study this stochastic effect of relative 

humidity on the CNN condensational growth, which is complementary to the previous 

study. 

Unlike the previous work, we simultaneously simulate the aerosol growth in 

multiple air parcels with different initial relative humidities.  These humidities are 

randomly distributed according to a power law distribution derived by Sherwood et al. 

(2006) based upon atmospheric measurements.  Separated air parcels with different 

relative humidities, in which aerosols reside, are exposed to the same environment.  Heat 

and mass are allowed to transfer among the air parcels and between the air parcel and 

environment.  Then, although the aerosols reside in different air parcels, they are not 

isolated from each other. More details of the model are given below. 

 
2. Model description 

The main idea of this model is to adapt the methodology of the prototype 

introduced in Chapter II to aerosol systems distributed in space.  First, as demonstrated 

in Figure 3.1, we make small, hemispherical zones with radius of r and the embedding 

volume is a cube with dimension of (110r+10m) instead of an a*a*a/2 rectangular solid.   

Second, we build in the model 19 small zones instead of only 1 zone A in the prototype; 

and since these 19 hemispheres are identical, they are all still called Zones A.  In this 

model, we will randomly assign relative humidity to these 19 hemispheres according to a 

power law distribution.  The mean value of the power law distribution, which is the 

average value that is generally cited, will be assigned to the cube.  Initially, in the 19 

hemispheres there are aerosols with identical size distributions.   Aerosol condensational 

growth (or evaporation, depending on the relative humidity of the certain zone A) is 

allowed to happen in all 19 zones A simultaneously.  The positions of the 19 

hemispheres are demonstrated in figure 3.2, if we take the center the cube as the origin, 

the coordinates of the 19 hemispheres are (0, 0, 0), (3r, 0, 0), (-3r, 0, 0), (0, 3r, 0), (0, -3r, 

0), (0, 0, 3r), (0, 0, -3r), (6r, 0, 0), (-6r, 0, 0), (0, 6r, 0), (0, -6r, 0), (0, 0, 6r), (0, 0, -6r), 

(9r, 0, 0), (-9r, 0, 0), (0, 9r, 0), (0, -9r, 0), (0, 0, 9r) and (0, 0, -9r).   Aerosols are assumed 
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not to move out of the specific zone A where they initially reside.   As a consequence of 

the aerosol condensational growth (or evaporation), heat will be released (or absorbed) 

and water vapor will be absorbed (or released).  Then heat and mass transfer among the 

19 zones A and the large volume.   

Similarly as in the prototype, at every time step we use the aerosol 

condensational growth model introduced in the last chapter to calculate the heat release 

and water vapor depletion in the 19 A zones and pass these two variables to ANSYS 

FLUENT.   Then ANSYS FLUENT software simulates the interaction between zones A 

and the embedding volume.  When a new equilibrium is reached, the relative humidity 

and temperature of all zones will be updated and then next time step starts. 

 

 

 
Figure 3.1 Demonstration of the model 
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Figure 3.2 Detailed position of the 19 A Zones 

 

3. Power law distribution of relative humidity 

Equation 3.1 is the power law distribution (Sherwood et al. 2006) will be used 

here.  Although this distribution was derived for atmospheric date< 100% relative 

humidity, we are assuming it can be extended to these slightly higher value of RH for 

lack of a better model. 

PR (R) ∝ Rr−1                                                          (3.1) 

Here R is the relative humidity and r is a constant from observation, which we 

choose to be 0.67 from three candidates that are given in Sherwood et al. (2006) paper.  

So the actual distribution equation is: 

                                            PR (R) = ARr−1                                            (3.2) 

Here A is a constant decided by the upper and lower limit of the relative 

humidity distribution, which are chosen by the interest of the study.   Suppose we will 
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use a distribution with upper limit b and lower limit a, then the distribution can be 

written as below: 

PR (R) = AR−0.33

R ∈(a,b)                                                      (3.3) 

The cumulative possibility from a to b should be 1, so we have: 

PR (R)dR = 1
a

b

∫    ⇒ AR−0.33 dR
a

b

∫ = 1                   (3.4) 

 ⇒
A

0.67
R0.67

a

b
= 1 ⇒ A =

0.67
b0.67 − a0.67                                (3.5) 

The mean value R~  is derived as below: 

 
%R = R R(R) × RdR

a

b

∫ ⇒ A R0.67 dR
a

b

∫ ⇒
A

1.67
(b1.67 − a1.67 )            (3.6) 

In this chapter, 7 different distributions will be used. We name them case 1 to 

case 7.  The details of these 7 cases are listed in Table 3.1.  

Table 3.1 Upper limit and lower limit of the relative humidity for cases 1-7  

Case No. Lower Limit a Upper Limit b  
1 65% 110% 86.9% 

  2 70% 100% 84.7% 
3 91% 110% 100.4% 
4 70% 101% 85.2% 
5 70% 102% 85.7% 
6 70% 104% 86.6% 
7 70% 106% 87.6% 

4. Results and discussion 

Here we take ammonium sulfate, which is commonly found in the atmosphere, as 

the representative aerosol material for the calculations.  The initial temperature is 

298.15k for all cases.  The activity data was taken form Tang (1997). The change in 

water activity with temperature was ignored because the temperature remains pretty 

stable in most cases.  When the number density is lower than 1E12/m3, the fluctuations 
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of temperature are always within the range of  -+ 3K.  The largest temperature change 

happens when the number density equals to 1E13/m3, and it is about 10K, which is not 

small any more. But 1E13/m3 is a very high number density and we do not expect to see 

that number much in the real atmosphere. 

The same lognormal distribution with mean value of 0.2 micrometer and 

geometric standard deviation of 0.15 micrometer will be used for the initial particle 

distribution in all the calculations.  We divide this lognormal size distribution into size 

bins of 0.025-micrometer radius and assume the smallest particles have radius of 5 

nanometer and the largest particles have radius of mean radius + 3 standard deviations 

(0.65µm here). Particles were initially equilibrated at R~  , except case 3 at 99% relative 

humidity.  

For every case 1-5, 7 different particle number concentrations are calculated 

separately; they are 1.8E7/m3, 1.8E8/m3, 1.8E9/m3, 1.8E10/m3, 1.8E11/m3, 1.8E12/m3, 

and 1.8E13/m3.  Since during the process of calculations, we found particles always do 

not grow with high densities, for our cases 6 and 7, only the lower 5 densities are used.  

The total calculation time is 3.0 s for all cases. The calculational results are shown in 

Figures 3.3(a)-(f) through 3.9(a)-(f).  

Case 1 for NH4SO4 

 
Figure 3.3(a) Calculation results at 0.5s of case 1 for NH4SO4  
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Figure 3.3(b) Calculation results at 1.0s of case 1 for NH4SO4 

 

Figure 3.3(c) Calculation results at 1.5s of case 1 for NH4SO4 
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Figure 3.3(d) Calculation results at 2.0s of case 1 for NH4SO4 

 

Figure 3.3(e) Calculation results at 2.5s of case 1 for NH4SO4 
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Figure 3.3(f) Calculation results at 3.0s of case 1 for NH4SO4 

From Figures 3.3(a) - 3.3(f), we can see that in this case, when particle number 

density is higher than 1.8E10/m3 (1.8E11/m3, 1.8E12/m3, 1.8E13/m3), the particles 

hardly grow from the very beginning.  When the number density is equal to or lower 

than 1.8E10/m3, the lower the density, the more the particles grow.  At 0.5s, there is little 

difference among the particle distribution of 1.8E7/m3, 1.8E8/m3 and 1.8E9/m3 and they 

all have two groups of peaks; one is around 1µm to 2µm and another at 3.6µm ~ 4.2µm. 

The discrepancy of particle size among different number densities increases along with 

time. After 3.0s, we can see peaks between 11µm – 14µm for number density of 

1.8E7/m3, between 8µm – 11µm for 1.8E8/m3 and between 4.3µm – 4.8µm for 1.8E9/m3. 

For density of 1.8E10/m3, it looks like the peaks remain about 2.0 µm, which means 

after 0.5s, the particles have lost the ability to grow due to water vapor depletion. 

According to Rosenfeld and Gutman (1994), particles can be considered as activated 

when their radii reach 7µm.  According to these results, a fraction of particles with 

density of 1.8E7/m3 and 1.8E8/m3 have already grown beyond 7µm in radius by 3s; 
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although none of the particles with density of 1.8E9/m3 have reached this criterion after 

3µm, we can still speculate that it is possible for the some of these particles to continue 

growing and reach a 7µm radius if there is sufficient time.  So, we can conclude that at 

this relative humidity condition, particles can be activated only when the number density 

is lower than 1.8E10/m3.  

Case 2 for NH4SO4 

 
Figure 3.4(a) Calculation results at 0.5s of case 2 for NH4SO4 

 

Figure 3.4(b) Calculation results at 1.0s of case 2 for NH4SO4 
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Figure 3.4(c) Calculation results at 1.5s of case 2 for NH4SO4 

 

Figure 3.4(d) Calculation results at 2.0s of case 2 for NH4SO4 
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Figure 3.4(e) Calculation results at 2.5s of case 2 for NH4SO4 

 

Figure 3.4(f) Calculation results at 3.0s of case 2 for NH4SO4 
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Unlike case1, in this case, we can see from Figures 3.4(a) - 3.4(f) that no matter 

what aerosol density is involved, the particles do not obviously grow.  Even after 3.0 

seconds’ calculation, no particle grows beyond 3.3µm in radius even when the number 

density is as low as 1.8E7/m3.  Actually, when examining the particle distribution at 0.5s, 

1.0s, 1.5s, 2.0s, 2.5s and 3.0s, we find that the only group of peaks remains at about 

2.0µm for all densities.  Also the largest particle’s radius is about 2.40µm at 0.5s, 

2.70µm at 1.0s, 2.88µm at 1.5s, 3.00µm at 2.0s, 3.12µm at 2.5s and 3.24at 3.0s, which 

means that all these particles grow at very low speeds.  Even if these particles could keep 

growing at this kind of speed, which is actually not likely, it would still take 10.5s for 

the largest particle to grow to 5µm in radius.  The real atmosphere is turbulent, and it is 

unlikely for particles to stay in the same environment for more than 13.5s.  At this point, 

we can say that for this kind of relative humidity distribution, most of the particles 

cannot be activated.  

What leads to so big different between case1 and case2? Compared the relative 

humidity distribution of this case with which in case1, the mean values are pretty close 

(84.707 here vs. 86.8536).  This difference seems to be too small to account for the big 

difference between the calculation results of these two cases.  The other possible reason 

is the upper limit of relative humidity distribution.  In case1, the upper limit is above 

100% and, in case 2, the upper limit is 100%, which means most particles are exposed to 

sub-saturation conditions.  Under sub-saturation conditions, it is very difficult for 

particles as small as what we study here to grow beyond the limit of kohler curve and 

hence have the ability of continuous growth.  To further study the effect of the upper 

limit of relative humidity distribution on particles’ growth, we calculate cases 4-7 with 

upper limit of 101%, 102%, 104% and 106% while the lower limits are all 70%, which is 

the same as this case, and will present the results for these results later. 
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Case 3 for NH4SO4 

 

 

Figure 3.5(a) Calculation results at 0.5s of case 3 for NH4SO4 

 

Figure 3.5(b) Calculation results at 1.0s of case 3 for NH4SO4 
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Figure 3.5(c) Calculation results at 1.5s of case 3 for NH4SO4 

 
Figure 3.5(d) Calculation results at 2.0s of case 3 for NH4SO4 
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Figure 3.5(e) Calculation results at 2.5s of case 3 for NH4SO4 

 

Figure 3.5(f) Calculation results at 3.0s of case 3 for NH4SO4 
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The upper and lower limits of the relative humidity distribution in this case are 

both high, which means most particles can be exposed to higher saturation ratioes than 

the particles in the previous two cases. Hence, we expected more growth. According to 

Figures 3.5(a) - 3.5(f), the same as in case1, when particle number densities are higher 

than 1.8E10/m3 (1.8E11/m3, 1.8E12/m3, 1.8E13/m3), the particles do not obviously grow.  

We may see a little growth with 1.8E11/m3 in the 0.5s result, but this growth tendency 

did not persist. It is because the growth of large numbers of particles requires a large 

quantity of water vapor quickly and decreases the relative humidity drastically; also a 

large amount of heat was released and the temperature rises; both of these effects keep 

the particles from growing further.  Still, when number density is equal to or lower than 

1.8E10/m3, the lower the particle density, the more the particles grow. At 0.5s, there is 

not much difference between the distribution of 1.8E7/m3, 1.8E8/m3 and 1.8E9/m3. The 

distribution curve for 1.8E9/m3 have peaks around 3.3µm while the distribution curve 

for 1.8E8/m3 have peaks around 4.0µm and perks around 4.15µm for 1.8E7/m3.  The 

differences among these peaks are bigger than in case1.  When number density is equal 

to 1.8E10/m3, we can see peaks around 2.0µm at 0.5s, which is, similar to in case1.  The 

discrepancy among different number densities increases along with time.  After 3.0s, we 

can see peaks somewhat greater than 13µm and 10µm for number density of 1.8E7/m3 

and 1.8E8/m3, respectively; and for number density of 1.8E9/m3 it only goes to 

somewhere like 5µm. For density of 1.8E10/m3, it seems the peaks still stay about 2.0 

µm.  So far, we can conclude that at this kind relative humidity condition, particles have 

chances to be activated only when the number density is lower than 1.8E10/m3.  Also, it 

is not surprising that particles in this case should be more easily activated and this 

process takes shorter time than that in case 1 because of the higher lower limit 65% for 

case1 and 91% here) and mean value (86.8536% for case1 and 100.4% here) for the 

relative humidity distribution. But when the number density is higher than 1.8E10/m3, 

there is still no sign of activation of those particles, which strongly indicates that the 

high density could efficiently prevent particles to become CNN (cloud condensation 

nuclei) despite of the high saturation ratio. 
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Case 4 for NH4SO4 

 

 
Figure 3.6(a) Calculation results at 0.5s of case 4 for NH4SO4 

 
Figure 3.6(b) Calculation results at 1.0s of case 4 for NH4SO4 
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Figure 3.6(c) Calculation results at 1.5s of case 4 for NH4SO4 

 

Figure 3.6(d) Calculation results at 2.0s of case 4 for NH4SO4 
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Figure 3.6(e) Calculation results at 2.5s of case 4 for NH4SO4 

 

Figure 3.6(f) Calculation results at 3.0s of case 4 for NH4SO4 
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The difference between this case and case 2 is the upper limit of the relative 

humidity distribution, which is 101% here instead of 100% in case 2, and the mean value 

of relative humidity is 85.1885% instead of 84.707%. With such small difference, we 

don’t expect to see much change in the results here from that in case2. Like case 2, here, 

we can see from Figures 3.6(a) - 3.6(f) that no matter what density it is, the particles do 

not get obvious growth.  Even after 3.0s’ calculation, no particle has grown beyond 

3.0µm in radius even with number density as low as 1.8E7/m3.  Actually, until 3.0s, all 

the distributions remain unimodal. Also the largest particles’ radius is about 2.50µm at 

0.5s, 2.88µm at 1.0s, 3.12µm at 1.5s, 3.2µm at 2.0s, 3.3µm at 2.5s and 3.5µm at 3.0s, 

which means the particles have stopped growing or grow at a very low speed.  At this 

point, it is not hard to tell that for this kind of relative humidity distribution, most of the 

particles cannot be activated. This agrees with what we expect based upon Köhler thoery.  

Case 5 for NH4SO4 

 

 

Figure 3.7(a) Calculation results at 0.5s of case 5 for NH4SO4 
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Figure 3.7(b) Calculation results at 1.0s of case 5 for NH4SO4 

 

Figure 3.7(c) Calculation results at 1.5s of case 5 for NH4SO4 
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Figure 3.7(d) Calculation results at 2.0s of case 5 for NH4SO4 

 

Figure 3.7(e) Calculation results at 2.5s of case 5 for NH4SO4 
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Figure 3.7(f) Calculation results at 3.0s of case 5 for NH4SO4 

This time, we raise the upper limit of the relative humidity distribution to 102%.  

We hope to see more growth with the low-density particles in this case than in case 2 

and 4; in any event, we do not expect this difference to be big.  We do see from Figures 

3.7(a) - 3.7(f) some new peaks in the calculated distributions with number density of 

1.8E7/m3, 1.8E8/m3 and 1.8E9/m3.  However, none of these new peaks go further than 

4.2µm after 3.0s and is still below the criterion (7µm) at which particles are generally 

considered activated. Also, the largest particle’s radius is about 2.76µm at 0.5s, 3.76µm 

at 1.0s, 3.78µm at 1.5s, 4.16µm at 2.0s, 4.50µm at 2.5s and 4.86at 3.0s, which are all 

greater than that in case 2 and case 4.  However, they are still below 5µm.  Moreover, it 

shows that after 3s, when particle number density is greater than 1.8E7/m3, the speed of 

particles’ growing has slowed considerably or has even stopped growing.  Even when 

the number density is 1.8E7/m3, the growth rate has an obvious tendency of slowing 
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down.  All this evidence tells us that for this kind of relative humidity distribution, most 

of the particles still cannot be activated.  

One interesting observation is that in this case the particles with number density 

of 1.8E9/m3 grows a little more than particles with number density of 1.8E8/m3.  This is 

not what to be expected but reasonable at some circumstances for a reason -- random 

selection of the relative humidity of the 19 small zones. The random character may make 

the relative humidity in the 19 small zones for the calculation of 1.8E9/m3 so much 

higher than which in the calculation of 1.8E8/m3 that overcome the advantage of the 

lower density.  It is a reasonable statement for this case.  Here, no matte what, with these 

two densities, particles are not activated. So, this random selection may be able to 

quantitatively change the results, like what we have seen here; but it cannot qualitatively 

change it, which means it will not have effects on whether or not the particles would be 

activated.  

Case 6 for NH4SO4 

 

 

Figure 3.8(a) Calculation results at 0.5s of case 6 for NH4SO4 
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Figure 3.8(b) Calculation results at 1.0s of case 6 for NH4SO4 

 

Figure 3.8(c) Calculation results at 1.5s of case 6 for NH4SO4 
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Figure 3.8(d) Calculation results at 2.0s of case 6 for NH4SO4 

 

Figure 3.8(e) Calculation results at 2.5s of case 6 for NH4SO4 
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Figure 3.8(f) Calculation results at 3.0s of case 6 for NH4SO4 

For this case and case 7, we did not do the calculations with number density of 

1.8E13/m3 since all the previous results have shown that with such high density, 

particles have no chance for significant growth.  This time, the upper limit of the relative 

humidity distribution was raised to 104%. For this case, the largest particles’ radius is 

about 2.40µm at 0.5s, 2.70µm at 1.0s, 3.64µm at 1.5s, 5.00µm at 2.0s, 5.80µm at 2.5s 

and 6.48at 3.0s, which are all greater than that in case 2, case 4 and case 5.  Particles in 

this case still grow less than that in case 1 and case3, which both have the relative 

humidity distribution’s upper limit of 110%.  We can see some from Figures 3.8(a) – 

3.8(f) that new peaks in the calculated distributions with number density of 1.8E7/m3. 

New peaks have reached 5.0µm after 3.0s and particles still keep a considerable speed of 

growth. This tells us that for this kind of relative humidity distribution, some of the 

particles can be activated when the number density is equal to or lower than 1.8E7/m3.   

Again, there is no sign of activation for particles with higher number densities. 
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We noticed that at 0.5s and 1.0s it looks like the particles with number density of 

1.8E10/m3 have a tendency to grow beyond that of 1.8E8/m3, 1.8E9/m3, even 1.8E7/m3. 

However, this tendency has faded away at 1.0s. Moreover, at 1.5s, the new peaks of the 

calculated distribution for particles with number density of 1.8E10/m3 have become 

insignificant and unnoticeable compared to that of 1.8E7/m3. The same reason as we 

mentioned in the previous discussion of case 5 —the random selection of the relative 

humidity of the 19 small zones, caused the particles with number density of 1.8E10/m3 

to grow very fast in the first 1s.  The random character may make the relative humidity 

in the 19 small zones for the calculation of 1.8E10/m3 much higher than in all others.  

Anyway, the lower density finally compensated the advantage of randomly selected 

relative humidity.  This is why after 1.5s; particles with density of 1.8E7/m3 grow far 

more than all others. This also confirms our conclusion in the previous discussion, that 

this random selection may be able to quantitatively change the results; but it cannot 

qualitatively change it, which means It will not have effects on whether or not the 

particles can be activated.  

Case 7 for NH4SO4 

 

 
Figure 3.9(a) Calculation results at 0.5s of case 7 for NH4SO4 
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Figure 3.9(b) Calculation results at 1.0s of case 7 for NH4SO4 

 

Figure 3.9(c) Calculation results at 1.5s of case 7 for NH4SO4 
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Figure 3.9(d) Calculation results at 2.0s of case 7 for NH4SO4 

 

Figure 3.9(e) Calculation results at 2.5s of case 7 for NH4SO4 
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Figure 3.9(f) Calculation results at 3.0s of case 7 for NH4SO4 

With the upper limit of relative humidity being raised to 107%, calculational 

results of Case 7 in Figures 3.9(a) – 3.9(f) shows significant differences compared to 

Cases 2, 4, 5 and 6.  With number density of 1.8E7/m3, some particles have grown larger 

than 5µm in radius after 1.5s and gone beyond 7 µm after 2.5µm. With number density 

of 1.8E8/m3, after 2.0s, radius of some particles has reached 5 µm and after 3.0s, some 

of them have grown to 7µm.  Even when the number density is equal to 1.8E9/m3, some 

particles have grown as large as 5µm after 3.0s.  So in this case, some particles with low 

number density can be activated.  This indicates that, besides the particle number density, 

the upper limit of relative is another critical factor for the growth of particles.  

Fraction of activated particles 

As discussed previously, CCN with radius greater than 7µm are considered as 

activated.  A less stringent criterion of ~5µm is also used sometimes (Hallett and 

Mossop, 1974). Here, we summarize the percentage of particles growing beyond 5µm 

and 7µm in radius after 3s in each case and list them in Tables 3.2 and 3.3.  
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Table 3.2 Percentage of particles having radii equal to or greater than 7µm 

 Case1 Case2 Case3 Case4 Case5 Case6 Case7 

1.8E7 15.7 0 31.4 0 0 0 5.22 

1.8E8 5.22 0 17.7 0 0 0 0.407 

1.8E9 0.223 0 0 0 0 0 0 

1.8E10 0 0 0 0 0 0 0 

1.8E11 0 0 0 0 0 0 0 

1.8E12 0 0 0 0 0 0 0 

1.8E13 0 0 0 0 0 N/A N/A 

 
 

For case 2, 4, 5 &6, no particle grows beyond 7µm for all number densities. Also, 

when particle number density is greater than 1.8E9/m3, no particle grows beyond 7µm 

for all cases.   

 

Table 3.3 Percentage of particles having radii equal to or greater than 5µm 

 Case1 Case2 Case3 Case4 Case5 Case6 Case7 

1.8E7 15.7 0 40.0 0 0 0.246 5.47 

1.8E8 5.77 0 32.5 0 0 0 5.22 

1.8E9 1.72 0 0.94 0 0 0 0.045 

1.8E10 0 0 0 0 0 0 0 

1.8E11 0 0 0 0 0 0 0 

1.8E12 0 0 0 0 0 0 0 

1.8E13 0 0 0 0 0 N/A N/A 

For Case1, 15.7%, 5.22% and 0.223% of all particles grow beyond 7µm when 

number densities are 1.8E7/m3, 1.8E8/m3 and 1.8E9/m3 respectively.  For Case 3, 31.4% 
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and 17.7% of all particles grow beyond 7µm when number density is 1.8E7/m3 and 

1.8E8/m3 respectively. For Case 7, 5.22% and 0.407% of all particles grow beyond 7µm 

when number density is 1.8E7/m3 and 1.8E8/m3. 

Then we lower the criterion to 5µm and look at how many particles can reach 

this criterion under different condition.  Again, for case 2, 4 & 5, no particle grows 

beyond 5µm for all the number densities.  Also, when particle number density is greater 

than 1.8E9/m3, no particle grows beyond 5µm for all cases.  

For Case 1, the fractions of particles, which have grown beyond 5µm, are 15.7%, 

5.77% and 1.72% when the number densities are 1.8E7/m3, 1.8E8/m3 and 1.8E9/m3 

respectively.  For Case 3, 40.9%, 32.5% and 0.94% of all particles grow beyond 5µm 

when number densities are 1.8E7/m3, 1.8E8/m3 and 1.8E9/m3 respectively.  For Case 7, 

5.47%, 5.22% and 0.045% of all particles grow beyond 5µm when number densities are 

1.8E7/m3, 1.8E8/m3and 1.8E9/m3.  For Case 6, 0.246% particles have radii greater than 

5µm only when the number density is 1.8E7/m3. 

From these phenomena, one obvious point is that the high number density 

prevents particle from growing.  

Another point is that when the upper limit of relative humidity is higher, particles 

can get more growth.  We took Cases 2, 4, 5 and 6 as Group 1 with Cases 1, 3 and 7 as 

Group 2 and compared the upper limits, lower limits and mean value of relative 

humidity distributions in these two groups.  The upper limits of the relative humidity of 

all cases in group1 are lower than that in group 2.  Nothing was found for the lower 

limits.  The mean values of group 1 are also all greater than in group 2; but the 

difference is very small.  For example, the mean value in case 1 is 86.9% and in case 6 is 

86.6%; the difference is smaller than 0.3%.  As has been mentioned in the previous 

discussions, such small difference should not lead to so big divergence in the results.  So 

we have reasons to believe that the upper limits of the relative humidity distribution is 

the major reason for the difference of the results for these two groups. 

Then we look at only cases in group1 and found 1) particles grow least for the 

cases having the lowest upper limit (case 7) and this agrees with what we conclude in the 
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last paragraph; 2) when the upper limits are the same (case 1 and case 3), higher lower 

limit and mean value leads to more growth (case 3). 

Absolute number of activated particles 

Besides the percentage, a more practical and important factor for meteorological 

consideration is the absolute number of activated particles.  Although the lower density 

cases have higher percentage of activated particles, they might not have the higher 

absolute number.  Higher absolute number means more CCN and can result in more 

precipitation.  Here, we summarize the absolute number of particles growing beyond 

5µm and 7µm in radius after 3s in each case and list them in Tables 3.4 and 3.5.  

 

Table 3.4 Absolute number of particles (/m3) having radii equal to or greater than 7µm 

 Case1 Case2 Case3 Case4 Case5 Case6 Case7 

1.8E7 2.82E6 0 5.65E6 0 0 0 9.40E5 

1.8E8 9.40E6 0 3.18E7 0 0 0 7.32E5 

1.8E9 4.01E5 0 0 0 0 0 0 

1.8E10 0 0 0 0 0 0 0 

1.8E11 0 0 0 0 0 0 0 

1.8E12 0 0 0 0 0 0 0 

1.8E13 0 0 0 0 0 N/A N/A 

As can been seen in Tables 3.4 and 3.5, although the fraction of activations 

particles would be higher when the number density is lower, this is not always true for 

the absolute number of activated particles. The absolute numbers of particles greater 

than either 7µm or 5µm reach maximum when the number density is 1.8E8/m3. This 

number may be of great interest because it can predict how many CCN there would be, 

and hence be related to the amount of the local precipitation.  The results here indicate 

that there exists an optimum number that allow greatest number of particles to be 

activated.  This is consistent with what we have mentioned in the earlier part, that either 
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too little or too many particles will result in insufficient CCN, and hence suppress the 

urban rainfall. 

 

Table 3.5 Absolute number of particles (/m3) having radii equal to or greater than 5µm 

 Case1 Case2 Case3 Case4 Case5 Case6 Case7 

1.8E7 2.82E6 0 7.20E6 0 0 4.43E4 9.84E5 

1.8E8 1.04E7 0 5.85E7 0 0 0 9.40E6 

1.8E9 3.18E7 0 1.60E7 0 0 0 8.03E5 

1.8E10 0 0 0 0 0 0 0 

1.8E11 0 0 0 0 0 0 0 

1.8E12 0 0 0 0 0 0 0 

1.8E13 0 0 0 0 0 N/A N/A 

 

5. Conclusions 

In this chapter, we use ammonium sulfate as representative and explore the 

possible effects of particle number concentration and distribution of the environmental 

relative humidity on the condensational growth of atmospheric aerosol particles.  From 

the above discussions on the calculated results, we come to these conclusions: 

a. High number concentration can definitely prevent condensational growth of 

atmospheric aerosol particles. According to our results, no matter what the 

relative humidity distribution might be, only when the particle number density is 

lower than 1.8E9/m3, can the particles grow to 5µm after 3s; and the lower the 

density, the more the particle can grow. 

b. The highest saturation ratio that atmospheric particles can be exposed to is the 

most important factor that determines how much of these particles can grow 

during the first several seconds, and hence can decide whether the particles can 

be activated. 
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c. The mean relative humidity of the environment also has effects on the particles’ 

condensational growth.  But this effect is not as crucial as the highest saturation 

ratios.  When the distributions of two environments have the same upper limit, 

the higher the average relative humidity, the more the particle can grow.  
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CHAPTER IV 

THE IMPACT OF ORGANIC SPECIES ON CLOUD AEROSOL 

CONDENSATIONAL GROWTH  

1. Introduction 

The chemical composition of fine particulate matter in urban and rural 

atmospheres is controlled to a significant extent by emissions from terrestrial, marine, 

and various anthropogenic sources.  An important portion of atmospheric particles 

consists of organic anthropogenic and biogenic compounds related to several emissions 

sources (Spurny K. 2000). Studies (eg. Rosenfeld et al. 2008 and Twomey et al. 1984) 

have shown that anthropogenic contributions can change the local distribution of 

atmospheric aerosol particles. Over much of the land area, biogenitic aerosols have 

become dominant as more and more of them enter into the atmosphere (Andreae, M. O. 

2008). Some studies conclude that organic aerosol makes up a large fraction (20 to 90%) 

of the submicron particulate mass (Zhang, Q. et al. 2007 and Murphy, D. M. et al., 

2006).  

How will the anthropogenic aerosols affect the clouds, precipitation and, hence 

climate? Our previous research work indicates that, with a large amount of man-made 

aerosols entering into the atmosphere, there can be too many competing for limited 

water vapor to permit significant vapor accretion by the aerosol particle, thereby 

suppressing growth to 10 µm -14µm, the requisite first step in the development of rain.  

This local (urban) suppression may well contribute to formation of regional rainfall 

when the heavily polluted air parcel moves beyond its principal, urban aerosol sources, 

becomes diluted, and rises in elevation (Rosenfeld et at. 2008).  

Besides the increase of the total number of aerosol particles, organic species may 

externally and internally mix with inorganic species.  Recent studies have shown that 

tropospheric aerosols composed of internal mixtures of organics with sulfates are quite 
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common with the organic composing up the 50% of the particle mass(Brooks, S. D. et al. 

2002). A significant portion of the total organic content of the tropospheric aerosol has 

been identified as water- soluble organics, including dicarboxylic acids (Saxena and 

Hildemann, 1996). Dicarboxylic acids are found in aerosols, and their properties and 

behavior are likely to be typical of many polar atmospheric organic compounds that are 

soluble in water (Kawamura, K. et al. 2005 and Yu, L. E. 2003). Laboratory study 

(Brooks, S. D.  et al. 2002) found that the solubilities of several dicarboxylic acids in 

ammonium sulfate, including maleic, glutaric, malonic, and L-malic acids, are quite 

high, and the presence of water-soluble dicarboxylic acids caused deliquescence to occur 

at a lower relative humidity than pure ammonium sulfate. Their study with dicarboxylic 

acids indicates that in the case of the soluble dicarboxylic acids, adding organic molar 

fractions up to and including eutonic proportions lowers the deliquescence relative 

humidity (DRH) below that found for pure ammonium sulfate, which suggests that 

atmospheric aerosols may become liquid at lower relative humidities than calculations 

based on pure ammonium sulfate would predict. These show that organics may have 

great influence on the chemical and physical properties, and hence on the growth of 

CCN. 

The mixing, either internal (the mixture acts as a new single species) or external 

(two species act individually), of atmospheric organic and inorganic species has effects 

on CCN growth. Specifically, the internal mixing can change the thermodynamic 

character of the aerosol particles and hence is expected to have great impact. Here, by 

applying the thermodynamic data of recent research work, we will test with malic acid 

and maleic acid how internal and external mixing of organic and inorganic species 

(ammonium sulfate will be used as representative) could affect the growth of both 

species by using our CFD coupled aerosol competitive condensational growth model. 

 

 

 



 

 

102

2. Results and discussion 

To accomplish our projectile, we need water activity data for malic acid (Peng, 

C., 2001), maleic acid (Choi and Chan, 2002), and internal mixtures of them with 

ammonium sulfate (Wise et al. 2003).  

The same as in the previous chapter, the change in water activity with 

temperature was ignored. The validation of this assumption will be discussed later. 

a. Random relative humidity 

This time, we did not repeat all cases 1- 7 (Table 3.1) in chapter III. We only 

choose cases 1, 3, and 7 (Table 4.1) for our study. 

Table 4.1 Upper limit and lower limit of the relative humidity for cases 1, 3 and 7  

Case No. Lower Limit a Upper Limit b  
1 65% 110% 86.9% 
3 91% 110% 100.4% 
7 70% 106% 87.6% 

We test pure malic acid (LMA), pure maleic acid (MA), external and internal 

mixture of malic acid with ammonium sulfate( LMA_ex & LMA_in), and external and 

internal mixture of maleic acid with ammonium sulfate (MA_ex & MA_in).  We 

compare these results with the calculationed results we obtained with pure ammonium 

sulfate (AS).  Since our previous results show that when the aerosol particle number 

density is greater than 1.8E11/m3, nothing would be activated, we only do number 

concentration of 1.8E7/m3, 1.8E8/m3, 1.8E9/m3, 1.8E10/m3, and 1.8E11/m3. We use the 

mole fractions of the acid in the eutonic solution, which  are nH2Malic/(nH2Malic + n 

(NH4)2SO4) = 0.6579 and nH2Maleic/(nH2Maleic + n(NH4)2SO4) = 0.55.  

Case 1 

Figures 4.1(a) – 4.1(g) are the comparison of calculation results of case 1 after 

3.0 s for (a) ammonium sulfate, (b) malic acid, (c) external mixing (d) and internal 
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mixing of malic acid and ammonium sulfate, (e) maleic acid, (f) external mixing and (g) 

internal mixing of malic acid and ammonium sulfate. 

The x-axis of all graphs has been adjusted to have the same range for better 

comparison.   

 
Figure 4.1(a) Calculation results at 3.0s of case 1 for NH4SO4 

 

Figure 4.1(b) Calculation results at 3.0s of case 1 for malic acid 
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Figure 4.1(c) Calculation results at 3.0s of case 1 for external mixing of malic acid and 
NH4SO4  

 

Figure 4.1(d) Calculation results at 3.0s of case 1 for internal mixing of malic acid and 
NH4SO4  
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Figure 4.1(e) Calculation results at 3.0s of case 1 for maleic acid 

 

Figure 4.1(f) Calculation results at 3.0s of case 1 for external mixing of maleic acid and 
NH4SO4  
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Figure 4.1(g) Calculation results at 3.0s of case 1 for internal mixing of maleic acid and 
NH4SO4  

Lower number density leads to more growth, and this is what we have observed 

in the previous chapter. These results show that after 3.0 s, under the RH condition of 

case1, for the lowest density (1.8E7/m3), the maximum radii are about 18.7 µm for pure 

ammonium sulfate, 16.5 µm for pure malic acid, 18.4 µm for external mixing of malic 

acid and ammonium sulfate, 19.5 µm for internal mixture of malic acid and ammonium 

sulfate, 12.7 µm for pure maleic acid, 18.4 µm for external mixing of maleic acid and 

ammonium sulfate, and 15.2 µm for internal mixture of maleic acid and ammonium 

sulfate.  More details are provided in Table 4.2. 

As discussed previously, CCN with radiuss greater than 7µm are considered as 

activated.  A less stringent criterion of 5µm is also used sometimes. Here, we summarize 

the percentage of particles growing beyond 5µm and 7µm in radius after 3s in each case 

and list them in Tables 4.3 and 4.4.  
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There is something interesting for the calculated results of the mixtures. The 

internal mixture of malic acid and ammonium sulfate grow more than either of the pure 

materials.  This internal mixture of can grow 4.3% more than pure ammonium sulfate, 

and 18.2% more than pure malic acid; this somehow indicates that the introduction of 

some water-soluble organic material might help activation of CCNs.  But, we do not see 

the same thing for the external mixture of maleic acid and ammonium sulfate. It seems 

that the external mixture of maleic acid and ammonium sulfate actually grow less than 

either of the pure materials.  The same thing happens when we look at the fraction of 

particles that is larger than 5µm or 7µm.  The internal mixing of malic acid and 

ammonium sulfate leads more particles to grow beyond 5µm or 7µm after 3s; while the 

external mixing of malic acid and ammonium sulfate makes fewer particles to grow that 

much.  

Table 4.2 Radius of the largest particles (µm) of 3s calculation results for case 1  

 

External mixing Pure material  Internal Mixing 

LMA+ AS MA+ AS 

AS LM
A MA LMA+

AS 
MA+A

S AS LM
A AS MA 

1.8E7 18.4 15.6 18.4 15.6 18.7 16.5 12.7 19.5 15.2 

1.8E8 14.0 12.0 14.8 12.6 13.7 11.8 14.2 15.7 10.9 

1.8E9 6.38 5.16 7.16 5.86 7.52 7.56 7.44 10.4 8.02 

1.8E10 4.30 3.36 4.72 2.16 4.10 3.50 2.80 6.72 5.30 

1.8E11 3.60 3.06 4.02 1.22 3.20 3.20 1.64 4.12 3.76 

Why are there differences between the results of the two organic species? Is this 

because that the random character of relative humidity, which we discussed the chapter 

III, happened to suppress the growth of the external mixture of maleic acid and 
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ammonium sulfate? Or the increasing of growth is a specific character of only internal 

mixture malic acid and ammonium Sulfate? Or is it that the increasing is some artifact 

of random chosen RH? However, it is hard to conclude here, we will do more cases and 

see.  

Secondly, for the results of external mixing, we can see separated peaks for each 

species from the figures, and the more soluble one always grow more than the less 

soluble one. Counting in the random effects we discussed in chapter III, at least 

according to these results, we think the external mixing does not have obvious effects 

on how much the aerosol particles can grow.  We can see from these results, compared 

with pure material, either the size of the largest particle or the fraction of activated 

particles do not change much when they are externally mixed.  

 
 

Table 4.3 Percentage of particles have radii equal to or greater than 7µm after 3s 
calculation for case 1 

 

External mixing Pure material Internal 
Mixing 

LMA+ AS MA+ AS 

AS LM
A MA 

LM
A+
AS 

MA
+AS AS LM

A 
Tota

l AS MA Tota
l 

1.8E7 31.6 31.6 31.6 18.1 16.9 17.3 15.7 20.9 5.32 29.9 6.3 

1.8E8 5.29 5.26 5.27 11.0 10.9 11.0 5.22 5.22 10.8 30 9.64 

1.8E9 0 0 0 0.02 0 0.01 0.02 0 0.02 11.2 2.90 

1.8E1
0 0 0 0 0 0 0 0 0 0 0 0 

1.8E1
1 0 0 0 0 0 0 0 0 0 0 0 
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Table 4.4 Percentage of particles have radii equal to or greater than 5µm after 3s 

calculation for case 1 

 

External mixing Pure material  Internal 
Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA

+AS 
MA+
AS 

AS LMA Total AS MA Total 

1.8E7 31.6 31.6  31.6 26.4 26.3 26.4 15.7 21.3 10.4 32.8 6.30 

1.8E8 10.6 10.5 10.5 16.1 15.8 15.9 5.77 6.07 16.0 34.1 19.6 

1.8E9 0.9 0.02 0.01 0.45 0.02 0.21 1.77 2.33 1.28 14.9 7.35 

1.8E10 0 0 0 0 0 0 0 0 0 5.29 1.01 

1.8E11 0 0 0 0 0 0 0 0 0 0 0 

 
 
 
Case 3 

We repeat the calculation for case 3 (Table 4.1).   The relative humidity 

distribution has both higher lower and upper boundary, so we expect to see the particle 

grow more here.  Figures 4.2(a) – 4.2(g) are the comparisons of calculated results of case 

3 after 3.0 s for ammonium sulfate (a), malic acid (b), external mixing (c) and internal 

mixing (d) of malic acid and ammonium sulfate, maleic acid (e), their external mixing 

(f) and internal mixing (f) of malic acid and ammonium sulfate. 

Again, the x-axis of all graphs has been adjusted to have the same range for 

better comparison. 
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Figure 4.2(a) Calculation results at 3.0s of case 3 for NH4SO4 

 

Figure 4.2(b) Calculation results at 3.0s of case 3 for malic acid 
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Figure 4.2(c) Calculation results at 3.0s of case 3 for external mixing of malic acid and 
NH4SO4  

 

Figure 4.2(d) Calculation results at 3.0s of case 3 for internal mixing of malic acid and 
NH4SO4  
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Figure 4.2(e) Calculation results at 3.0s of case 3 for maleic acid 

 

Figure 4.2(f) Calculation results at 3.0s of case 3 for external mixing of maleic acid and 
NH4SO4  
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Figure 4.2(g) Calculation results at 3.0s of case 3 for internal mixing of maleic acid and 
NH4SO4  

Table 4.5 Radius of the largest particles (µm) of 3s calculation results for case 3  

 

External mixing Pure material  Internal Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA+A

S MA+AS 
AS LMA AS MA 

1.8E7 17.3 14.7 17.5 14.9 18.7 17.0 18.0 19.5 28.2 

1.8E8 14.5 12.4 14.5 12.4 14.1 12.4 13.5 15.7 20.0 

1.8E9 7.74 6.38 7.20 5.88 6.94 7.62 6.90 10.4 12.7 

1.8E10 5.44 2.34 5.38 2.18 4.60 3.64 3.58 6.72 8.06 

1.8E11 4.52 1.06 4.22 1.20 3.46 1.64 1.66 4.12 4.82 

Also, we summarize the details of the largest particles’ size in Table 4.5.  

We can see that after 3.0 s, under the RH condition of case3, for the lowest 

density (1.8E7/m3) the maximum radii are about 18.7 µm for pure ammonium sulfate, 
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17.0 µm for pure malic acid, 17.3 µm for external mixing of malic acid and ammonium 

sulfate, 19.5 µm for internal mixture of malic acid and ammonium sulfate, 18.0 µm for 

pure maleic acid, 17.0 µm for external mixing of maleic acid and ammonium sulfate, 

and 28.2 µm for internal mixture of maleic acid and ammonium sulfate.  More details 

are provided in Table 4.5. 

The internal mixtures of both malic acid & ammonium sulfate and maleic acid & 

ammonium sulfate grow more than either of the pure material. This agrees with our 

speculation that the introduction of some water-soluble organic material might help 

activation of CCNs.  The same thing happens when we look at the fraction of particles 

that is large than 5µm or 7µm.  The internal mixing leads more particles to grow beyond 

5µm or 7µm after 3s.  Again, for the external mixing, we see 1) separated peaks for each 

species from the figures, and the more soluble one always grows more than the less 

soluble one; 2) when two materials that are externally mixed, the activated fractions of 

the two species are getting close to each other; but this time, we found this tendency is 

more obvious when the number concentration is low, which means there will be 

abundant water vapor for both to grow. We can see when the particle number density 

equals to 1.8E8/m3, there are 5% more particles >= 7µm or >=5µm of ammonium 

sulfate than of malic acid; however, for ammonium sulfate and maleic acid, we can still 

see that these fractions of the two species are getting closer at this density. 

One question we want to examine further is whether either of the two species, 

which are externally mixed, affects the growth of each other. If the answer is yes, then, 

how do they interact with each other?  From Tables 4.6 and 4.7, it looks like the 

activated fractions (if there is any) of the two external mixed species are close to each 

other. We can see for the external mixture of malic acid and ammonium sulfate, with 

number concentration of 1E7/m3, the fraction of particles >= 7µm or >= 5µm are 31.6% 

of both species, while with number concentration of 1.8E8/m3, the fraction of 

particles >= 7µm is 5.26% for malic acid and 5.29% for ammonium sulfate, and the 

fraction of particles >= 5 µm is 10.5 % for malic acid and 10.6% for ammonium sulfate. 

The numbers are very close for the two species. This is in agreement with Dusek et al 
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(2009)’s conclusion that particles’ ability to act as CCN is largely controlled by aerosol 

size. Again, we will do more cases to see whether these phenomena repeat.  

The percentage of particles growing beyond 5 µm and 7 µm in radius after 3s are 

summarized in Table 4.6 and 4.7.  

 
 

Table 4.6 Percentage of particles having radii equal to or greater than 7µm after 3s 
calculation for case 3 

 

External mixing Pure material Internal 
Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA

+AS 
MA+
AS AS LMA Total AS MA Total 

1.8E7 26.6 23.9 24.8 21.1 21.0 21.0 31.4 27.0 21.8 88.0 54.3 

1.8E8 21.5 16.6 18.3 21.1 19.1 20.0 17.7 17.3 27.0 72.9 77.6 

1.8E9 0.67 0 0.23 0.04 0.0 0.02 0 0.14 0.14 38.9 46.4 

1.8E10 0 0 0 0 0 0 0 0 0 7.08 11.8 

1.8E11 0 0 0 0 0 0 0 0 0 0 0 

 
 
 

Table 4.7 Percentage of particles having radii equal to or greater than 5µm after 3s 
calculation for case 3 

 

External mixing Pure material  Internal 
Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA

+AS 
MA+
AS AS LMA Total AS MA Total 

1.8E7 33.0 31.7  32.2 22.5 21.2 21.8 40.0 32.4 31.5 89.6 55.3 

1.8E8 37.1 32.4 34.0 31.9 28.2 29.8 32.5 28.0 47.7 75.9 79.9 

1.8E9 5.28 0.79 2.33 1.98 0.09 0.9 0.9 4.03 1.69 45.1 52.3 

1.8E10 0.16 0 0.06 0.07 0 0.03 0 0 0 18.0 21.3 

1.8E11 0 0 0 0 0 0 0 0 0 0 3.76 
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Case 7 

We again repeat the calculation for case 7 (Table 4.1).   This relative humidity 

distribution is similar to that in case 1 but has a higher upper boundary of 70% instead of 

65%, and a lower lower boundary of 107% instead of 110%. Figures 4.3(a) – (g) are the 

comparison of calculation results of case 7 after 3.0 for ammonium sulfate (a), malic 

acid (b), external mixing (c) and internal mixing (d) of malic acid and ammonium 

sulfate,  maleic acid (e), their external mixing (f) and internal mixing (f) of malic acid 

and ammonium sulfate. 

Again, the x-axis of all graphs has been adjusted to have the same range for 

better comparison. 

 
Figure 4.3(a) Calculation results at 3.0s of case 7 for NH4SO4 
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Figure 4.3(b) Calculation results at 3.0s of case 7 for malic acid 

 

 

Figure 4.3(c) Calculation results at 3.0s of case 7 for external mixing of malic acid and 
NH4SO4  
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Figure 4.3(d) Calculation results at 3.0s of case 7 for internal mixing of malic acid and 
NH4SO4  

 

Figure 4.3(e) Calculation results at 3.0s of case 7 for maleic acid 



 

 

119

 

Figure 4.3(f) Calculation results at 3.0s of case 7 for external mixing of maleic acid and 
NH4SO4  

 

Figure 4.3 (g) Calculation results at 3.0s of case 7 for internal mixing of maleic acid and 
NH4SO4  
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Also, we summarized the details of the largest particles’ size in Table 4.8, and 

percentage of particles growing beyond 5µm and 7µm in radius after 3s in Table 4.9 and 

Table 4.10.  

Table 4.8 Radius of the largest particles (µm) of 3s calculation results for case 7  

 

External mixing Pure material  Internal Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA+

AS MA+AS 
AS LMA AS MA 

1.8E7 8.74 7.34 11.4 9.68 13.0 8.00 12.1 17.2 26.4 

1.8E8 8.86 7.42 10.9 9.24 9.28 9.14 10.7 15.1 19.2 

1.8E9 5.98 4.78 5.40 4.24 6.04 5.14 5.64 10.5 12.4 

1.8E10 4.16 3.30 4.50 1.84 4.00 3.44 2.90 6.84 7.90 

1.8E11 3.06 2.76 3.28 1.22 3.40 2.78 1.60 3.94 4.68 

 
Table 4.9 Percentage of particles have radii equal to or greater than 7µm after 3s 

calculation for case 7 

 

External mixing Pure material Internal 
Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA

+AS 
MA
+AS AS LMA Total AS MA Total 

1.8E7 0.02 0.02 0.02 6.97 3.72 5.08 5.22 0.02 5.35 31.2 81.7 

1.8E8 0.05 0.02 0.03 1.46 0.77 1.08 0.41 0.9 1.84 22.8 68.4 

1.8E9 0 0 0 0 0 0 0 0 0 15.4 37.9 

1.8E10 0 0 0 0 0 0 0 0 0 7.08 4.68 

1.8E11 0 0 0 0 0 0 0 0 0 0 0 
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Table 4.10 Percentage of particles have radii equal to or greater than 5µm after 3s 
calculation for case 7 

 

External mixing Pure material  Internal 
Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA

+AS 
MA
+AS AS LMA Total AS MA Total 

1.8E7 5.26 5.26  5.26 30.8 28.8 29.7 5.47 5.38 5.94 36.3 83.7 

1.8E8 8.22 8.60 8.47 11.6 10.7 11.1 5.22 15.7 5.22 25.7 71.5 

1.8E9 0.05 0 0.02 0.06 0 0.03 0.05 2.23 0.15 21.3 44.5 

1.8E10 0 0 0 0 0 0 0 0 0 4.69 15.7 

1.8E11 0 0 0 0 0 0 0 0 0 0 3.76 

These calculational results further confirm what we previously speculated.  The 

enhancement of growth by internal mixing is easy to see. Here, the internal mixing can 

at most lead to 70% more particles being activated. Again, for the external mixing the 

activated fractions of the two species are getting close to each other.  

So, we highly suspect that 1) internal mixing of malic acid or maleic acid with 

ammonium may greatly enhance the atmospheric aerosol’s growth, and enable more of 

them to be activated. 2) External mixing of two species may make the specific materials 

not matter any more, which means, as long as they are water soluble, they eventually end 

up with the same (or very similar) number of activated fractions. 

But, before we draw any conclusion, we have to make a way to eliminate the 

uncertainty that the random selection of relative humidity brings to our results.  

Although all the calculations in the same comparison group were done with the same 

relative humidity distribution, the RH of the 19 parcels, where the aerosol particles 

reside and grow, are still not exactly the same in every calculation. Before we finally 

conclude anything, we will do more calculations. So, we will next perform our final step 

to test the two speculations listed above. We abandon the technology of random 

selection of relative humidity, and make the relative humidities used in all the 
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calculations in the same comparison group exactly the same, including those assigned to 

the 19 individual air parcels and the larger environment.  

 
b. Fixed relative humidity 

Here, we select two groups of relative humidity (Table 4.11), and perform 

calculations for all the materials we used in section I with relative humidity in each 

group. The relative humidity in each group will be assigned to each of the 19 air parcels 

(AP) and also the large environment accordingly. Calculated results that use the same 

group of relative humidity will be compared.   

 

Table 4.11 Relative humidity (%) information in Group 1 and 2 

Relative 
humidity 

info in 
Group 2 

 

AP1 AP2 AP3 AP4 AP5 AP6 AP7 AP8 AP9 AP10 

97.173 99.052 104.95 96.985 102.27 94.19 96.424 91.056 106.11 109.4 

AP11 AP12 AP13 AP14 AP15 AP16 AP17 AP18 AP19 Large 

107.46 101.7 91.606 97.547 102.08 91.606 103.99 96.958 106.3 100.4 

Relative 
humidity 

info in 
Group 1 

 

AP1 AP2 AP3 AP4 AP5 AP6 AP7 AP8 AP9 AP10 

73.82 65.464 86.509 67.522 82.059 81.618 72.247 72.546 77.254 68.767

AP11 AP12 AP13 AP14 AP15 AP16 AP17 AP18 AP19 Large 

75.531 75.96 94.713 83.83 108.92 95.176 94.713 109.4 104.59 86.854

 

 



 

 

123

This enables us to absolutely eliminate the uncertainties that the randomness 

brings to the results.   Based on the conclusion we have in chapter III, we expected to see 

the following results: 1) For the same material using the same group of relative humidity, 

with lower number concentration, there are always more activated particles than that 

with the higher number concentration, and the size of particles should also be larger after 

3 s, as well; 2) For the same number concentration, using the same group of relative 

humidity, internal mixture should have a higher fraction of activated particles than all 

other material; 3) For external mixing, the activated fraction of the two material should 

be close to each other.  

So, we will then see the following result and find out whether everything will be 

as what we expected.  The largest particle radius and percentage larger than 7µm are 

summarized in Tables 4.12-4.15. 

Table 4.12 Radius of the largest particles (µm) of 3s calculation results for group 1 

 

External mixing Pure material  Internal Mixing 

LMA+ AS MA+ AS 
AS LMA MA LMA+

AS MA+AS 
AS LMA AS MA 

1.8E7 17.7 15.0 17.7 15.0 17.5 17.5 17.5 19.4 18.4 

1.8E8 14.3 12.2 14.3 12.2 13.8 13.8 13.8  14.4 

1.8E9 7.56 6.24 7.6 6.26 7.34 7.34 7.30 10.4 8.00 

1.8E10 4.30 3.34 4.74 2.28 4.08 3.98 4.48 6.68 5.36 
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Table 4.13 Percentage of particles have radii equal to or greater than 7µm after 3s 
calculation for group 1 

 

External mixing Pure material Internal 
Mixing 

LMA+ AS MA+ AS 

AS LM
A MA 

LM
A+
AS 

MA
+AS AS LM

A 
Tota

l AS MA Tota
l 

1.8E7 11.9 11.6 11.8 12.1 11.6 11.8 13.4 13.1 13.6 23.6 15.6 

1.8E8 10.7 10.7 10.7 10.7 10.7 10.7 10.8 10.8 10.8  13.2 

1.8E9 0.04 0 0.02 0.04 0 0.02 0.05 1.35 0.05 9.21 0.07 

1.8E1
0 0 0 0 0 0 0 0 0 0 0 0 

 

Table 4.14 Radii of the largest particles (µm) of 3s calculation results for group 2 

 

External mixing Pure material  Internal Mixing 

LMA+ AS MA+ AS 

AS LM
A MA LMA+

AS 
MA+A

S AS LM
A AS MA 

1.8E7 17.6 15.0 17.7 15.0 17.5 17.5 17.5 24.8 28.2 

1.8E8 14.4 12.2 14.3 12.2 13.8 13.8 13.8 18.8 20.1 

1.8E9 7.62 6.28 7.56 6.22 7.28 7.42 7.30 12.0 12.7 

1.8E10 5.42 2.24 5.38 2.16 4.50 3.52 4.40 7.62 8.06 
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Table 4.15 Percentage of particles have radii equal to or greater than 7µm after 3s 
calculation for group 2 

 

External mixing Pure material Internal 
Mixing 

LMA+ AS MA+ AS 

AS LM
A MA 

LM
A+
AS 

MA
+AS AS LM

A Total AS MA Tota
l 

1.8E7 26.1 24.0 24.9 26.6 24.
0 25.2 27.1 27.2 27.2 84.7 91.1 

1.8E8 21.8 16.8 18.5 21.8 15.
8 18.5 20.6 18.8 20.6 70.9 77.7 

1.8E9 0.022 0 ~0.01 0.02 0 0.01 0.02 0.02 0.05 38.2 45.2 

1.8E1
0 0 0 0 0 0 0 0 0 0 6.72 10.7 

 

 

The above results are exactly what we have expected: 1) When other conditions 

are identical,  for most of our calculated resultslower particle concentration leads more 

growth; for pure materials and internal mixtures, no particle can grow beyond 7µm when 

the number density is greater than 1.8E9/m3 and only a very small fraction can go 

beyond 7µm when the number density equals to 1.8E9/m3; 2) Internally mixed particles 

are more able to grow.  This phenomenon is mostly obvious with RH group 2, in which 

the average RH is higher (100.4%) than that for group 1(~86%).  For group 2, the 

activated particle percentage can be as high as 90% for the internal mixtures while no 

more than 28% for the pure material and external mixtures. 3) For external mixing, the 

activated fractions of the two materials are close to each other.  
 

c. Temperature effects 

The water activity of particles will change with temperature.  We stated in 

Chapter III that this change could be ignored since the change in temperature is very 

small (~+-3degree).  But this statement is no longer valid here for the internal mixing 
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cases since in some calculations; the change in temperature can be higher than 40 

degrees.  

Specifically, in case 1 (group 1 in part II), for the LMA-AS internal mixture, 

when the number density is 1.8E7/m3, the temperature changes remain as small as  ~+-1 

degree; when the number density is 1.8E8/m3, the temperature changes increase to ~+-3 

degree, which is still ignorable; when the number density is 1.8E9/m3 and 1 .8E10/m3, 

the biggest change in temperature can be as large as -30 and -40 degree respectively, 

which are definitely no longer ignorable.  Also in case1, for the MA-AS internal mixture, 

when the number density is not higher than 1.8E8/m3, the temperature changes remain as 

small as  ~+-1 degree, which is still ignorable; when the number density is 1.8E9/m3,, the 

change is no  more than 7degree, which is , however, still not a big number; But when 

the number density is 1.8E10/m3,  the biggest change in temperature can be as large as -

20 degree, which is no longer ignorable. 

In case 3 (group 2 in part II), for the LMA-AS internal mixture, when the number 

density is 1.8E7/m3, the temperature changes remain within  ~+-3 degree; when the 

number density is 1.8E8/m3, the temperature changes can decrease as much as 20 degree; 

when the number density is 1.8E9/m3 and 1 .8E10/m3, the biggest change in temperature 

can be as large as -40 and -50 degree respectively, which are definitely no longer 

ignorable.  Also in case3, for the MA-AS internal mixture, when the number density is 

1.8E7/m3, the temperature changes remain within  ~+-7 degree; when the number 

density is 1.8E8/m3, the temperature changes can decrease as much as 17 degree; when 

the number density is 1.8E9/m3 and 1 .8E10/m3, the biggest change in temperature can 

be as large as -50 and -60 degree respectively, which are definitely no longer ignorable. 

Since we did not do the identical study with case 7, we will not summarize the 

temperature change for the calculations in case 7. We expect it should also follow the 

rules we found in case 1 and 3. 

From the above analysis, we can conclude two things: 1) with low density, 

temperature change is small, while the particles grow more 2) with high density, the 

temperature may decrease drastically, while the particles grow less.  Why?  Since as 
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what we know, the condensation process is a heat release process, while the evaporation 

is a heat absorbed one.  So, the first guess we made is that the big decrease in 

temperature is caused by re-evaporation of the relative small particles. But, this 

explanation was based on the assumption that water vapor that re-evaporated largely 

exceeded that which condensed.   However we checked all the results and found there is 

always more water vapor condensed than evaporated. This means, the whole particle 

condensation-evporation process is always one of heat release and should cause 

temperature rise.  So the re-evaporation cannot be the reason.  The other possible reason 

is that a lot of water vapor condensed while the total volume did not change; So the gas 

phase have expanded and done work. This will make the internal energy decrease and so 

does the temperature.  To test this explanation, we choose a calculation (RH group II 

with MA+AMS internal mixture) in which the temperature had decreased much and did 

a rough calculation with it:  

1) Total latent heat released is approx. Q =5.6E6J 

2) Total volume loss of the gas: 2883 m3.  Assuming the pressure is constant 

101325 pa, the PV work equals to 2883*101325 approx. =2.9E8 J 

3) Since there is almost no change of volume-averaged temperature of the 

embedding volume, only the 19 air parcels were counted at this step.  The total gas mass 

(use the data at the end of 3.0s calculation) in the 19 air parcels m  = 1.6E4 kg. Assume 

cp=1kJ/Kg and cv=cp/1.4. 

4) Use the equation pdV-Q=m* (cp-cv)dT, we got  dT= 62k 

The actual result shows an average 62.15k decrease of the 19 air parcels, which 

is very close to what we got from the calculation 62 k.  The over-estimation of the 

cooling with our simple calculation is reasonable, because the actual changes will be 

incremental with a certain degree of heat loss to the surroundings and other mitigating 

factors.   

So we can picture a staged process wherein the heat released due to the original 

condensation caused expansion and PV cooling; this would be followed by the decrease 
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in the humidity; finally, the decreased humidity causes evaporation of the smallest 

particles, which then causes additional cooling.  

The above analysis for temperature change indicates that, for internal mixtures, 

for low number concentration, ignoring the change of water activity with temperature is 

still valid; with increasing number density, this assumption becomes less valid; and 

when the number density is higher than 1.8E8/m3, the change of water activity with 

temperature should not be ignored any more.  

But, due to the unavailability of experiment data, we are not able to perform 

calculation with temperature sensitive water activity.  What we can do is to speculate 

what is the closest to the real situation from our results and analysis.  The solubility of 

most material decreases when temperature decreases; so we expect to see less growth for 

the high number density calculations if this temperature effect is considered.  But, the 

fact that the internal mixing will make particles grow more is not reversible.  It is that 

the particles’ growing more makes temperature to decrease, and the temperature 

decreasing makes the particles’ growing slower.  The two effects, more growth and 

temperature decreasing, interact with each other.  The temperature effect can make the 

internal mixed particles not to grow that much; but it is for sure the particles will still 

grow more than that when they are not internally mixed. 

Furthermore, some studies (Liljegren et al. 2001, Adler and Mack, 1986 ) show 

that there are temperature variations in clouds, particularly where tropical rainfall occurs.  

Liljegren et al.’s four days study shows that the difference between the cloud surface 

temperature and the water-weight cloud temperature can vary from 0 -10 k; the 

maximum and minimum have been observed in their four days measurement, are 297k-

275k for the surface temperature and 297k to 267k for the water-weight cloud 

temperature. Adler and Mack (1986) pointed out that for overshooting convective clouds, 

adiabatic cooling dominates and the cloud temperature can be cooler than the 

environment by as much as 20 K. This inspired us to look at the temperature variation 

inside each of the 19 air parcels and also the big embedding volume. 
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Since we only have the information of the maximum and minimum temperatures 

for each of the air parcels and the embedding cube, we can only check the differences 

between these maxima and minima.  We checked and found that the difference between 

the max and min temperature within the same air parcel varies from 13-19k and for the 

embedding cube there is always about 19k.  It means that for the large embedding cube, 

the volume-averaged temperature has not changed after 3s calculation; but the 

temperature inside it becomes heterogeneous after 3s and the 19k is the difference 

between the highest and lowest.   We picture it like this: during the calculation, the real 

border between the air parcels and embedding volume started to move. Temperature near 

the air parcels can increase or decrease because the gas in that area can either do work or 

be done work to, which is hard to tell.  These results corresponded with the literature 

well.  

But the non-uniformities in temperature that were found within individual parcels 

may very well be related to the drastically asymmetric shape of the hemisphere.  So we 

repeated some calculations with a comparison model, which is almost the same as that 

used for the previous calculation except all the 19 air parcels are spheres with r=6.5m 

instead hemisphere.  According to our results, the spherical shape does not have 

observational effects on the final temperature. Very similar temperature fluctuations to 

our previous calculation results were found for the air parcels and the embedding volume.  

So we can conclude this temperature fluctuation is a property that is not related to the 

shape of the individual air parcel. 

3. Conclusions 

In this chapter, we studied the effects of organic species on the condensational 

growth of CCN. From the above discussions on the calculation results, we have got these 

conclusions: 

a. When other conditions are identical, lower particle concentration always 

leads to more growth; for pure materials and internal mixtures, no particle 

can grow beyond 7µm when the number density is greater than 1.8E9/m3 and 
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only a very small fraction can go beyond 7µm when the number density 

equals to 1.8E9/m3.  

b. Internally mixed particles are more able to grow. 

c. For external mixing, the activated fractions of the two materials are close to 

each other when the number density is lower than 1 .8E10/m3. 

d. When particles are internally mixed and the particles number concentration is 

relatively high, large amount water vapor loss due to particles’ growth will 

lead to evaporation of a large fraction of particles, which lower the 

temperature later.  Also, the heat released due the water condensation at the 

early period, temperature inside the air parcel increase rapidly, which leads 

the gas phase to expand and hence also lower the temperature. This may 

lower the air parcel’s temperature drastically.  At this point, temperature 

effect on the water activity cannot be ignored anymore.  

e. 12-14 k and around 19k temperature fluctuation was found inside the air 

parcels and the embedding volume, respectively, after 3s calculation. 
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CHAPTER V 

CONCLUSIONS  

Atmospheric aerosols come from both natural and human sources.  Cloud 

composition, precipitation, the hydrological cycle, and atmospheric circulation systems 

are all affected by both radiative and microphysical impacts of these aerosols (Rosenfeld 

et al. 2008). 

My work focuses on condensational growth of atmospheric aerosols, especially, 

on how their composition, number concentration, and fluctuations in atmospheric 

relative humidity (RH) affect activation of CCN.  

The basis of my work was the development of a code for the quasi-stationary 

solution of the coupled heat and mass transport equations for aerosols in a finite volume.  

Both mass and heat are conserved effectively in the volume, which results in a 

competitive aerosol condensation growth computational model.  Using this model, we 

found that under normal atmospheric relative humidity conditions, the high number 

density can suppress the particle condensational growth. 

Further model development has coupled this competitive aerosol condensation 

growth computational model with CFD software (by ANSYS FLUENT), enabling the 

simulation of the realistic atmospheric environment.  With the contribution of CFD 

simulation, the aerosols grow more and the average temperature within the air parcel is 

more stable than without its implementation.  

Our model study quantifies the suppression of aerosol condensational growth by 

high number densities. Sensitivity study with ammonium sulfate has shown that in most 

cases, when the aerosol number concentration is equal to or higher than 1.8E11/m3, no 

particle will be able to grow more than 5µm. When number density is lower than 

1.8E11/m3, lower density leads to more fraction of particles to grow beyond 7µm or 

5µm.  However, the absolute numbers of particles greater than either 7µm or 5µm reach 

maximum when the number density is 1.8E8/m3.  
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Moreover, by using more than one air parcel (19 was actually used), which are 

randomly assigned with different initial RH values according to a power law 

distribution, we use this model to study the effects of atmospheric stochastic RH 

distribution on the growth of CCN.  Our results indicate that 1) the highest saturation 

ratio that atmospheric particles can be exposed to is the most important factor that 

determines how much of these particles can grow during the first several seconds, and 

hence can decide whether the particles can get activated; 2) The mean relative humidity 

of the environment also has effects on the particles’ condensational growth. But this 

effect is not as crucial as the highest saturation ratios. When the distributions of two 

environments have the same upper limit, the higher the average relative humidity, the 

more the particle can grow.  

Model study of organic particles (L-malic acid and maleic acid) indicates that 1) 

when organic and inorganic species ((NH4)2SO4 was used as a representative) are 

externally mixed, if the density is high, the growth of  the species with higher water 

activity can suppress the growth of the species with lower  water activity, while the 

growths of these two species have a tendency to get close if the density is relatively low; 

and 2) when organic and inorganic species are internally mixed, the particles can grow 

much more.  These results can help us to further understand how the anthropogenic 

aerosols affect the clouds and precipitation.   

In summary, we built a CFD-coupled competitive aerosol condensational growth 

computational model and used it to exam the effects of aerosol density, organics mixing, 

and atmospheric RH fluctuations.  These studies will greatly contribute to the 

understanding and quantification of aerosol-cloud interactions. 
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APPENDIX A 

NUMERICAL METHOD FOR CALCULATION OF DROPLET GROWTH 

//////////////////////////////////////////////////////////////////////// 
initr.c 

//////////////////////////////////////////////////////////////////////// 
#include <stdio.h> 
#include "udf.h" 
#include <time.h> 
#include <math.h> 
#include <stdlib.h> 
 
 
#define NR_END 1 
#define M_PI    3.14159265358979323846                                      
#define RHOW    1.0495E3                                 
#define UGC     8.3143                     
#define MV      0.018016                   
#define ST      0.072                                     
#define MNANO3  0.085  
#define MNH4SO4 0.13215 
#define ZONE_N 19 
#define PHO_NANO3 2261 
#define PHO_NH4SO4 1769 
 
double *dvector(int nl,int nh); 
double fx(double x, double r); 
double f1x(double x); 
double newton(double a,double xtol, double aw); 
double mfalsi (double a, double b, double xtol, double aw); 
double **dmatrix(int nrl, int nrh, int ncl, int nch); 
 
double *co, *rsurf; 
double DR; 
double *Imini; 
double *mass, *mini, *mcond; 
int nz; 
double RSigma; 
double RMean; 
int ti; 
double **zrsurf, **zmcond, **zmass; 
 
DEFINE_INIT(init_r, d) 
{ 
     
   
#if !RP_HOST 
  Thread *thrd; 
 cell_t ct; 
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#endif 
#if !RP_NODE 
  FILE *fp,*fp0, *fp1,*fp2,*fp3; 
#endif 
  int zi; 
  double NTotal; 
  int ZiFlag; 
  double GRSigma; 
  int q, w; 
  double RI; 
  double RH; 
  double RH_E; 
  int i; 
 double rhinfo[ZONE_N+1]; 
  DR=2.0E-8; 
  NTotal=1.8E9; 
  RMean=2.0E-7; 
  RSigma=1.5E-7; 
  RI=RMean-3*RSigma; 
  GRSigma=(1.46*RSigma+RMean)/RMean; 
  nz=1; 
  zi=1; 
  ZiFlag=(int)((RMean+5*RSigma-RI)/DR); 
  rsurf=dvector(1,ZiFlag); 
   
  ti=0; 
  RH_E=0.868536; 
 co= dvector(0,70); 
 mass=dvector(0,70); 
 mini=dvector(0,70); 
 mcond=dvector(0,70); 
 Imini = dvector(0,70); 
 rhinfo[1]=0.7382; 
 rhinfo[2]=0.65464; 
 rhinfo[3]=0.86509; 
 rhinfo[4]=0.67522; 
 rhinfo[5]=0.82059; 
 rhinfo[6]=0.81618; 
 rhinfo[7]=0.74247; 
 rhinfo[8]=0.72546; 
 rhinfo[9]=0.77254; 
 rhinfo[10]=0.68767; 
 rhinfo[11]=0.75531; 
 rhinfo[12]=0.7596; 
 rhinfo[13]=0.94713; 
 rhinfo[14]=0.8383; 
 rhinfo[15]=1.0892; 
 rhinfo[16]=0.95176; 
 rhinfo[17]=0.94713; 
 rhinfo[18]=1.094; 
 rhinfo[19]=1.0459; 
     
  if(RI<=0) RI=2.0E-8;  
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  while (zi<=ZiFlag) 
     { 
     
    double ratio; 
    double aw; 

rsurf[zi]=RI;           
co[zi]=NTotal/(sqrt(2.0*M_PI)*log(GRSigma)*rsurf[zi])
*exp(-
pow(log(rsurf[zi]/RMean),2.0)/(2.0*pow(log(GRSigma),2
.0)))*DR; 
aw=log(RH_E)-2*0.072*1.7167E-
5/rsurf[zi]/8.3143/298.15; 

    ratio= mfalsi(0.0,1.0, 1E-7,exp(aw)); 
ratio=(1-ratio)*RHOW/(ratio*PHO_NH4SO4+(1-
ratio)*RHOW); 

    mini[zi]=4/3*M_PI*pow(rsurf[zi],3)*ratio; 
    mcond[zi]=4/3*M_PI*pow(rsurf[zi],3)-mini[zi]; 
    mini[zi]=mini[zi]*PHO_NH4SO4; 
    mcond[zi]=mcond[zi]*RHOW; 
    mass[zi]=mcond[zi]+mini[zi]; 
#if RP_HOST 

Message("%d\t%-7.5g\t%-7.5g\n ", zi, mini[zi], 
mcond[zi]); 

#endif 
       zi++; 
    RI=RI+DR; 
     
     } 
      
  nz=zi; 
  zi=1; 
  q=1; 
  for(q=1; q<=nz; q++) Imini[q]=mini[q]; 
  w=1; 
  zrsurf=dmatrix(1, ZONE_N, 1, nz); 
  zmcond=dmatrix(1, ZONE_N, 1, nz); 
  zmass=dmatrix(1, ZONE_N, 1, nz); 
  srand((unsigned)time(NULL)); 
  for(w=1;w<=ZONE_N;w++) { 
   RH=rhinfo[w]*100.0; 
#if RP_HOST 
   Message("%d\t%-8.5g\n ", w, RH ); 
#endif 
#if RP_NODE 
   thrd=Lookup_Thread(d, 22-w); 
   begin_c_loop(ct,thrd){ 
   C_YI(ct,thrd,0)=RH/100*0.0167534; 
   } 
   end_c_loop(ct,thrd); 
#endif 
   for( i=1; i<=nz; i++) { 
    zrsurf[w][i]=rsurf[i]; 
    zmcond[w][i]= mcond[i]; 
    zmass[w][i] = mass[i]; 
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   } 
 
  } 
#if !RP_NODE 
  fp=fopen("output_total.txt","wrb"); 
  fp1=fopen("output_large.txt", "wrb"); 
  fprintf(fp1, "trance of RH and Temp of the large zone \n"); 
  fprintf (fp1, " time     RH,      TEM\n"); 
  fprintf(fp, "time  , radius ,       concent\n "); 
  fp2=fopen("output_super.txt","wrb"); 
  fp3=fopen("output_temi.txt","wrb"); 
  fclose(fp); 
  fclose(fp1); 
  fclose(fp2); 
  fclose(fp3); 
#endif 
   
} 
 
double fx(double x, double aw) { 
 double ffx; 
 ffx= 1-0.2715*x+0.3113*pow(x,2)-2.336*pow(x,3)+1.412*pow(x,4)-aw;  
 return ffx; 
} 
 
double f1x(double x) { 
 double f1x; 
 f1x=-0.2715+2*0.3113*x-3*2.336*pow(x,2)+4*1.412*pow(x,3);  
 return f1x; 
} 
 
 
double newton(double a,double xtol, double aw){ 
 double error, fa, ga; 
 do 
 { 
  fa=fx(a, aw); 
  ga=f1x(a); 
  a=a- fa/ga; 
  error=fabs(a-ga); 
   
 } 
 while (error>xtol); 
  
 return a; 
} 
 
double mfalsi (double a, double b, double xtol, double aw) { 
 double fa, fb; 
 double wn,wn1, fw, fw1; 
 fa=fx(a, aw); 
 fb=fx(b, aw); 
 wn=a; 
 fw=fx(wn, aw);  
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 do 
 { 
  wn1=(fb*a-fa*b)/(fb-fa); 
  fw1=fx(wn1, aw); 
  if(fa*fw1<=0) { 
   b=wn1; 
   fb=fw1; 
   if ((fw*fw1)>0) fa=fa/2; 
  }else { 
   a=wn1; 
   fa=fw1; 
   if((fw*fw1)>0) fb=fb/2; 
  } 
  wn=wn1; 
  fw=fx(wn,aw); 
 } 
 while (fabs(fw)>xtol); 
 
 return wn; 
} 
//////////////////////////////////////////////////////////////////////// 

Adjust.c 
//////////////////////////////////////////////////////////////////////// 
#include "udf.h" 
#include "stdio.h" 
#include "stdlib.h" 
#include "string.h" 
#include "malloc.h" 
#include "math.h" 
#include "time.h" 
 
#define NR_END 1 
#define FREE_ARG char* 
 
#define NBMAX 501     
#define NGMAX 10001    
#define NPTCS 201      
#define NZMAX 100      
#define NSMAX 100   
 
#define M_PI    3.14159265358979323846     
#define RHOG    1.205                      
#define CVG     720                        
#define CPG     1010                       
#define RHOW    1.0495E3                   
#define CVV     1463                       
#define CPV     1952                       
#define TDIFF   0.32                 
#define CL      4218                       
#define L       2.5E6                      
#define UGC     8.3143                     
#define MV      0.018016                   
#define ST      0.072                      
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#define MDIFF   2.0e-5                     
#define MFP     6.8E-8                     
#define MSSUL   0.09808                    
#define MSNACL  0.05845                    
#define MSAMSU  0.13215                    
#define MNANO3  0.085                      
#define MNA2SO4 0.128                      
#define MNH4NO3 0.132                      
#define MNH4CL  0.054   
#define PHO_NANO3 2261 
#define PHO_NH4SO4 1769 
#define ZONE_N 19 
 
 
void free_vector(double *v, int nl, int nh); 
void Initial(double NTotal, int nz, int nsp, double rsurf, double 
*mcondi, double *mini, double *co, double RMean, double RSigma, int 
*species, double *rsp,double *mass); 
double *dvector(int nl,int nh); 
int *ivector(int nl, int nh); 
double **dmatrix(int nrl, int nrh, int ncl, int nch); 
void tridag(double a[],double b[],double c[],double r[],double 
u[],unsigned long n); 
double psoft(double temp); 
double pp(double mini, double mcond, double kelconst, double tem, 
double rsurf, int choice); 
void thomas(int n, double **g, double *b); 
 
double *d_mass, *d_heat; 
extern double *co, *rsurf; 
extern double DR; 
extern double *Imini; 
extern double *mass, *mini, *mcond; 
extern int nz; 
extern double RSigma; 
extern double RMean; 
extern int ti; 
extern double **zrsurf, **zmcond, **zmass; 
 
DEFINE_ADJUST(comput_mass_heat,domain) 
{ 
#if !RP_HOST 
 Thread *thrd; 
 cell_t ct; 
#endif 
#if RP_HOST 
 FILE *fp,*fp0, *fp1, *fp2, *fp3; 
#endif 
 double super; 
    double flux, tembc, rhobc, dmass; 
 double *u, pva, *rho, *tem, dtemp; 
 int    tt,i,index,m; 
 double *rhol, *a, *b, *c, *r, *eta, *num, qo, so; 
 double *inter, kelconst, const1, const2, *s, psat, dt; 
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double satrinf, delta, prho, qlrho, qrho, trho,bcqtem, ptem, qtem, 
rtem, r1tem; 

 double dtem, rhoi, temi, deta, rinf=1.0E-4, kc,RHOG1; 
    double *kn,*beta,flag; 
 int timestep; 
  
 double tflag; 
    int    species; 
 int    ngrid=201, nb=201; 
 int    j, k,l; 
 double RI,MTemp; 
 double *RFinal, *NFinal; 
 double real_time; 
 int cell_number; 
 double Mass_Fraction, Temperature, Pressure; 
 int index_max; 
 double *co_total; 
  
 double con; 
 double RII; 
  
 int mm; 
 int v, xx, bb, jj; 
  
 real_time=CURRENT_TIME;  
 d_mass = dvector(1,ZONE_N+2); 
 d_heat = dvector(1, ZONE_N+2); 
 num= dvector(1, nb); 
 eta= dvector(1, ngrid); 
 s= dvector(1, nz); 
 inter= dvector(0, nb); 
 a= dvector(1, ngrid); 
 b= dvector(1, ngrid); 
 c= dvector(1, ngrid); 
 r= dvector(1, ngrid); 
 u= dvector(1, ngrid); 
 rho= dvector(1,ngrid); 
 tem= dvector(1,ngrid); 
 rhol= dvector(1, nz); 
 kn=dvector(1,nz); 
 beta=dvector(1,nz); 
 index_max=nz; 
 RII=0.0; 
 
 dt=2.E-5; 
 temi=0.0; 
 const1= 4.0*RHOW*M_PI/3.0; 
 kelconst= 2.0*MV*ST/(UGC*RHOW); 
 timestep=N_TIME; 
  
 if(ti==0){ 
  #if RP_HOST 
  fp=fopen("output_total_0.txt","a"); 
  fprintf(fp, "t=0===================================\n"); 
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  for(tt=0;tt<=nz;tt++) { 
     
    fprintf(fp, "%-2.2e\t %-2.6e\n ",rsurf[tt],co[tt]); 
  } 
  fprintf(fp, "\n"); 
  fclose(fp); 
 
#endif 
   
 } 
  
 if(N_TIME>ti) { 
 ti++; 

if((ti==1)||(ti==10)||(ti==20)||(ti==40)||(ti==70)||(ti==100)||(ti=
=500)||(ti==1000)||(ti%2500==0)) { 

  Temperature=0.0; 
  Mass_Fraction=0.0; 
  cell_number=0; 
  Pressure=0.0; 
#if RP_NODE 
  thrd=Lookup_Thread(domain, 2); 
  begin_c_loop(ct,thrd){ 
   cell_number++; 
   Temperature+=C_T(ct,thrd); 
   Mass_Fraction+=C_YI(ct,thrd,0); 
   Pressure+=C_P(ct,thrd); 
  } 
  end_c_loop(ct,thrd); 
  cell_number=PRF_GRSUM1(cell_number); 
  Temperature=PRF_GRSUM1(Temperature); 
  Mass_Fraction=PRF_GRSUM1(Mass_Fraction); 
  Pressure=PRF_GRSUM1(Pressure); 
  Temperature/=cell_number; 
  Mass_Fraction/=cell_number; 
  Pressure/=cell_number; 
  super=Mass_Fraction*101325.0/1706.8; 
  temi=Temperature; 
#endif 
  node_to_host_double_3(temi,super,Pressure); 
   
#if RP_HOST 
  fp1=fopen("output_large.txt","a"); 
  fprintf(fp1, "%d\t%-7.5g\t%-7.5g\n ", ti, super, temi ); 
  fclose(fp1); 
 
#endif 
 } 
 for(k=1;k<=ZONE_N; k++) { 
  d_mass[k]=0.0; 
  d_heat[k]=0.0; 
  Temperature=0.0; 
  Mass_Fraction=0.0; 
  cell_number=0; 
  Pressure=0.0; 
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#if RP_NODE 
  thrd=Lookup_Thread(domain, 22-k); 
  begin_c_loop(ct,thrd){ 
   cell_number++; 
   Temperature+=C_T(ct,thrd); 
   Mass_Fraction+=C_YI(ct,thrd,0); 
   Pressure+=C_P(ct,thrd); 
  } 
  end_c_loop(ct,thrd); 
  cell_number=PRF_GRSUM1(cell_number); 
  Temperature=PRF_GRSUM1(Temperature); 
  Mass_Fraction=PRF_GRSUM1(Mass_Fraction); 
  Pressure=PRF_GRSUM1(Pressure); 
  Temperature/=cell_number; 
  Mass_Fraction/=cell_number; 
  Pressure/=cell_number; 
  super=Mass_Fraction*101325.0/1706.8; 
  temi=Temperature; 
#endif 
  node_to_host_double_3(temi, super, Pressure);   
#if RP_HOST 
  if((ti==1)||(ti%1250==0)) { 
   fp2=fopen("output_super.txt","a"); 
   fp3=fopen("output_temi.txt","a"); 
   fprintf(fp2,"%-7.5g\t", super); 
   fprintf(fp3,"%-7.5g\t", temi); 
   if(k==ZONE_N){ 
    fprintf(fp2, "\n"); 
    fprintf(fp3, "\n"); 
   } 
   fclose(fp2); 
   fclose(fp3); 
  } 
#endif 
  RII=RMean-3*RSigma; 
  if(RII<=0) RII=5E-9;    
  flag=1; 
  satrinf= super; 
  psat= psoft(temi); 
  RHOG1=RHOG; 
  rhoi= MV*satrinf*psat/(UGC*temi); 
  tembc= temi; 
  rhobc= rhoi; 
  const2=RHOG1*CPG+rhoi*CPV; 
  psat= psoft(tembc); 
  species=3; 
  j=1; 
  for(j=1;j<=ngrid;j++) { 
    rho[j]=rhobc; 
    tem[j]=tembc; 
  } 
  l=1; 
   
  for(l=1; l<nz; l++) { 
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   dmass=0.0; 
   dtemp=0.0; 
   RI=zrsurf[k][l];  
   con=co[l]; 
   deta = 1.0/(ngrid-1);   
   for(i=1; i<=ngrid;i++) eta[i]=(i-1)*deta; 
   so= 0.0;  
   qo=0.0; 
   pva = pp(mini[l],zmcond[k][l],kelconst, tem[1], 
RI,species); 
   delta= rinf-RI; 
   if(RI/rinf >1.2) exit(0); 
   rho[1]= MV*pva/(UGC*tem[1]); 
 
   a[1]= 0.0; 
   b[1]= 1.0; 
   c[1]=0.0; 
   c[ngrid]= 0.0;    
   b[ngrid]= 1.0; 
   c[ngrid]= 0.0; 
   r[1]=rho[1]; 
   r[ngrid]= rhobc; 
   qlrho= MDIFF*dt/(delta*deta); 
   prho= qlrho/(delta*deta); 
   v=2; 
   for(v=2;v<ngrid;v++) { 
    qrho=qlrho/(eta[v]*delta+RI); 
    trho= prho/tem[v]; 
    a[v]= -prho+qrho+0.25*trho*(tem[v+1]-tem[v-1]); 
    b[v]=1.0+2.0*prho-trho*(tem[v+1]-2.0*tem[v]+tem[v-
1]); 
    c[v]= -prho-qrho-0.25*trho*(tem[v+1]-tem[v-1]); 
    r[v]= rho[v]+qrho*(tem[v+1]-tem[v-1])/tem[v]; 
   } 
   tridag(a,b,c,r,u,ngrid); 
   xx=1; 
   for(xx=1; xx<ngrid; xx++) rho[xx]=u[xx];        
   flux= (rho[2]-rho[1])*dt/(delta*deta);        
   dmass= 4.0*M_PI*MDIFF*flux*RI*RI; 
   zmcond[k][l]+=dmass; 
   zmass[k][l]+=dmass; 
    
   if(zmass[k][l]<=Imini[l]) { 
    dmass=0.0; 
    dtemp=0.0; 
    zmass[k][l]=Imini[l]; 
    mini[l]=Imini[l]; 
    zmcond[k][l]=0.05*Imini[l]; 
    dmass=zmass[k][l]-Imini[l]; 
    flag=0; 
   } 
    
   RI= pow(3.0*(zmcond[k][l]/RHOW+mini[l]/PHO_NH4SO4)/4/M_PI, 
1.0/3.0); 
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   bcqtem= 3.0*dt/ (RI*RHOW*CL*delta*deta); 
   a[1]=0.0; 
   b[1]=1.0+TDIFF*bcqtem; 
   c[1]=-TDIFF*bcqtem; 
   a[ngrid]=0.0; 
   b[ngrid]=1.0; 
   c[ngrid]=0.0; 
   r[1] = tem[1] + L*MDIFF*bcqtem* (rho[2]- rho[1]); 
   r[ngrid] = tembc; 
   r1tem= dt/(delta*deta); 
   dtem = MDIFF*CPV*r1tem; 
   bb=2; 
   for(bb=2; bb<ngrid; bb++) { 
    kc= TDIFF+MDIFF*CPV*rho[bb]; 
    rtem= kc*r1tem; 
    ptem= rtem/(delta*deta); 
    qtem= rtem/(eta[bb]*delta+ RI); 
    a[bb]= -ptem+qtem; 
    b[bb]= CVV*rho[bb]+RHOG1*CVG+2.0*ptem; 
    c[bb]= -ptem-qtem; 
    r[bb]= tem[bb]*(CVV*rho[bb]+RHOG1*CVG); 
    a[bb]/=(CVV*rho[bb]+RHOG1*CVG); 
    b[bb]/=(CVV*rho[bb]+RHOG1*CVG); 
    c[bb]/=(CVV*rho[bb]+RHOG1*CVG); 
    r[bb]/=(CVV*rho[bb]+RHOG1*CVG); 
     
   } 
   tridag(a,b,c,r,u,ngrid); 
   dtemp= u[1]-tem[1]; 
    
   jj=1; 
   for(jj=1;jj<ngrid;jj++) tem[jj]=u[jj]; 
    
   so=co[l]*dmass; 
   qo=co[l]*(L*dmass-CL*zmass[k][l]*dtemp); 
    
   MTemp=zmcond[k][l]; 
    
   d_mass[k]=d_mass[k]+so; 
   d_heat[k]=d_heat[k]+qo; 
   zrsurf[k][l]=RI; 
       
  } 
  tflag=real_time*2.0E5 ;  
 } 
  
   
#if RP_HOST 
 if((ti==15000)||(ti%25000==0)||(ti==149999)){ 
 index_max=nz; 
 for(k=1; k<=ZONE_N;k++){ 
  for(tt=1;tt<=nz-1;tt++) { 
   index=(int)(zrsurf[k][tt]/DR); 
   if(index>index_max) index_max=index; 
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  } 
 } 
 Message( "before dvector"); 
 NFinal= dvector(0,index_max+1); 
 RFinal= dvector(0,index_max+1); 
 Message("After dvector\n"); 
 RFinal[0]=0.0; 
 NFinal[0]=0.0; 
 for(mm=1;mm<=index_max;mm++){ 
  NFinal[mm]=0.0; 
  RFinal[mm]=RFinal[mm-1]+DR ; 
 } 
 for(k=1;k<=ZONE_N;k++) { 
   
  for(tt=1;tt<=nz;tt++){ 
   index=(int)(zrsurf[k][tt]/DR); 
   NFinal[index]=NFinal[index]+co[tt]; 
  } 
 } 
 if(ti==15000) fp=fopen("output_total_0.3s.txt","a");  
 if(ti==25000) fp=fopen("output_total_0.5s.txt","a");  
 if(ti==50000) fp=fopen("output_total_1s.txt","a"); 
 if(ti==75000) fp=fopen("output_total_1.5s.txt","a"); 
 if(ti==100000) fp=fopen("output_total_2s.txt","a"); 
 if(ti==125000) fp=fopen("output_total_2.5s.txt","a"); 
    if(ti==149999) fp=fopen("output_total_2.9s.txt","a"); 
 if(ti==150000) fp=fopen("output_total_3.0s.txt","a");   
 fprintf(fp, "time=%d\n",ti); 

fprintf(fp, "////////////////////////////////////////////////// 
\n");  

  for(m=0;m<=index_max;m++) { 
   NFinal[m]=NFinal[m]/ZONE_N; 
   fprintf(fp, "%-2.2e\t %-2.6e\t ", RFinal[m],NFinal[m]); 
   fprintf(fp, "\n"); 
  }  
 fclose(fp); 
  free(NFinal); 
 free(RFinal); 
 } 
#endif 
 }else { 
  for(i=1;i<=ZONE_N+2;i++){ 
   d_heat[i]=0.0; 
   d_mass[i]=0.0; 
  } 
 } 
} 
 
 
void free_vector(double *v, int nl, int nh) 
 
{ 
 free((FREE_ARG) (v+nl-NR_END)); 
} 
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double *dvector(int nl,int nh) 
 
{ 
 double *v; 
 
 v=(double *)malloc((unsigned int) ((nh-
nl+1+NR_END)*sizeof(double))); 
 if (!v) printf("allocation failure in dvector()"); 
 return v-nl+NR_END; 
} 
 
int *ivector(int nl, int nh) 
 
{ 
 int *v; 
 
 v=(int *)malloc((int) ((nh-nl+1+NR_END)*sizeof(int))); 
 if (!v) printf("allocation failure in ivector()"); 
 return v-nl+NR_END; 
} 
 
unsigned char *cvector(int nl, int nh) 
 
{ 
 unsigned char *v; 
 

v=(unsigned char *)malloc((unsigned int) ((nh-
nl+1+NR_END)*sizeof(unsigned char))); 

 if (!v) printf("allocation failure in cvector()"); 
 return v-nl+NR_END; 
 
} 
 
double **dmatrix(int nrl, int nrh, int ncl, int nch) 
 
{ 
 long i, nrow=nrh-nrl+1,ncol=nch-ncl+1; 
 double **m; 
 
  

m=(double **) malloc((unsigned 
int)((nrow+NR_END)*sizeof(double*))); 

 if (!m) printf("allocation failure 1 in matrix()"); 
 m += NR_END; 
 m -= nrl; 
 
  

m[nrl]=(double *) malloc((unsigned 
int)((nrow*ncol+NR_END)*sizeof(double))); 

 if (!m[nrl]) printf("allocation failure 2 in matrix()"); 
 m[nrl] += NR_END; 
 m[nrl] -= ncl; 
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 for(i=nrl+1;i<=nrh;i++) m[i]=m[i-1]+ncol; 
 
 return m; 
} 
 
void tridag(double a[],double b[],double c[],double r[],double 
u[],unsigned long n) 
{ 
 unsigned long j; 
    double bet,*gam; 
 
 gam=dvector(1,n); 
 if (b[1] == 0.0) printf("Error 1 in tridag"); 
 u[1]=r[1]/(bet=b[1]); 
  for (j=2;j<=n;j++) { 
  gam[j]=c[j-1]/bet; 
  bet=b[j]-a[j]*gam[j]; 
  if (bet == 0.0) printf("Error 2 in tridag"); 
  u[j]=(r[j]-a[j]*u[j-1])/bet; 
  } 
          for (j=(n-1);j>=1;j--) 
    u[j] -= gam[j+1]*u[j+1]; 
            
 free_vector(gam,1,n); 
} 
 
double psoft(double temp) 
{ 
  
 return(exp(77.34-7235.42/temp-8.20*log(temp)+0.0057*temp)); 
 
} 
 
 
void thomas(int n, double **g, double *b) 
{ 
 int i; 
 g[1][3] = -g[1][3]/g[1][2]; 
 b[1] = b[1] / g[1][2]; 
 for ( i=2; i<=n; i++) { 
  g[i][3] = -g[i][3]/(g[i][2]+g[i][1]*g[i-1][3]); 
  b[i] = ( b[i]-g[i][1]*b[i-1]) / (g[i][2]+g[i][1]*g[i-1][3]); 
 } 
 for ( i=n-1; i>=1; i--) b[i]+=g[i][3]*b[i+1];  
 return; 
} 
 
double pp(double mini, double mcond, double kelconst, double tem, 
double rsurf, int choice) 
{  
  double x,aw; 
  double pva; 
  if(choice==1) {  
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  x=3.0*MV*mini/(MSSUL*mcond); 
  aw=exp(x); 
  pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem)); 
  }else if(choice==2) { 
   
  x=mini/(mini+mcond); 
   
  aw=1.0-0.6366*x+0.8624*pow(x,2)-11.58*pow(x,3)+15.18*pow(x,4); 
  
  pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem)); 
 
  }else if (choice==3) { 
  x=mini/(mini+mcond); 
  
  aw=1.0-0.2715*x+0.3113*pow(x,2)-2.336*pow(x,3)+1.412*pow(x,4); 
  pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem)); 
  }else if (choice==0){ 
  pva=(exp(-kelconst/(tem*rsurf)))*(psoft(tem)); 
  }else if (choice==4) 
  { 
   x=mini/(mini+mcond); 
      aw=1.0-0.552*x+1.286*pow(x,2)-3.496*pow(x,3)+1.843*pow(x,4); 
      pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem)); 
  }else if (choice==5) 
  { 
   x=mini/(mini+mcond); 

aw=1.025461-1.91093*x+4.720573*pow(x,2)-
4.44043*pow(x,3)+0.491025*pow(x,4); 

   pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem)); 
  }else if (choice==6)  
  { 
   x=mini/(MNH4CL*(mini+mcond)); 

aw=0.9968-0.02611*x-0.001599*pow(x,2)+1.355E-4*pow(x,3)-2.317E-
6*pow(x,4)-1.113E-8*pow(x,5); 

   pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem)); 
 
  }else if (choice==7)  
  { 
   x=mini/(mini+mcond); 
    
   if (mini/(mini+mcond)<=0.4) 
   { 
    aw=1.0-0.00355*x+9.63E-5*x*x-2.97E-6*pow(x,3); 
   }else if (x<=0.67) 
   { 
    aw=1.557-0.0199*x-1.92E-5*x*x+1.47E-6*pow(x,3); 
  } 
   x=mini/(mini+mcond); 
   pva=aw*(exp(kelconst/(tem*rsurf)))*(psoft(tem));    
  }else  printf("Warning: Error in Double PP"); 
  
  return pva; 
  } 
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//////////////////////////////////////////////////////////////////////// 
Heat_Source.c 

//////////////////////////////////////////////////////////////////////// 

#include <stdio.h> 
#include "udf.h" 
 
extern double *d_heat; 
 
DEFINE_SOURCE(heat_source, c, t ,ds, eqn) 
{ 
 double heat_source; 
 int zone_ID = THREAD_ID(t); 
 heat_source=d_heat[22-zone_ID]*1E5; 
 return heat_source; 
} 
//////////////////////////////////////////////////////////////////////// 

Mass_Source.c 
//////////////////////////////////////////////////////////////////////// 

#include <stdio.h> 
#include "udf.h" 
extern double *d_mass; 
 
DEFINE_SOURCE(mass_source, c,t,ds,eqn) 
{ double mass_source; 
 int zone_ID = THREAD_ID(t); 
 mass_source=-d_mass[22-zone_ID]*1E5; 
 return mass_source; 
} 
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