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ABSTRACT

Simulation of Lidar Return Signals Associated with Water Clouds. (August 2009)

Jianxu Lu, B.S., University of Science and Technology of China;
M.S., Texas A&M University

Chair of Advisory Committee: Dr. Ping Yang

We revisited an empirical relationship between the integrated volume depolarization ratio, $\delta_{\text{acc}}$, and the effective multiple scattering factor, $\bar{\eta}$, on the basis of Monte Carlo simulations of spaceborne lidar backscatter associated with homogeneous water clouds. The relationship is found to be sensitive to the extinction coefficient and to the particle size. The layer integrated attenuated backscatter is also obtained. Comparisons made between the simulations and statistics derived relationships of the layer integrated depolarization ratio, $\delta_{\text{acc}}$, and the layer integrated attenuated backscatter, $\bar{\eta}$, based on the measurement by the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite show that a cloud with a large effective size or a large extinction coefficient has a relatively large integrated backscatter and a cloud with a small effective size or a large extinction coefficient has a large integrated volume depolarization ratio. The present results also show that optically thin water clouds may not obey the empirical relationship derived by Y. X. Hu. and co-authors.
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CHAPTER I

INTRODUCTION

A. Background

The radiative transfer equation is not related to quantum mechanics. However, sometimes the term “photon” is borrowed to explain the process of transfer of light in a turbid medium, particularly in the case of Monte-Carlo simulation of the transfer of radiation [1]. These photons are scattered by particles in the medium again and again before they leave the medium or get absorbed by the medium. After each scattering event, the corresponding photon will be scattered in a particular direction. The view is very different in terms of a wave, the energy of a scattered light wave will be spread over all the directions, i.e. $4\pi$ steradian. In either instance, if we set up a detector (receiver) and a source (transmitter), the photons or light wave received by the detector might have been scattered more than one time after leaving the source. For such cases, the single-scattering lidar equation, very likely, can not be used to estimate the energy received by the detector. After interacting with the medium, the returning light wave carries some information from the medium. A good understanding of the multiple-scattering process and a good estimation of the energy of the returning light will help to correctly analyze the medium and to retrieve the information. For this reason we are interested in the multiple-scattering lidar equation.

---

The journal model is Applied Optics.
Clouds are one of the most interesting turbid media. As clouds float above us everyday, they play important roles in our lives. They reflect solar radiation during the day to keep the earth’s temperature down and absorb the earth’s infrared energy at night to keep the atmosphere warm. Clouds are very important regulators of the earth’s energy budget. Their influence on us depends on their altitude, phase, optical thickness, extinction coefficient and effective particle size. Scientists have been conducting research on these influences using many methods of which lidar is one.

Experimental and theoretical research on lidar-backscatters from clouds began about 40 years ago. A comprehensive introduction of some of the researches is given in section 3.2.2 of “Elastic Lidar” by Kovalev and Eichinger [2]. The single-scattering lidar equation can be found in Collis’s work [3]. Later, the polarization related double scattering effect was studied by Liou and Schotland [4] and Eloranta [5]. A comparison between the experimental results and simulated double scattering results [6] showed large differences at a penetration depth greater than 70 meters. The effects of high order scattering has been studied by many researchers [7, 8, 9, 10, 11, 12, 13, 14, 15], and some of the multiple scattering lidar models developed were reviewed by Bissonnette et al. [16]. Sometimes, the simulated results from these models are quite different from each other under the same conditions and it is currently difficult to give an accurate interpretation of all the experimental measurements by using one physical model. However, it is concluded that the contribution of multiple scattering can not be ignored and can yield some properties like cloud phase [17] and particle size. One of the missions of the CALIPSO lidar is to measure the optical and physical
properties of clouds.

Among the attempted interpretations for experimental measurements, the simulated results achieved by Raković et al. [18, 19], showed a good agreement with the backscatter from suspended polystyrene spheres in deionized water and other measurements [20, 21, 22, 23]. Another attempt in which we are interested is the empirical relationship between multiple scattering and depolarization ratio derived from a Monte Carlo simulation of a ray tracing model [25, 26, 27]. Hu et al. [27] claimed that the relationship can be verified by the CALIPSO lidar measurements of opaque water clouds. However, the attempt was limited to the opaque water cloud and no explicit multiple-scattering lidar equation was obtained by Hu et al. Nevertheless, the relationship between simulated attenuated-backscatter and layer-integrated depolarization is not shown and the sensitivity studies on the empirical relationship are not very clear. Thus more details are needed for further research.

This thesis will present another way to derive the multiple-scattering lidar equation reported by Raković et al [19], and give an explanation of the Monte Carlo method used by Hu et al. [25]. Also, we will present the sensitivity analysis and a point of view of the CALIPSO lidar measurements of water clouds, which is different from that by Hu et al. We ignored the effect of atmospheric molecules and only considered a parallel plane cloud. The source and the detector are on the same satellite, which is 700 kms above the cloud.

In the remainder of this chapter, we will introduce some basic concepts that will be used in this thesis. In chapter two, we will present the physical model, and in chapter three, we will show the Monte-Carlo integration and model results. Chapter
four is the conclusion and a suggestion of future work.

B. Specific Intensity

The monochromatic radiant energy $dE_\lambda$ is obtained as follows [28]:

$$d^4E_\lambda = I_{\lambda,\text{specific}} \cos \Theta d\omega d\lambda dt d\Sigma,$$

(1.1)

where $I_{\lambda,\text{specific}}$, $\Theta$, $d\omega$, $\lambda$, and $t$ are monochromatic specific intensity, the angle between the normal of area $d\Sigma$ and the direction of specific intensity $I_{\lambda,\text{specific}}$, the solid angle subtended by a light source element far away with the origin at $d\Sigma$, wavelength and time, respectively. As shown in Fig. 1, let the area of a light source element be $d\sigma$, the angle between its normal and the direction of $I_{\lambda,\text{specific}}$ be $\vartheta$, the distance between source and detector be $r$ and:

$$I_{\text{specific}} = \int I_{\lambda,\text{specific}} d\lambda,$$

(1.2)

$$P_{\text{ower}} = \frac{dE}{dt}.$$  

(1.3)

Then we obtain:

$$d\omega = \frac{d\sigma \cos \vartheta}{r^2},$$

(1.4)

$$d^2P_{\text{ower}} = I_{\text{specific}} \frac{d\sigma \cos \vartheta}{r^2} d\Sigma \cos \Theta,$$

(1.5)

where Eq. (1.5) means the power received by the area element $d\Sigma$ is proportional to the specific intensity $I_{\text{specific}}$, the projection area of the light source, the projection area of the receiver and the inverse of $r^2$. 
Fig. 1. Power transmitted through two surface elements. The figure is drawn following Chandrasekhar [28].

C. Stokes Parameter and Mueller Matrix of Particle System with Spherical Symmetry

The Stokes parameters used in this thesis are defined as follows:

\[ I = \frac{1}{2} \varepsilon_0 c (E_l^* E_l + E_r E_r), \]  
\[ Q = \frac{1}{2} \varepsilon_0 c (E_l^* E_l - E_r E_r), \]  
\[ U = \frac{1}{2} \varepsilon_0 c (E_l^* E_r + E_l E_r^*), \]  
\[ V = \frac{i}{2} \varepsilon_0 c (E_l^* E_r - E_l E_r^*), \]

where \( E, c \) and \( \varepsilon_0 \) are the electric field, the speed of light and the permittivity in vacuum, respectively. \( l \) and \( r \) denote parallel and perpendicular components,
respectively. Different from the definition in many books, which are in Gaussian units, we chose multiply a factor of $\frac{1}{2}c_0c$ to make the unit of $I$ be $\text{watt/m}^2$. The factor $\frac{1}{2}$ denotes a time-averaged value. The unit of $I$ is consistent with the unit of specific intensity introduced previously, because “steradian” is not a physical unit but a ratio. The ratio is important because $r$ and $d\sigma$ usually can not be measured separately.

Let $(\vartheta_{in}, \varphi_{in})$ and lidar backscatter $(\vartheta_{sc}, \varphi_{sc})$ denote the directions of the incident ray and the scattered ray, respectively. Then the angle $\theta$ between them can be obtained by a dot product:

$$
\cos \theta = \cos \vartheta_{in} \cos \vartheta_{sc} + \sin \vartheta_{in} \sin \vartheta_{sc} \cos (\varphi_{in} - \varphi_{sc}), \quad (1.10)
$$

where $in$ and $sc$ stand for incident ray and scattered ray, respectively. For water droplets or any particles with spherical symmetry, the relationship between the Stoke parameters of the incident ray and the scattered ray in far-field can be expressed in
terms of $\theta$ [29]:

$$
\begin{pmatrix}
I \\
Q \\
U \\
V
\end{pmatrix}_{sc} = \frac{\sigma_s}{4\pi r^2} P(\theta)
\begin{pmatrix}
I \\
Q \\
U \\
V
\end{pmatrix}_{in},
$$

(1.11)

where $\sigma_s$ is the scattering (s) cross section of the scatterer, a quantity defined for the conservation of energy scattered. An absorption cross section, $\sigma_a$, is defined for energy absorbed and an extinction cross section, $\sigma_e$, is defined:

$$
\sigma_e = \sigma_a + \sigma_s.
$$

(1.13)

The Stokes parameters of incident and scattered ray are referred to the scattering plane, which is determined by incident ray and scattered ray. However, sometimes we prefer Stokes parameters being referred to their own meridian plane as shown in Fig. 2 [28]. We write the Mueller matrix in terms of $(\varphi_{in}, \varphi_{sc}, \vartheta_{in}, \vartheta_{sc})$ [28]:

$$
P(\varphi_{in}, \varphi_{sc}, \vartheta_{in}, \vartheta_{sc}) = L(-i_2)P(\Theta)L(-i_1),
$$

(1.14)
where $L(\phi)$ is for rotation operator for Stoke parameter ($I, Q, U, V$) [30]:

$$
L(\phi) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos 2\phi & \sin 2\phi & 0 \\
0 & -\sin 2\phi & \cos 2\phi & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
$$

where $\phi$ is an angle. $i_1$ is the angle between the meridian plane of incident ray and scattering plane while $i_2$ is the angle between the meridian plane of scattered ray and scattering plane:

$$
\cos \vartheta_{sc} = \cos \theta_{sc} \cos \vartheta_{in} + \sin \theta_{sc} \sin \vartheta_{in} \cos(i_1),
$$

$$
\cos \vartheta_{in} = \cos \theta \cos \vartheta_{sc} + \sin \theta \sin \vartheta_{sc} \cos(i_2),
$$

The rotation, $L(\phi)$, will be performed counter-clockwise from the meridian plane of incident ray to scattering plane and then from scattering plane to the meridian plane of scattered ray [31]. For the cases of water clouds, we obtain [32]:

$$
P(\vartheta_{in}, \varphi_{in}, \vartheta_{sc}, \varphi_{sc})
= \begin{pmatrix}
P_{11} & P_{12}C_1 & -P_{12}S_1 & 0 \\
P_{21}C_2 & P_{22}C_1C_2 - P_{33}S_1S_2 & -P_{22}S_1C_2 - P_{33}C_1S_2 & -P_{34}S_2 \\
P_{21}S_2 & P_{22}C_1S_2 + P_{33}S_1C_2 & -P_{22}S_1S_2 + P_{33}C_1C_2 & P_{34}C_2 \\
0 & P_{43}S_1 & P_{43}C_1 & P_{44}
\end{pmatrix},
$$

(1.18)
Fig. 2. Directions of the incident ray and the scattered ray in the same coordinate. The figure is drawn following Chandrasekhar [28].
where

\[ C_1 = \cos 2i_1, \ S_1 = \sin 2i_1, \]  
\[ C_2 = \cos 2i_2, \ S_2 = \sin 2i_2. \]  

(1.19)  
(1.20)

For cases other than spherical particles, the phase matrix is:

\[ P(\vartheta_{\text{in}}, \varphi_{\text{in}}, \vartheta_{\text{sc}}, \varphi_{\text{sc}}) = \begin{pmatrix} P_{11} & P_{12} & P_{13} & P_{14} \\ P_{21} & P_{22} & P_{23} & P_{24} \\ P_{31} & P_{32} & P_{33} & P_{34} \\ P_{41} & P_{42} & P_{43} & P_{44} \end{pmatrix}, \]  
(1.21)

The technical details of calculating Mueller matrix, \( P(\theta, \phi) \), is beyond the scope of this thesis, and may be found in van de Hulst [33].

D. Examples of Monte Carlo Integration

Multidimensional definite integrals are always involved with the multiple scattering problem. Because numerical methods for such integrals are extremely time consuming if we follow the usual algorithms which evaluate the integrand on a regular grid, randomly chosen points are used in the Monte Carlo integration. For convenience, we give an example of a one-dimensional-integral. For usual algorithms, we have

\[ \int_a^b f(x)dx \simeq \sum_{i=1}^{i=N} f(x_i)\Delta x, \]  
(1.22)

\[ \Delta x = \frac{b - a}{N}, \]  
(1.23)

\[ x_i = a + (i - 1/2)\Delta x. \]  
(1.24)
In the Monte Carlo integration, a series of randomly generated \( x'_i \) are used to replace \( x_i \) in Eq. (1.22)-(1.24). Assume \( \xi_i \) are random numbers between 0 and 1:

\[
\int_a^b f(x) dx \simeq \sum_{i=1}^{i=N} f(x'_i) \frac{b-a}{N},
\]

(1.25)

\[
x'_i = a + (b - a)\xi_i.
\]

(1.26)

To study multiple-scattering lidar returns, the following two integrals were frequently used and evaluated by the Monte-Carlo method [19]:

\[
P_{\text{cumu}}(\theta) = \frac{1}{2} \int_0^\theta P_{11}(\theta') \sin \theta' d\theta' = -\frac{1}{2} \int_0^\theta P_{11}(\theta') d\cos \theta' = \int_0^{\theta'} dP_{\text{cumu}}(\theta'),
\]

(1.27)

with \( \theta \in (0, \pi) \) and \( P_{\text{cumu}}(\pi) = 1 \);

\[
W(x) = \int_0^x e^{-x'} dx' = -\int_0^x de^{-x'} = 1 - e^{-x},
\]

(1.28)

with \( x \in (0, \infty) \) and \( W(\infty) = 1 \).

\( P_{\text{cumu}}(\theta) \) and \( W(x) \) are sampled by two random number generators, then \( \theta \) and \( x \) can be retrieved by using Eq. (1.27) and (1.28). When the Mueller matrix is involved,
importance sampling is adopted:

\[
\int_0^\theta \begin{pmatrix}
P_{11} & P_{12} & 0 & 0 \\
 P_{21} & P_{22} & 0 & 0 \\
 0 & 0 & P_{33} & P_{34} \\
 0 & 0 & P_{43} & P_{44}
\end{pmatrix}
\sin \theta' d\theta'
\]

\[
= \int_0^\theta \begin{pmatrix}
1 & P_{12}/P_{11} & 0 & 0 \\
 P_{21}/P_{11} & P_{22}/P_{11} & 0 & 0 \\
 0 & 0 & P_{33}/P_{11} & P_{34}/P_{11} \\
 0 & 0 & P_{43}/P_{11} & P_{44}/P_{11}
\end{pmatrix}
dP_{\text{cumu}}(\theta').
\]

(1.29)

Fig. 3 is an example of \( P_{\text{cumu}}(\theta) \). Readers may refer to Weinzierl [34] for detailed discussions of Monte-Carlo Integration.
Fig. 3. Accumulative probability for a water cloud with $r_{\text{eff}} = 8.0\mu m$, $v_{\text{eff}} = 0.1$ and $\lambda = 0.532\mu m$. 
CHAPTER II

PHYSICAL MODEL

A. The Multiple Scattering Lidar Equation

Although there have been a number of models developed in the past 40 years, we chose the physical model based on the works of Rakovi and Kattawar [18, 19] and Hu et al. [25]. In this section, we will derive the model in an easier and different way.

Fig. 4 shows the first three-order-scattering of a ray, which can be explained in terms of photon tracing. The terms $I_n$, $m_n$, $r_n$, and $n$ represent the intensity, (watt/m$^2$) the scattering position, the distance from $m_{n-1}$ to $m_n$, and the order number, respectively. Two kinds of coordinate systems are involved, namely translational Cartesian coordinates $(x'_n, y'_n, z'_n)$ and scattering Cartesian coordinates $(x_n, y_n, z_n)$. When $n$ is equal to 1 or 2, the two coordinates coincide, all the translational Cartesian coordinates, which are not shown, are parallel to each other with the origin moving from one scattering position to another. In the scattering Cartesian coordinate, $z_n$ is always along $I_{n-1}$, and the plane $x_n m_{n-1} z_n$ coincides with the meridian plane of $I_{n-1}$ in the translational Cartesian coordinate. As is well known, the transformation between these two coordinates can be performed by three properly chosen Euler angles and the matrixes performing these operations are unitary; thus,

$$dx_n dy_n dz_n = dx'_n dy'_n dz'_n. \tag{2.1}$$
Because the phase matrix is calculated in terms of the scattering angle in the scattering plane, we will use spherical coordinates:

\[
\begin{align*}
    x_n &= r_n \sin \theta_n' \cos \phi_n', \\
    y_n &= r_n \sin \theta_n' \sin \phi_n', \\
    z_n &= r_n \cos \theta_n', \\
    x_n' &= r_n \sin \vartheta_n' \cos \varphi_n', \\
    y_n' &= r_n \sin \vartheta_n' \sin \varphi_n', \\
    z_n' &= r_n \cos \vartheta_n'.
\end{align*}
\]

(2.2) (2.3) (2.4) (2.5) (2.6) (2.7)

Let \((\vartheta_n, \varphi_n)\) and \((\theta_n, \phi_n)\) be the directions of \(I_n\) in its own translational coordinate and its scattering coordinate, respectively. The relationship between \((\vartheta_n, \varphi_n)\) and \((\theta_n, \phi_n)\) is known as:

\[
\begin{align*}
    \cos \theta_n &= \cos \vartheta_n \cos \vartheta_{n-1} + \sin \vartheta_n \sin \vartheta_{n-1} \cos(\varphi_n - \varphi_{n-1}), \\
    \cos \vartheta_n &= \cos \theta_n \cos \vartheta_{n-1} + \sin \theta_n \sin \vartheta_{n-1} \cos(i_{1(n)}), \\
    \cos \vartheta_{n-1} &= \cos \theta_n \cos \vartheta_n + \sin \theta_n \sin \vartheta_n \cos(i_{2(n)}),
\end{align*}
\]

(2.8) (2.9) (2.10)

with the result:

\[
i_{1(n)} = \varphi_n.
\]

(2.11)

\(i_{1(n)}\) and \(i_{2(n)}\) are the same as \(i_1\) and \(i_2\) mentioned previously.

Assuming the medium is macroscopically uniform, we can use the same phase
Fig. 4. Geometry of the first three order scatterings (flipped with the satellite at bottom). $I'_3$, $I'_4$ and $\theta'_4$ are for $I_3$, $I_4$ and $\theta_4$, respectively, when the origin of translational coordinate moves to $m_2$. 
matrix at each scattering position. Microscopically, each position contains a number of small particles and has spherical symmetry, thus a Gamma distribution is needed. To understand these assumptions, some words from section 17 of [28] will be helpful:

“...we must first inquire how an element of volume containing a large number of particles, as distinct from a single particle, will scatter light. The question at issue here is whether the light scattered by different particles in a small element of volume can be considered independent or not. While a rigorous examination of this equation requires some careful consideration, it is nevertheless, fairly evident that if the scattering centres are distributed in a perfect random fashion (as in a gas obeying Maxwell’s law) there would be no permanent correlations in the phases of light scattered by different particles. And if this is the case, the light scattered by the different particles will indeed be independent and we can add the Stokes parameters. ...”

Thus, Eq. (1.11) is not only good for calculating the far zone radiation of a single particle, but also can be used when a number of particles are present. The scattering cross section $\sigma$ is not just for a single particle but for a number of particles included in a small volume $dV$:

$$\sigma = \beta_s dV = \beta_s r^2 \sin \theta dr d\theta d\phi,$$

(2.12)

where $\beta_s$ is scattering coefficient, or in other words, the total scattering cross section per unit volume. Its relationships with extinction coefficient, $\beta_e$, absorption
coefficient, $\beta_a$, and single scattering albedo, $\omega_s$ are known as:

$$\beta_e = \beta_s + \beta_a,$$

$$\omega_s = \frac{\beta_s}{\beta_e}.$$  \hspace{1cm} (2.13) \hspace{1cm} (2.14)

Thus we obtain:

$$\begin{pmatrix}
{dI} \\
{dQ} \\
{dU} \\
{dV}
\end{pmatrix}_{sc} = \frac{\beta_e \omega_s r_{in}^2 \sin \theta d r_{in} d\theta d\phi}{4\pi r_{sc}^2} P(\theta, \phi) \begin{pmatrix}
I \\
Q \\
U \\
V
\end{pmatrix}_{in}.$$ \hspace{1cm} (2.15)

Instead of making $r_{in}$ and $r_{sc}$ equal in Eq. (2.15), $r_{in}$ is the distance from the previous scattering cross section element. Since the Mueller matrix is defined by far field radiation, we should be cautious when we deal with a small $r$, which leads to a singularity in Eq. (2.15).

The dependence on $1/r^2$ can also be found in Eq. (2.15) as we did in Eq. (1.5). The similarity with Eq. (1.5) could be found when we define the projected area $dS_1$ and $dS_2$:

$$dS_1 = d\sigma \cos \vartheta,$$

$$dS_2 = d\Sigma \cos \Theta,$$

$$I' = \frac{dP_{over}}{dS_2},$$ \hspace{1cm} (2.16) \hspace{1cm} (2.17) \hspace{1cm} (2.18)
then Eq. (1.5) becomes:

\[ dI' = \frac{dS_1}{r^2} I_{\text{specific}} \]  

(2.19)

However, the scattered light in a medium will suffer attenuation due to more scatterings. The intensity of transmitted ray is approximated by the Beer-Bouguer-Lambert Law:

\[ dI(r) = -\beta_e I(0) e^{-\beta_e r} dr = -\beta_e I(r) dr. \]  

(2.20)

The scattered intensity between \( r \) and \( r + dr \) is proportional to the extinction coefficient, \( \beta_e \), the average intensity and the increment, \( dr \). The scattered intensity, \( dI(r) \), will spread over \( 4\pi \) steradian solid angle as described in Eq. (2.15). A combination of Eq. (2.15) and Eq. (2.20) gives:

\[
\begin{pmatrix}
    dI_{n+1} \\
    dQ_{n+1} \\
    dU_{n+1} \\
    dV_{n+1}
\end{pmatrix}
_{r_{n+1}}

= \frac{e^{-\beta_e r_{n+1}} r_n^2 \sin \theta_n d\theta_n d\phi_n P(\theta_{n+1}, \phi_{n+1})}{r_{n+1}^2} \frac{d\omega_s}{4\pi}

\begin{pmatrix}
    I_n \\
    Q_n \\
    U_n \\
    V_n
\end{pmatrix}
_{r_n}

\beta_e \omega_s dr_n \]  

(2.21)

\[
= \frac{\beta_e \omega_s dV_n P(\theta_{n+1}, \phi_{n+1})}{r_{n+1}^2} \frac{d\omega_s}{4\pi}

\begin{pmatrix}
    I_n \\
    Q_n \\
    U_n \\
    V_n
\end{pmatrix}
_{r_n}

e^{-\beta_e r_{n+1}}. \]  

(2.22)

Since \((\theta_{n+1}, \phi_{n+1})\) can be expressed in terms of \((\vartheta_{n+1}, \varphi_{n+1}, \vartheta_n, \varphi_n)\), Eq. (2.21)
can be written as:

\[
\begin{pmatrix}
  dI_{n+1} \\
  dQ_{n+1} \\
  dU_{n+1} \\
  dV_{n+1}
\end{pmatrix}_{r_{n+1}} = \frac{\beta_i \omega_i dV_i}{r_{n+1}^2} \frac{P(\varphi_{n+1}, \varphi_n, \vartheta_n)}{4\pi} \begin{pmatrix}
  I_n \\
  Q_n \\
  U_n \\
  V_n
\end{pmatrix} e^{-\beta_e r_{n+1}}. \tag{2.23}
\]

For convenience, let \( \vec{I}_n \) denote \((I_n, Q_n, U_n, V_n)\), then we obtain the \( m \)th order Stoke parameter:

\[
\vec{I}_{m+1}(\varphi_{m+1}, \varphi_{m+1}) = \frac{\beta_e^m \omega_{s+m}^m}{(4\pi)^m r_{n+1}^{2m+1}} \int_m \cdots \int_1 \left( \prod_{n=2}^{n=m} P(\varphi_{n+1}, \varphi_n, \vartheta_n) \right) \\
\times P(\varphi_2, \varphi_2, \vartheta_1, \varphi_1) e^{-\beta_e \left( \sum_{n=2}^{n=m} r_n \right)} \vec{I}_1 \left( \prod_{n=2}^{n=m} \frac{dV_n}{r_{n+1}^2} \right) dV_1. \tag{2.24}
\]

However, this is just a part of the contribution to the total power. As shown in Fig. 5, the power received at point \( E \) is a sum of the power of different scattering order from all directions. Assume the area of the receiver is \( A \), and let \( \gamma_i \) (\( i = 1, 2, 3, \cdots, N \)) denote the angles between the normal of \( A \) and the direction of those incoming intensities \( I^i \), then we obtain:

\[
P_{\text{power}} = \sum_{i=1}^{N} I^i A \cos \gamma_i. \tag{2.25}
\]

Because each Stokes parameter is referred to a certain plane through its direction of propagation, the sum, as we did in Eq. (2.25), can only be performed when all the Stokes parameters of incoming intensities are referred to the same plane. For convenience, this plane, in the translational coordinate defined previously, is chosen
to be a plane that is parallel to the plane $x_2m_1z_2$, which also is the reference plane of initial ray. A rotation $L(\phi)$, Eq. (1.15), should be performed on the incoming Stokes parameter, where $\phi$ is the angle rotated and we obtain:

$$\vec{I}_{tot} = \sum_{i=1}^{N} L(\phi^i) \vec{I}_i A \cos \gamma_i.$$  

(2.26)

However, Eq. (2.26) is only good for a steady light source while we are dealing with a pulsed laser, emitting a pulse with pulse length 20 nsec and repetition rate 20.16 Hz. So energy (photons is not accurate but it is a convention) that arrives at the receiver at the same time should be summed. As we can see in Eq. (2.24) and Fig. 4, the path of each ray is uniquely recorded by a series of $(r_n, \vartheta_n, \varphi_n)$, thus the time used from leaving the laser to returning to the receiver can be calculated. Moreover,
the laser is stationed on a satellite, about 700 kms above the earth’s surface, and has a field of view (FOV) of 130 \( \mu \text{rad} \) and a footprint of 100 \( \mu \text{rad} \). We assume the angles \( \gamma_i \), which are between directions of returning rays and the normal of the receiver, and the polar angle of initial ray to be zero.

\[
\vartheta_1 = 0, \quad (2.27)
\]

\[
\vartheta_{m+1} = \pi, \quad (2.28)
\]

which leads to:

\[
\varphi_1 = \varphi_2, \quad (2.29)
\]

\[
\varphi_{m+1} = \varphi_m, \quad (2.30)
\]

\[
\varphi_2 = \phi_2 = i_{1(2)}, \quad (2.31)
\]

\[
\vartheta_2 = \theta_2, \quad (2.32)
\]

\[
\theta_{m+1} = \pi - \vartheta_m \quad (2.33)
\]

As mentioned previously, Stokes parameters of emitted ray and returning ray are referred to the plane \( x_2m_1z_2 \), and we need a rotation matrix, \( L(-\phi_i) \), for the emitted ray and another rotation matrix \( L(-\phi_f) \) for the returning ray. Notice that when the returning ray is inverted, we obtain:

\[
\phi_i = \varphi_2, \quad (2.34)
\]

\[
\phi_f = \varphi_{m+1}. \quad (2.35)
\]

Assume there is a parallel plane cloud just above the earth’s surface and there
is nothing else between the cloud and the satellite. Then only energy contributions from scattering events which happened in the cloud and in the FOV can be detected by the receiver:

\[
0 < \sum_{n=1}^{n=m} z_n' < L, \tag{2.36}
\]

\[
\sqrt{\left(\sum_{n=1}^{n=m} x_n'\right)^2 + \left(\sum_{n=1}^{n=m} y_n'\right)^2} < \frac{700\text{km} \times 130\mu\text{rad}}{2}, \tag{2.37}
\]

where \(L\) is the thickness of the cloud. Furthermore, if \(I_{m+1}\) is the intensity of the ray returning to the receiver, the optical depth, \(\beta_e r_{m+1}\), should be modified by:

\[
\tau_{bk} = \beta_e \left| \sum_{n=1}^{m} z_n' (\vartheta_n, \varphi_n) \right|, \tag{2.38}
\]

where “bk” stands for coming back. Then for a single returning ray, we obtain:

\[
\int d\Omega_{bk} r_{bk}^2 d\Omega \tilde{I}_m (\varphi_f) \tilde{I}_{m+1}
= \frac{\beta_e^m A}{(4\pi)^m r_{bk}^2} \int_{m}^{n=m} \int_{n=1}^{L} (-\varphi_{m+1}) P(\vartheta_{m+1} = \pi, \varphi_{m+1} = \varphi_m, \vartheta_m, \varphi_m)
\times \left( \prod_{n=3}^{m} P(\vartheta_n, \varphi_n, \vartheta_{n-1}, \varphi_{n-1}) \right) P(\vartheta_2, \varphi_2, \vartheta_1 = 0, \varphi_1 = \varphi_2)
\times e^{-\tau_{bk} - \beta_e \sum_{n=2}^{m} r_n} L(-\varphi_1) \tilde{I}_1 \left( \prod_{n=2}^{n=m} \frac{dV_n}{r_n^2} \right) dV_1 \tag{2.39}
\]

where \(r_{bk} = r_{m+1} \simeq 700\) km. Symmetry can be found between emitted ray and returning ray in Eq. (2.39).
B. The Source Term

However, we haven’t determined $\tilde{I}_1$ yet. For convenience, we adopt a normalized delta function ray in a cylindrical coordinate. The intensity will be attenuated by cloud according to the Beer-Bouguer-Lambert Law:

$$\tilde{I}_1 = \tilde{I}_0 e^{-\beta z_1} = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} \frac{\delta(\rho_1)}{\pi \rho_1} e^{-\beta \rho_1 z_1},$$  \hspace{1cm} (2.40)

where $(\rho_1, \phi_1, z_1)$ are for the cylindrical coordinates and the Stokes parameter is referred to the plane $x_2m_1z_2$. We can use delta functions:

$$\tilde{I}_1 = \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix} \times \begin{cases} \frac{1}{\pi R^2} e^{-\beta \rho_1 z_1} \text{ if } 0 \leq \rho_1 \leq R \\ 0 \text{ if } \rho_1 > R \end{cases}; \hspace{1cm} (2.41)$$

or Gaussian distribution:

$$\tilde{I}_1 = \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix} \times \begin{cases} e^{-\rho_1^2/\alpha^2 - \beta \rho_1 z_1}/[\pi \alpha^2 (1 - e^{-R^2/\alpha^2})] \text{ if } 0 \leq \rho_1 \leq R \\ 0 \text{ if } \rho_1 > R \end{cases}; \hspace{1cm} (2.42)$$
or angle distribution in a spherical coordinate as Bissonnette [14]:

\[
\tilde{I}_1 \approx \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} \times \begin{cases} e^{-\vartheta_1^2/\alpha^2 - \beta \varphi_1 r_1} \left[ \pi \alpha^2 (1 - e^{-\vartheta_0^2/\alpha^2}) \right] & \text{if } 0 \leq \vartheta_1 \leq \vartheta_0 \ll 1 \\ 0 & \text{if } \vartheta_1 > \vartheta_0 \end{cases}, \tag{2.43}
\]

where \( R \) and \( \vartheta_0 \) are used to confine the range, which should be determined by the FOV; and \( \alpha \) is a positive constant which is used to control the standard deviation of the Gaussian distribution. When the angle \( \vartheta \) is small, the difference between \( z_1 \) and \( r_1 \) is very limited.

1. Reduction to 1st order and 2nd order

Thus for the case of a water cloud, we obtain:

\[
\int d\Omega_{bk} r_{bk}^2 d\Omega_{bk} L(-\phi_f) \tilde{I}_{m+1}
\]

\[
\approx \frac{\beta_m^2 A}{(4\pi)^m r_{bk}^2} \int_m \ldots \int_1 L(-\varphi_{m+1}) \left( \prod_{n=3}^{n=m+1} L(-i_{2(n)}) P(\theta_n) L(-i_{1(n)}) \right)
\]

\[
\times P(\theta_2) e^{-\tau_{bk} - \beta e \frac{m}{n=2} r_n + z_1} L(-\phi_2) \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} \delta(\rho_1) \left( \prod_{n=2}^{n=m} \frac{dV_n}{\rho^2_n} \right) dV_1, \tag{2.44}
\]

where we have changed \( L(-i_{2(2)}) P(\theta_2) L(-i_{1(2)}) \) to \( P(\theta_2) \). That is because \( \tilde{I}_1 \) is always along \( z \) axis. In such cases, \( i_{1(n)} \) and \( i_{2(n)} \) are either 0 or \( \pi \), which leads to \( P(\theta_2) \).
The power contribution from 1st order scattering (single scattering) is:

\[
\int_{d\Omega_{bk}} r_{bk}^2 d\Omega_{bk} L(-\phi_f) \vec{I}_2
\]

\[
= \int_{d\Omega_{bk}} r_{bk}^2 d\Omega_{bk} \int_{V_1} \beta_s dV_1 L(-\phi_f) L(-i_{2(2)}) \frac{P(\theta_2) L(-\phi_2)}{4\pi r_2^2} e^{-\beta_s \tau_{bk}} \vec{I}_0(\rho_1, \phi_1, z = 0) e^{-\beta_z_1}
\]

\[
= \int_{d\Omega_2} L(-\phi_2) \frac{P(\theta_2) L(-\phi_2)}{4\pi} d\Omega_2 \int_{V_1} \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \end{array} \right) \frac{\delta(\rho_1)}{\pi \rho_1} e^{-2\beta_z_1} \beta_s dV_1,
\]

(2.45)

where \( \tau_{bk} \) is equal to \( \beta_z_1 \) according to Eq. (2.38). Notice that \( L(-\phi_2)P(\theta_2)L(-\phi_2) \) is similar to Eq. (1.18) and from the integral:

\[
\int_0^{2\pi} \cos^2 2\phi_2 d\phi_2 = \pi,
\]

(2.46)

\[
\int_0^{2\pi} \sin^2 2\phi_2 d\phi_2 = \pi,
\]

(2.47)

we obtain:

\[
\int_{d\Omega_2} L(-\phi_2) \frac{P(\theta_2) L(-\phi_2)}{4\pi} d\Omega_2
\]

\[
= \frac{2\pi}{4\pi} \int_{d\theta_2} \left( \begin{array}{cccc} P_{11}(\theta) & 0 & 0 & 0 \\ 0 & P_{22}(\theta) - P_{33}(\theta) & 0 & 0 \\ 0 & 0 & -\frac{1}{2}(P_{22}(\theta) - P_{33}(\theta)) & 0 \\ 0 & 0 & 0 & P_{44}(\theta) \end{array} \right) d\theta_2
\]

\[
\simeq \frac{A}{4\pi r_{bk}^2} \left( \begin{array}{cccc} P_{11}(\pi) & 0 & 0 & 0 \\ 0 & P_{11}(\pi) & 0 & 0 \\ 0 & 0 & -P_{11}(\pi) & 0 \\ 0 & 0 & 0 & P_{44}(\pi) \end{array} \right).
\]

(2.48)

Then the power contribution from single scattering is:

\[
\int_{d\Omega_{bk}} r_{bk}^2 d\Omega_{bk} L(-\phi_f) \vec{I}_2 = \int_{z_1} \frac{AP_{11}(\pi)}{4\pi r_{bk}^2} \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) e^{-2\beta_z_1} \beta_s dz_1.
\]

(2.49)
With the same method, the power contribution from doubly scattering is:

\[
\int_{d\Omega_{bk}} r_{bk}^2 d\Omega_{bk} L(-\phi_f) \vec{I}_3 \\
\simeq \int d\Omega_{back} L(-\phi_2) r_3^2 \int \int L(-i_{2(3)}) \frac{P_3(\theta_3)}{4\pi r_3^2} L(-i_{1(3)}) L(-i_{2(3)}) \frac{P_2(\theta_2)}{4\pi r_2^2} L(-i_{1(2)}) \\
\times e^{-\beta e (r_3 + r_2 + z_1)} L(-\phi_2) \beta_s^2 dV_2 dV_1.
\] (2.50)

From Eq (2.27)-(2.30):

\[
\varphi_3 = \varphi_2 = \varphi_1, \quad (2.51)
\]
\[
\vartheta_1 = 0, \quad (2.52)
\]
\[
\vartheta_3 = \pi. \quad (2.53)
\]

Inserting Eq. (2.51)-(2.53) into Eq (2.8) leads to:

\[
\cos \theta_2 = \cos \vartheta_2, \quad (2.54)
\]
\[
\cos \theta_3 = -\cos \vartheta_2, \quad (2.55)
\]

from which we obtain:

\[
\theta_2 = \vartheta_2 = \pi - \theta_3. \quad (2.56)
\]
With Eq. (2.9) and (2.10), we obtain:

\[
\lim_{\vartheta_1 \to 0} \cos i_{1(2)} = \lim_{\vartheta_1 \to 0} \frac{\cos \vartheta_2 - \cos \theta_2 \cos \vartheta_1}{\sin \theta_2 \sin \vartheta_1} = \lim_{\vartheta_1 \to 0} \frac{2 \cos \theta_2 \sin^2 \frac{\vartheta_1}{2}}{2 \sin \theta_2 \cos \frac{\vartheta_1}{2} \cos \frac{\vartheta_1}{2}} = 0, \quad (2.57)
\]

\[
\cos i_{2(2)} = 1, \quad (2.58)
\]

\[
\cos i_{1(3)} = 1, \quad (2.59)
\]

\[
\lim_{\vartheta_3 \to \pi} \cos i_{2(3)} = \lim_{\vartheta_3 \to \pi} \frac{\cos \vartheta_2 - \cos \theta_3 \cos \vartheta_3}{\sin \theta_3 \sin \vartheta_3} = 0. \quad (2.60)
\]

Inserting Eq. (2.51)-(2.60) into Eq. (2.50), we obtain:

\[
\int_{d\Omega_{bh}} \rho_{*}^2 d\Omega_{bh} L(-\phi_f) \bar{r}_3 \\
\simeq \int_{d\Omega_{bh}} \frac{\beta_s^2}{4\pi} \int \frac{L(-\phi_2)P_3(\pi - \theta_2)P_2(\theta_2)L(-\phi_2)}{4\pi} e^{-\tau_{bh} - \beta_s r_2} dr_2 d\Omega_2 \\
\times \int e^{-\beta_s z_1} \bar{I}_0 dV_1 \\
\simeq \frac{\beta_s^2 A}{4\pi r_3^2} \frac{1}{4\pi} \int \int L(-\phi_2) \begin{pmatrix} f_{11} & f_{12} & 0 & 0 \\ f_{12} & f_{11} & 0 & 0 \\ 0 & 0 & -f_{34} & f_{33} \\ 0 & 0 & f_{34} & f_{33} \end{pmatrix} L(-\phi_2) e^{-\beta_s r_2 (1 + \cos \theta_2)} dr_2 d\Omega_2 \\
\times \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} \int_{z_1} e^{-2\beta_s z_1} dz_1
\]
= \frac{\beta^2 A}{4\pi r_2^2} \int \int \left( \begin{array}{ccc} f_{11} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & f_{33} \end{array} \right) e^{-\beta r_2(1+\cos \theta_2)} \sin \theta_2 dr_2 d\theta_2 \\
\times \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) \int_{z_1} e^{-2\beta z_1} dz_1 \\
= \frac{\beta^2 A}{4\pi r_2^2} \int \int \left( \begin{array}{c} f_{11} \\ 0 \\ f_{33} \end{array} \right) e^{-\beta r_2(1+\cos \theta_2)} \sin \theta_2 dr_2 d\theta_2 \int_{z_1} e^{-2\beta z_1} dz_1, \quad (2.61)

where

\begin{align*}
    f_{11} &= P_{11}(\pi - \theta_2)P_{11}(\theta_2) + P_{12}(\pi - \theta_2)P_{12}(\theta_2), \\
    f_{12} &= P_{12}(\pi - \theta_2)P_{11}(\theta_2) + P_{11}(\pi - \theta_2)P_{12}(\theta_2), \\
    f_{33} &= P_{33}(\pi - \theta_2)P_{33}(\theta_2) - P_{34}(\pi - \theta_2)P_{34}(\theta_2), \\
    f_{34} &= P_{34}(\pi - \theta_2)P_{33}(\theta_2) + P_{33}(\pi - \theta_2)P_{34}(\theta_2). \quad (2.62)
\end{align*}

We find Eq.(2.61) is exactly the same as work done by Raković and Kattawar [18] but with a different approach. Eq.(2.61) is also similar to the Eq. (4.64) in [5].
CHAPTER III

MONTE CARLO INTEGRATION AND MODEL RESULTS

A. Algorithm

Because the lidar backscatter is time dependent, there is no way to obtain the contributions from Eq. (2.44) and the second order term (2.61) analytically. Not to mention high order terms, it is very time-consuming even for the second order term if we use a regular grid to evaluate the integral. The Monte Carlo method, which randomly chooses the grid, is adopted. When considering the volume elements, they can be written in terms of four groups of variables:

\[ dV_n = r_n^2 \sin \theta d \theta d \phi = r_n^2 \sin \vartheta d \vartheta d \varphi = dx_n dy_n dz_n = dx'_n dy'_n dz'_n \]  \hspace{1cm} (3.1)

Theoretically, we can sample any group of them, \((r_n, \theta_n, \phi_n), (r_n, \vartheta_n, \varphi_n), (x_n, y_n, z_n)\), or \((x'_n, y'_n, z'_n)\), to evaluate the integral. Generally, it is suggested that any integral that can be integrated should be done before the sampling. This will help accelerate the process and get a good expectation value. Eq. (1.27)-(1.29) are used, and we
sample \((W(r_n), P_{cumu}(\theta_n), \phi_n)\) instead of these four groups of variables:

\[
\int_{\Omega_{bk}} r_n^2 d\Omega_{bk} L(-\phi_f) I_{m+1} \approx \frac{\omega_m^m A}{4\pi r_{bk}^2} \int_m \ldots \int_1 L(-\varphi_m) P(\pi - \varphi_m) \left( \prod_{n=3}^{n=m} L(-i_{2(n)}) \frac{P(\theta_n)}{P_{11}(\theta_n)} L(-i_{1(n)}) \right) \\
\times \frac{P(\theta_2)}{P_{11}(\theta_2)} e^{-\tau_{bk}} L(-\phi_2) \left( \begin{array}{c} 1 \\ 1 \\ 0 \\ 0 \end{array} \right) \left( \prod_{n=2}^{n=m} \frac{dP_{cumu}(\theta_n)dW(r_n)d\phi_n}{2\pi} \right) e^{-\beta z_1}, \quad (3.2)
\]

The main algorithm can be expressed by Fig. 6. \((\vartheta_1, \varphi_1)\) and \((\vartheta_{m+1}, \varphi_{m+1})\) are predetermined for the \(m\)th order contribution (see Eq. (2.27)-(2.35)). After \((r_n, \theta_n, \phi_n)\) are sampled, other variables like \((\vartheta_n, \varphi_n), i_{1(n)}, i_{2(n)}, x'_n, y'_n, \) and \(z'_n\) can be obtained by Eq. (2.8)-(2.9) as we did for the second order scattering. The phase matrix \(P(\theta_n)\) is determined by \(\theta_n\) and a pre-calculated phase matrix look up table Fig. 7. Inserting these quantities back into Eq. (3.2) and omitting \(\frac{A}{4\pi r_{bk}^2}\), we obtain the power contribution from \((m + 1)\)th order scattering.

Generally, this process is explained in terms of photons. The path for each photon is recorded by \((x'_n, y'_n, z'_n)\) and an integer is assigned by using a predetermined step length, \(\Delta s\), to denote the range of the path length. The power contributions from photons having the same scattering order and range number will be added together. Notice that the last phase matrix \(P(\pi - \varphi_m)\) can not be reduced by an importance sampling! This method has the same problem as one may find in the discrete ordinated method when the forward peak of \(P_{11}(\theta)\) is too large, which is
Fig. 6. Main algorithm.
generally approximated by $\delta$ approximation or Gaussian distribution [35, 36].

Phase matrixes are calculated by using codes introduced in [37, 38] with Gamma size distribution [39]:

$$n(r) = n_0 r^{(1-3v_{eff})/v_{eff}} e^{-r/r_{eff}v_{eff}}, \quad (3.3)$$

$$N = \int_0^\infty n(r)dr, \quad (3.4)$$

$$\beta_{s,a} = \int_0^\infty n(r)\sigma_{s,a}(r)dr. \quad (3.5)$$

The most commonly used unit for $n(r)$ is $cm^{-3} \mu m^{-1}$ with $N$ denoting the number of particles per $cm^3$. For simplicity, the effective variance $v_{eff}$ is set to 0.1 in calculation. The wavelength of the CALIPSO lidar is 532 nm. The refractive indice of water and ice at this wavelength are $1.33712 + i1.818 \times 10^{-9}$ [40] and $1.31167 + i1.4898 \times 10^{-9}$ [41], respectively.

Fig. 7 is the phase matrices of water cloud droplets with different effective radii:

$$P_{ij}(\theta)' = \frac{\int_0^\infty P_{ij}(\theta, r)Q_e(r)\pi r^2n(r)dr}{\int_0^\infty Q_e(r)\pi r^2n(r)dr}, \quad (3.6)$$

$$Q_e = \frac{\sigma_e}{\pi r^2}, \quad (3.7)$$

where $Q_e$ and $\sigma_e$ are extinction coefficient and extinction cross section, respectively.

B. Model Results

We tested the code by attempting to create the pattern shown by Raković and Kattawar [18] under the conditions of CALIPSO lidar. We assumed a parallel plane water cloud with a thickness of 1 km. The satellite, which has a field of view of
Fig. 7. Number distribution averaged phase matrices of water cloud droplets of different effective radii.
130 µrad, is 700 kms above the cloud. Patterns from different situations can be found in other papers [20, 21, 22, 23, 24]. Fig. 8 is the pattern simulated, at an optical depth of 1 in the cloud, when a delta function ray is used. Layer integrated signals also show similar patterns. However, the energy drops very quickly as it moves away from the center of the FOV with an extinction coefficient, \( \beta_e \), of 13.3/km. Fig. 9 is an example of the relative strength of contributions from different orders of scattering. The data points of the first order follow the equation:

\[
P_1 \left( \frac{\pi}{2} \right) \omega_s (1 - e^{-2\beta_e \Delta s})e^{-2(i-1)\beta_e \Delta s}
\]

where \( i \) is the order number of each point, i.e. a common factor of \( \frac{\Delta}{4\pi} \) is omitted for range corrected energy, \( r_{back}^2 I_1 \), and the emitted energy, which is 110mJ for the CALIPSO lidar, is assumed to be a unit. Fig. 9 illustrates that the contributions from either large order scatterings or large depth behave less smoothly than those from lower orders. This is inevitable for multidimensional definite integrals, and the case becomes worse for large size particles and better for small size particles.

Although there are numerous cases with different effective radii, extinction coefficients and total scattering orders, we focus on the following two cases:

1. Water droplets with 6 different effective radii; 3µm, 4µm, 6µm, 8µm, 15µm and 20µm, and all with the same extinction coefficient, \( \beta_e \), of 13/km. The first 4 orders scatterings are calculated;

2. Water droplets of 2 different effective radii, 3µm and 6µm, with different extinction coefficients, \( \beta_e \). The first 7 orders scatterings are calculated.

All calculations are limited to an optical depth of 4.
Fig. 8. Simulated range corrected signals from a cloud with $r_{eff} = 8.0 \mu m$ and $\beta_{ext} = 13.3/km$ when 100 million photons are sampled. (a) and (b) are $I_l$ and $I_r$, which are the sum of the first 4 order scatterings. They mainly display the patterns of the second order scattering (c) and (d). The color bar shows the intensity with the number denoting the power of the natural exponential. The idea is from Raković and Kattawar [18].
Fig. 9. Simulated range corrected signals of seven order scatterings from a cloud with $r_{\text{eff}} = 3.0\mu m$ when 10 million photons are sampled. The idea is from Winker and Poole [9].
Fig. 10. Relation between effective multiple scattering factor, \( \bar{\eta} \), and integrated volume depolarization ratio, \( \delta_{acc} \), of Case 1. The dashed line is from Hu et al. [26].
Fig. 11. Relation between effective multiple scattering factor, $\bar{\eta}$, and integrated volume depolarization ratio, $\delta_{acc}$, of Case 2. The dashed line is from Hu et al. [26].
Fig. 12. Statistical summary for clouds detected by CALIPSO lidar from 15-30 November 2008. (a) the total profile of clouds, (b) the cloud with temperature below -20 °C while (c) the cloud with temperature above -20 °C. The idea is after Hu et al. [27]. More figures can be found in the work of Cho et al.[43].

Fig. 13. Relation between integrated volume depolarization ratio, $\delta_{acc}$, and integrated range corrected energy for both Case 1 and Case 2.
Fig. 14. Relation between multiple scattering factor, \( \eta \), and optical depth, \( \tau \), of Case 1.
Fig. 15. Relation between multiple scattering factor, $\eta$, and optical depth, $\tau$, of Case 2.
Fig. 16. Relation between effective multiple scattering factor, $\bar{\eta}$, and optical depth, $\tau$, of Case 1.
Fig. 17. Relation between effective multiple scattering factor, $\bar{\eta}$, and optical depth, $\tau$, of Case 2.
Fig. 18. Relation between integrated volume depolarization ratio, $\delta_{\text{acc}}$, and optical depth, $\tau$, for Case 1.
Fig. 19. Relation between integrated volume depolarization ratio, $\delta_{acc}$, and optical depth, $\tau$, for Case 2.
Figs. 10 and 11 show the relation between the effective multiple scattering factor, $\bar{\eta}$, and the volume integrated depolarization ratio, $\delta_{acc}$, which are defined as follows [42, 26, 27]:

$$\bar{\eta}(z) = \frac{\int_{\text{top}}^{z} I_{\text{single}}dz'}{\int_{\text{top}}^{z} I_{\text{total}}dz'}$$  \hspace{1cm} (3.9)$$

$$\delta_{acc}(z) = \frac{\int_{\text{top}}^{z} I_{\text{total},\perp}dz'}{\int_{\text{top}}^{z} I_{\text{total},\parallel}dz'}$$  \hspace{1cm} (3.10)$$

where $z$ is the range of cloud thickness; $I_{\text{total}}(z)$ is the intensity contribution from clouds at an altitude of $z$; $I_{\text{total},\parallel}$ and $I_{\text{total},\perp}$ are the parallel and perpendicular components. However, for multiple scattering contributions, $z$ is defined as the length of the optical path. The relationships shown in Figs. 10 and 11 mainly follows but deviates from the work done by Hu et al. [26]:

$$\bar{\eta} = \frac{(1 - \delta_{acc})^2}{(1 + \delta_{acc})^2}$$  \hspace{1cm} (3.11)$$

Our simulation shows that the relationship is sensitive to the effective size and the extinction coefficient of the cloud. In Figs. 10 and 11, we can see that a cloud with a larger effective size has a smaller effective multiple scattering factor, $\bar{\eta}$. A cloud with a larger extinction coefficient has a larger volume integrated depolarization ratio, $\delta_{acc}$. Since the attenuated backscatter is proportional to the inverse of the relation [27], the integrated attenuated-backscatter, $\gamma'$, from a cloud with a large effective size will be larger. Clouds with larger optical depths or extinction coefficients will have larger attenuated backscatter if the effective sizes are the same. Thus, various water clouds with different effective sizes, optical depths and extinction coefficients will lead to a water clouds pattern as shown in Fig. 12, derived from the statistics
of clouds detected from the CALIPSO lidar. Fig. 13 is the simulated results for water clouds. Although the cloud fractions and units of vertical axes can’t not be confirmed, the curve is of a similar type to the diagonal parts in Fig. 12 (b). The integrated range corrected energies are obtained by:

$$r_{\text{back}}^2 \int_{z_{\text{top}}}^{z} I_{\text{total}}(z')dz'$$ (3.12)

Fig. 13 also shows that, under the same conditions, the integrated range corrected energy of a cloud with large effective size is larger than that of a cloud with a small effective size. A comparison between Figs. 12 and 13 shows that those pixels around the bottom left in Fig. 12 may correspond to optically thin clouds. The empirical relationship Eq. 3.11 is probably part of the story.

Figs. 14 - 17 are calculated multiple scattering factors, $\eta$, and effective multiple scattering factors, $\bar{\eta}$, in the range of clouds of Case 1 and 2, where $\eta$ is [7]:

$$\eta(z) = 1 - \frac{1}{2\tau(z)} \ln \frac{I_{\text{total}}(z)}{I_{\text{single}}(z)}$$ (3.13)

$$\tau(z) = \int_{z_{\text{top}}}^{z} \beta_e(z')dz'$$ (3.14)

Since there is only single scattering at $z = 0$, $\eta(0)$ and $\bar{\eta}(0)$ are equal to 1.0 theoretically. However, any measurements are made within a depth of $\Delta s$, which will lead to non-zero multiple scattering contributions from clouds ranging from $z = 0$ to $z = \Delta s$ and result in a negative start of $\eta(0)$ in Eq. (3.13), as shown in the results of Platt [7]. Since our simulated $I_{\text{single}}$ and $I_{\text{total}}$ are actually integrals, and will be affected by the resolution, $\Delta s$, the effective multiple scattering factor, $\bar{\eta}$, which is a ratio between two integrals, is more reliable than the multiple scattering factor,
In our simulation, we also found that contributions from multiple scattering will quickly surpass that from single scattering as the ray penetrates into clouds, the sink of $\eta$, as shown in Fig. 14 around small optical depth, become deep as size increase while $\bar{\eta}$ behaves more stably than $\eta$. Both $\eta$ and $\bar{\eta}$ are sensitive to the extinction coefficient.

Figs. 18 and 19 show the relationship between the integrated volume-depolarization-ratio, $\delta_{acc}$, and the optical depth, $\tau$. With the same optical depth and extinction coefficient, a cloud with a small effective size tends to have a large $\delta_{acc}$. To obtain a large $\delta_{acc}$, contributions from high order scatterings are as important as second order scattering.

Fig. 20 shows the depolarization ratio, $\delta(\tau)$, for Case 2, with significant differences from $\delta_{acc}$:

$$\delta(\tau) = \frac{I_{total,\perp}(\tau)}{I_{total,\parallel}(\tau)}$$

(3.15)

As we have pointed out previously, each simulated $I_{total}$ is actually an integral over $\Delta s$, and the depolarization ratio, $\delta(\tau)$, in Fig. 20 is an approximation. In our simulation, multiple scatterings dominate at a large optical depth, $\tau$, and photons are almost totally depolarized with an optical depth of 4. We also found $\delta(\tau)$ to be $\beta_e$ sensitive, which is probably because of the light propagation in the horizontal direction. With a large $\beta_e$, more photons can be trapped in the FOV and contribute more energy to the backscatter than the case with small $\beta_e$, thus we obtain a larger $\delta(\tau)$ with a large $\beta_e$ than with a small one. We also tested Case 2 with 10 million photons and found negligible difference between two groups of depolarization ratio.
Fig. 20. Depolarization ratio profile.
when $\tau$ is less than 2. When $\tau$ becomes large, the difference become obvious. This is because the energy contribution from large optical depth is much smaller than that from small optical depth and it can be easily impacted by newly added photons. However, the results of $\delta(\tau)$ are very different from the work done by Hu et al. [25] and You et al. [31], which is probably because of the conditions used in the code.
CHAPTER IV

CONCLUSION AND FUTURE WORK

A. Conclusion

We revisited the relationship between the integrated volume depolarization ratio and effective multiple scattering factor for two cases of water clouds, using a newly developed Monte Carlo code. Our results mainly agree with the empirical relationship derived by Hu et al., and is sensitive to effective size, extinction coefficient and optical depth. The simulated results, shown in Fig 13, for integrated range-corrected-backscatter and integrated volume-depolarization-ratio are similar to the pattern displayed by a water cloud in Fig. 12 drawn from the CALIPSO lidar data. From our simulations, water clouds with relatively large effective sizes are noticed in the top right boundary of the water pattern while clouds with relatively small effective sizes show up in the lower left boundary of the pattern. Along the water pattern in Fig. 12, the extinction coefficients and optical depth of clouds increase from lower left toward the middle. Although more confirmation is needed, this could be a possible explanation of why water clouds show a pattern.

B. Future Work

As we mentioned in the introduction, there are many lidar models. These models, more or less, are related to the radiative transfer equation. The differences between them, in my opinion, are mainly in the source terms, the way the radiative transfer equation is transformed and the way the scattering phase matrices are approximated.
There may be a way to unify those models. The phase matrices of oriented particles are much more complicated than those of water droplets, and Eq. (2.39) could be used for the simulation of lidar returns from clouds consisting of oriented particles.
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