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ABSTRACT

Security Analysis and Improvement Model for Web-basedliégions.
(December 2008)
Yong Wang, B.S.; M.S., Anhui Agricultural University, China,
M.S., Texas A&M University

Co-Chairs of Advisory Committee: Dr. William M. Livel
Dr. Dick B. Simmons

Today the web has become a major conduit for infoomaths the World Wide
Web'’s popularity continues to increase, information segontthe web has become an
increasing concern. Web information security is reléeavailability, confidentiality,
and data integrity. According to the reports from hitywAv.securityfocus.com in May
2006, operating systems account for 9% vulnerability, wad®eth software systems
account for 61% vulnerability, and other applications aotdor 30% vulnerability.

In this dissertation, | present a security analysigdehasing the Markov Process
Model. Risk analysis is conducted using fuzzy logic methmatimformation entropy
theory. In a web-based application system, securiyisisost related to the current
states in software systems and hardware systemsy@epkeindent of web application
system states in the past. Therefore, the web-lmg@tations can be approximately
modeled by the Markov Process Model. The web-based ajiphisaan be conceptually
expressed in the discrete states of (web_client_good; webr sgood,

web_server_vulnerable, web_server_attacked, web_server tgefailad;



database_server_good, database server_vulnerable, databaseattacked,
database_server_security failed) as state space in thewlahain. The vulnerable
behavior and system response in the web-based appigatie analyzed in this
dissertation. The analyses focus on functional avéthabelated aspects: the probability
of reaching a particular security failed state and thenrtie®e to the security failure of a
system. Vulnerability risk index is classified in thieeels as an indicator of the level of
security (low level, high level, and failed level). Alustrative application example is
provided. As the second objective of this dissertatipnojpose a security improvement
model for the web-based applications using the GeolPcssrin the formal methods. In
the security improvement model, web access is autla¢etian role-based access control
using user logins, remote IP addresses, and physical locasaubject credentials to
combine with the requested objects and privilege modes. Acoas®l algorithms are
developed for subjects, objects, and access privilegesubesenplementation
architecture is presented. In summary, the dissertaisrdeveloped security analysis
and improvement model for the web-based application. Futark will address Markov
Process Model validation when security data collediiecomes easy. Security

improvement model will be evaluated in performance aspect
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CHAPTER |

INTRODUCTION

1.1 Scope of the Vrk

In the mid 1990s, the Web appeared to be a new medium domiation
dispersal. Universities use the Web to post universitysn Faculties use the Web to
deliver their lecture materials and homework assignm@usimunities use the Web to
introduce their community initiatives, development, safahd rules [96]. Commercial
companies use the Web to advertise their products, providei¢atsupport, and sell
their products. Soon, banks, hospitals, real-estatdsyther areas were developing their
web-based applications. The web-based applicationsdpereaccess characteristics
through the Internet connections.

Today, the Web has been a major channel through whichmaten is delivered.
As the World Wide Web becomes ubiquitous, web softwaratgaadd information
security receives more attention. Web quality is relébeuser satisfaction, while web
information security is related to privacy, confidentigland data integrity. The web
adapts the basic client/server model using HTTP (Hypérftexsport Protocol) and
TCP (Transmission Control Protocol) protocols to reqaedtdeliver information across
computer networks [14].

For software quality, different failure prediction mtsleave been proposed [38].

This dissertation comforms to the style and formdE&E Transactions on Dependable
and Secure Computing



The models include experienced models and regression nfiv8kIEL8], [100]. By
2001, more than 75 reliability growth models had been devekapeckdict software
failures [5]. To some degree, software failure predictmdels are already well studied.

In a web application system, the typical client-seogmmunication is adopted in
a distributed manner, but in distributed software systémessystems determine the
security measurements. Thus, the information techndiagychanged its approach from
a network-security to a software application-orienesclusity [4], [23]. Once the
application port is open to the outside, the firevi@lltraffic control loses its function.
Based on the website http://www.securityfocus.com in 1296, operating systems,
web-based applications, and others contribute 9%, 61% and B@&sability
respectively.

For the web-based applications, two key aspects caomtlmlsystem security. The
first method is access control. Through access tontlkeenet, attackers can post a high
potential threat to the system. The second approach setture exchange of
information. Access control preserves web informat@mrproper usage. Secure
exchange of information can keep information as origindlcmfidential [42], [96].
Electronic entrance examination can play an importdatin access control.

Dowd et al. (2007) assigned software vulnerabilities intee categories [27],
[97]: design vulnerabilities, implementation vulneralekti and operational
vulnerabilities. The design vulnerability primarily confesm an aspect of software
design. Implementation vulnerability comes from sofeeveode phase. Operational
vulnerability originates from the operational procedures @nfigurations of software in

specific environments.



According to Shah (2006) [84], the web vulnerabilities primazome from
program source codes. Previous investigation indicateshth&ulnerability from source
code errors accounts for 64%, while configurations accour8d% of the
vulnerabilities. Shah further reported that, according tirigps in IBM research labs,
every 1500 lines of web program carry more than one viiiligya

Many trials have attempted to reduce vulnerabilities. & &® code review can
reduce the application vulnerability. During the code revieh external and internal
reviews need to be conducted. Several security issuesmbedtidressed during the
review: dependency, entry point exploration, vulnerabd@yection, and mitigations.

Dependency: Before an examination, we are required tow km® structures of
the programs. The goal of this phase is to analyze tgrganming dependencies. In
general, the web-based applications have a databaee sethe backend (MS SQL,
Oracle, or MySQL). When conducting a code review, wel neeheck the system
interface. We also examine the computational platfanchthe type of web server in the
software system. This can help us to establish a segstem. Analyses of the web-
based application systems also help us to identify dgsigarns in the program. During
the code reviews, we also need to check any integrateplocemts from another party.

Entry point exploration: The entry points give inputapplications. These inputs
are delivered to the database server, web server, andcothponents. When these
parameters are not correct, they create possible systiesrabilities. The entry points
include HTTP variables, SOAP (simple object access prhtomssages, XML files, and
mail systems. HTTP variables from the web browsdreard users are delivered to

applications. The entry points may appear to be fordgetnieval parameters. SOAP



messages are also one kind of the important entry paitite web application systems.
XML files used in the web-based applications may comm fother resources. The web-
based application systems may receive mails carrying nallleeentry points in the
programs.

Vulnerability detection: Detecting vulnerable entry psimakes the threat
analysis easy from its corresponding vulnerabilitprfrthe entry point, we can track the
parameters’ path in the program and how the resultataieuted to the parameters.
From the vulnerability detection process, we alsoassess the severity of the
vulnerability.

Mitigation: When having detected security weak pointspnogram, we can
reduce the threat impact from the vulnerability. Thusca® mitigate the frequency of
vulnerability occurrence and the severity of potentiahage from the vulnerability. For
instance, we can add a rule to remove SQL server inpugwidte markers. In this way,
we can reduce the chance of attacks in SQL injection.

To measure information security and define informationr#gcsystems, several
methods have been proposed. One of the popular methodsrmation security
analysis is Markov Process Model. The Markov ProcesddVihas been applied in
process decisions in various domains. It has been usedliz@ computer intrusion and
detection data. Formal methods have been used to spemifjtg€ritical software
systems [50]. Formal methods appear to be effectiveeisehurity system specifications.
To effectively specify information security systemg meed to incorporate new

technology into the application domain.



As the Internet technology keeps progressing, computesacan be easily
traced to their physical locations using the GeolP ser{iggsThe GeolP services easily
map the Internet IP address and its corresponding geogridphbat@on. The GeolP
services have been used in identifying attacker locationstimork forensics [19], [24].
The GeolP services can be used as a new way to authemticemote access computer
in addition to user login.

In this dissertation, | plan to present a security amiynodel using the Markov
Process Model. Risk analysis for vulnerabilities indiected using a fuzzy logic
approach and information entropy theory. The Markov R®&éodel has “memoryless”
characteristics. In particular, the Markov Processiédas the property that the future
does not rely on the past if we know the current [2]].[In a web-based application
system, security is most related to the current softwgstems and hardware systems.
Security is independent of the web-based application systges in the past if we know
the current system states; in other words, the syséenrity is directly decided by
current software systems and hardware systems.

Both system security and system risk for web softwgstems are the focus of
this dissertation. For instance, if a computer virus metsthe web-based application
systems, the virus must find some vulnerable pointsairctinrent software, hardware
systems, or network configurations to spread it. Thus, cusystém state has a major
impact on the system security in the future. Systemrggdias a kind of “memoryless”
nature which the Markov Process Model owns. On the tidnsd, previous researchers
have also validated that web access traffic has dudd¥ Chain Model property and can

be modeled accordingly [51], [101]. Since web securitygsliicorrelated with web



access traffic, security parameter in the systems eppeaave a similar pattern to
access traffic over time. The more access to welicappns, the more security risks to
the web-based application systems. Therefore, secishtyn the web-based applications
can be approximately modeled by the Markov Process Model.

Maden et. al. (2002) developed a generic state transitioelrfar intrusion
tolerant systems in the Markov Chain Model [55]. | witend the generic state model to
the web-based applications. The extended model canlokesauiltiple subsystems and
the interactions among the subsystems in the weldlzgdications. In this dissertation,
security risk in the web-based applications can be expdes the states of
(web_client_good, web_client_vulnerable, web_client_attacked,
web_client_security failed; web_server_good, web_server \altegr
web_server_attacked, web_server_security failed; databaser gmod,
database_server_vulnerable, database_ server_attacked, and
database_server_security failed) as possible state spieeNtarkov Chain Model. The
vulnerable behavior and system response will be analyrddha analyses will focus on
availability-related aspects: the probability of the nledesystem moving to a particular
security failed state and the mean time to a secuaiityré of a system (when we do these
analyses, we need to set security failure state assamtang state). Vulnerability risk
index will be classified in three levels as an indicatf the level of security (low risk
level, high risk level, and failed risk level). Empidiegplication examples in security
analysis will be provided using web attack data from http:{¥#heneynet.org/scans;
vulnerability risk analysis will be conducted using theneudbility report data from

https://cirdb.cerias.purdue.edu/coopvdb/public.



As the second objective of this dissertation, | plaprapose a security
improvement model for the web-based applications usinGdwP services in the
formal methods. In the security improvement model, aatess will be authorized in
role-based access control using user login, remote IRRsg]jdaind physical location as
subject credentials. If the subject credential is satisfa further authentication check is
conducted using the requested objects and privilege modes sAw#sol algorithms are
developed late in the dissertation. A secure implemientarchitecture will be
presented. Ren and Jin (2005) used IP address and its Idoatmmbine with TTL,
MAC, and TCP/IP stack fingerprint to prevent IP spoofingcatan network security
[77]. American Express uses the GeolP services for oinane detection for credit card
access [65]. More recently, British Columbia Lott€grporation chose the GeolP
services for territory-based web access control. ppr@ach is to develop a general
model for the web-based application access using flerotdebased access control and
the GeolP services. This dissertation is intended ttribate to the literatures regarding
these popularly discussed topics: the security analysksanalysis, and security

improvement models for the web-based applications.

1.2 Organization of the Dissertation

The rest of the dissertation is organized by topic. lapddr I, a literature review
for security analysis and improvement is presented. difapter summarizes the work
done on security analysis, risk analysis for the wedethagoftware systems, and security
improvement model. Chapter Ill overviews the researchdmscribes the security

analysis, risk analysis, and security improvement mfmie¢he web-based applications.



Chapter IV describes the major methods used in the seanatysis, risk analysis, and
security improvement models. Chapter V analyzes th&risganalysis and risk
assessment for the web-based applications. A caseestadhple is provided. Chapter VI
presents a security improvement model. Chapter VIl coled the dissertation by
summarizing the research and its results. Cited refesettwo appendices, and a letter of

permissions follow the conclusion.



CHAPTER I

SURVEY OF RELATED WORK

Computer security has become an important researchitogienputer science.
In this research area, computer security has developedntassumptions and
languages, attracting many researchers from a variebgaplines. [67]. Previous work
in computer security concentrated on complex protoedisreas recent research in
security is extended to a system-level. This reseauclies how secure systems are
designed in response to possible attacks, and current @@rgds on intrusion tolerance
so that designed systems can continually implemerdebignated functions when
encountering successful attacks. Previous popular technelogiee Internet in gopher,
FTP, and telnet are out of date and have been redigosdb technologies such as RSS,
Ajax, and Soap. The RSS is a XML-based word to desosle and other web contents
for publications. It describes one of three standards$: REsource description
framework) Site Summary, Rich Site Summary, and Reathpe Syndication [4], [92].
AJAX is an Asynchronous JavaScript and XML tool to bdilfierent applications for
the Web to handle user requests. SOAP stands for &idigect Access Protocol, a
protocol that enables a program running in one operating syseemwindows) to talk
with other programs running in the same or different envienmim(i.e. Linux) using
HTTP and XML. As concurrently shifting in technology, thest attacks on computer
networks ten years ago are now targeting the diffexeplications and software systems
on the computer. Software application-oriented secuaityldecome the focus of the

research previously interested in network-based se¢d}ith23], [97].
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A system-level model does not exist to measure securigydpecific approach.
Most trials are attempting to develop a security systeuess. To validate system
security, the formal methods and red team approach dedywapplied to different
application systems [48], [53]. Both are very helpfuldetecting and classifying system
vulnerabilities. The main limitation may appear whenligdpto a large system [67].

Recently, many researchers try to describe the systeuarity numerically.
Modeling is a good tool applied in evaluating systems tleaeiner secure or not.
Computer system failures from attacks display some airoilaracteristics to random
system failures. Therefore, the evaluation methogstesn dependability can be applied
to the system security. In general dependability analfgiares are assumed to come
from random events in the hardware or software. dnrsty analysis, security failures
depend on the system state and the time in which atsaakeon the system. These
security failure processes appear to be in a stoclpastiess [97].

Reliability describes a system in service rate during afsgetme period.
Reliability is determined by the frequency and severity oltdan computer systems. For
security measurement, using probability of attacks cgmihgdact analysis on system
reliability [39], [87]. Developing and validating stochastiodels in cyber attacks is still
an open question in the research arena of computecsdiesy.

Availability can be defined as the portion of time thaystem can conduct its
intended function in the routine operation. When wayae the impact of security on
availability, system availability in the web-based aggtions after cyber attacks can be
changed in different ways. It can be changed by ankatittavior on the system and by

the time needed for security analysts to investigatetaokatit can be changed by the
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effort to bring the system back to a good state aftattack. Availability in security
specifically means that a system can provide its inteadedce after a successful attack
[97].

Safety indicates that a system can survive afteris&damage. Since system
safety relies on the impact of a system failure ceue define system safety similar to the
dependability after attacks. When conducting securityyaisalwe can count the
sensitive data as a part of safety. For instance,tsengdata open to the public can lead
to severe damage for a security-sensitive system. Tdeseeof sensitive data will cause
the severe safety concerns for a reliable system [68]

Performability describes system characteristics witkasting failure. In the
analysis, a group of states for a system are spedtisch state matches to a system
configuration, thus representing a specific system behatdach state also describes
how the analyzed system transits. Performance isiassd with the costs and rewards in
the system design [16], [59], [68]. One of the popular oneasents for the
performability is using mathematical model approachestdyze the system behavior.

Security covers the attributes we described before. Bgalso includes data
integrity and confidentiality. Data integrity means tépgdgtems prevent the data from
being revised in unauthorized ways while data confidential#ans that data are only
accessed by the authorized users. Models for securityssatgy include how and
when the system security fails, the security faillwesequences on the existing systems,
expenses of system recovery, and costs of improvingrs\dgéense [68].

As e-commerce becomes pervasive, security and privagynmore important

roles than ever before. Computer security has spreadhtbelye technical arena; it affects
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our daily life. Computer security appears to be a popufac.tdhe discussed topics
mostly cover basic concepts: why we need a firewalhymrove the security, what the
encryption can do, and which security product is more uf@5ill Lake (2000) addressed
the security problems [47]. He reported that there wevata20 new vulnerabilities
reported every week from early 1998 to late 2000. Some vulnéiegbviere found in
open source software systems, while others were foumome-grown programs. Further
analysis indicated the vulnerabilities in both Unix &ishdows programs are well
distributed in the collected data.

The results of security failures are various. Sectaityres can lead to all the
system being unavailable. Attack on a service systendiect cause for a security
failure. Attacks may come from either remote or lauachines to their targets. In a
remote attack, an attacker can get into a computeistbatthe network, making good
use of software flaws. When the software is authorikesligh a firewall in an open port,
the firewall becomes functionless. The remote attac&e then exploit vulnerable
computers unlimitedly. In a local attack, the intrudeysd obtain a higher privilege, i.e.
root right, on other computers. Most of the security weaikts are discovered in
operating systems and different applications [95]. Itvisagé good practice for
organizations to keep patching and updating the software whentge/ulnerabilities
are reported. Several popular websites contain a latloérability information. Of them,
Bugtraqg, CERT advisories, and RISKS Digest are good resotoggovide helpful
information.

Bugtraq: The Bugtrag uses an email discussion formatdbsgcurity issues. The

website is managed by www.securityfocus.com. A lot ofisty vulnerabilities were
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first reported in the mailing list. The topics in tinailing list cover new security issues
and host technical discussions for the solutions. Infoomdrom Bugtraq is relatively
reliable and cited by many professional people. The Bugftaq fully uncovers security
vulnerabilities to the public, thus gives some pressuregesfadors to fix the problems
more quickly. The Bugtraq plays an important role indbputer security community.

CERT Advisories (www.cert.org): The CERT is an inforimatcenter for the
Internet security. It is hosted by the Software Engyiimg Institute at Carnegie Mellon
University, and the research is funded by US federal govamrResearch concentrates
on Internet vulnerabilities, support incident responased,deliver security warnings.
The CERT tends to provide services for important secpritblems and does not pay too
much attention to low-level malicious activity. Some plecare not satisfied with the
slow response from the CERT, however. The delay ip#se¢ was attributed to the
policy that attack incidents were not allowed to repatthaut the patches being ready to
deliver. If the CERT handles the incident, it providas important information for risk
management and continues to play an important role inihgndajor vulnerabilities.

Risk Digest: The Risk Digest uses a mailing list to delsezurity related
information. Risk Digest is managed by Peter Neumannnidibng list discusses all
topics regarding security, safety, and reliability. Risge3t has a good connection with
research community, and it is one of the first resesito report complicated attacks
found by that community. A lot of Java security problemesfeist reported there.
Interested users can subscribe the mailing list by sendiegiait to risks-

request@csl.sri.com.
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Technical trends and software security: Complex and kygtems, compared to
smaller systems, can carry flawed codes more edsigir inherited complexity easily
hides malicious codes in subsystems, due to detection and depddticulties. The
flawed codes are a root cause for most of the vulnerabjléind configuration errors
account for other vulnerabilities. Extensible systamd programs are easy to introduce
new vulnerabilities when the systems are extended oOite biggest challenges
nowadays is that the Internet is everywhere.

The quickly expanded Internet has increased the numlagtack paths. The
Internet not only makes local attacks easier, but ald@si@mote attacks possible. For
example, if a computer runs Windows NT systems, the WisdéWwhas 35 million lines
of source codes. The Windows NT systems can carry dlaedes and functional
modules. The good function of a computer depends on pkepeel functions and its
application functions. With multiple flawed codessitpossible for an attacker to use
them to get into the computer and control the computeraapes.

The third challenge for software systems is that otigeftware systems are
easily extendable. For instance, a web browser pliggaasy to install a new extension.
Normally, we believe that the browser can manage sgdarithe system. Practically, it
is difficult to determine how a browser can have ségcoperations, and it is hard to
prevent malicious codes from getting into the extens@des. Analyzing an extensible
system is much more challenging than analysis of a negofaware system. Therefore,
three challenges - pervasive Internet connectiongasang system complexity, and

software extendability - make software security morpdrtant than ever [83], [95], [97].
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How then can we define security? Different people héfferdnt concepts for
security, or it can have different meanings for theesgerson. In my dissertation,
security means that a policy can manage computer resaacess and allocation. |
define policy as the idea that different people havereiffeaccess privileges. The
computer systems have specified responses to each aampesstr For instance, if some
users conduct a denial-of-service for the web-based apptisathen, they are against
the security policy of our computer system resourceghodri the explicitly defined
policy, it is difficult to define any kind of the security computer systems [27], [71],
[95].

Security goals: Software security has several goakssd include prevention,
traceability, monitoring, privacy and confidentiality, tilelel security, anonymity,
authentication, and integrity [97].

Prevention: The Internet not only improves the sofeadevelopment
productivity because of communication efficiency, batiso helps to spread attacks.
When a vulnerability is found by attackers, the attackansdisperse their attacks over
the Internet. The attackers may use one script to madtiple websites. Internet-based
attacks on software systems are one of the mostuseaittacks. These attacks must be
counted in the risk management matrix of the softywangect. In the software lifecycle,
rigorous program code reviews are strongly encouraged toer@dtential vulnerabilities
in different phases.

Traceability: A computer is difficult to operate at 108&eurity. The keys to
restoring systems after attacks are to figure out whdrhaw the attack happens.

Auditing is not closely related to prevention approach; heweauditing may reduce
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potential attacks to some degree. Auditing has been weikdpp accounting, banking,
and other financial areas. From the learning in thesssawe know auditing can help
computer security professionals to detect and reduce @itattticks in the information
systems. Ye et. al. (2001) developed a probability modeahtiarsion detection using
audit data [103]. The results indicated that the audit citadentify the critical property
for the intrusion detection. Multiple audit events grquired to provide sufficient
statistics for the intrusion detection.

Monitoring: It is a basic form of intrusion and detenttechnique. An easy way
of monitoring is to check the known signatures, traffitgras, and low-level system
calls to detect the attacks in a real-time manner.-Bmalintrusion detection can reduce
potential damage. For example, tripwires can detecttackain a real-time manner and
may mitigate the severe attacks in a computer system.

Privacy and confidentiality: Privacy and confidentialing very important for all
the applications in different domain areas (i.e. bessnindividuals). Business companies
must keep their commercial secrets from their compstitadividual web users want to
protect digital activities from exposing to others. Sofevardesigned to run on
computers to implement some specific functions. A runningnara on the computer
may have access to other sensitive data in the samguter, and thus may cause
potential security breaches.

Multilevel security: Government agencies normally hdWterent levels of
information security, specifying from open access to amiyofficial use through
unclassified to top secret level. Some companies alge different information security

levels for different kinds of their employees. Miaitiel security is one of the most
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important approaches for information access contralekample, multilevel information
security in a military battle field is extremely impant.

Anonymity: Anonymity is an important aspect of softwagelwsity. Anonymous
actions are very useful in preventing information expgduesometimes, anonymous
actions are not allowed. All the users are required toeaticate themselves before they
can access resources. Anonymous advantage depends aamd#dfgplication domains.
The FBI's Carnivore system is an email tracking sysby traffic monitoring. Web
cookies are often analyzed by different companies to ditectuustomer behaviors
commercially.

Authentication: Authentication is another importarduséy objective.
Authentication is an important way to allow honest siserget into the system and
prevent illegal users from being in the system. Spedificas the Internet become
pervasive, authentication becomes more important thembefore. On the Internet,
users normally trust that a page is linked by hypertext faget, is hard to indicate trust
through a hypertext link. No one can tell whether www.goodloank.is a good bank or
not. Secure socket layer (SSL) provides secure infoomabmmunication between the
browser and the web server. However, other users cemtge end of information
communication to get the transited information. Fronaathentication view, you may
need to consider where your connection goes.

Integrity: Integrity means that the material is notrgfed from the original.
Different from the authentication controlling user as;ehe integrity is about whether
the material has been revised since its creationeXxample, stock price in a company

may be changed by a dishonest employee. Electronic infimmia relatively easy to
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modify. Information integrity is very important in maapplications (i.e. banks, other
financial organizations).

Other common software security attacks: Although thexereany different ways
to attack, | have only listed the most common onese&thopping means that hackers
read data while the data travels over a network. Tamgpeneans that hackers revise data
while the data is in travel. Spoofing means that hacksgdbogus data to give the false
impression about the valid data. Hijacking means thdtdnaalter data on the Internet
with their own data while delivering the data. For exampleen a user launches a FTP
connection, hackers can control the connection by stibghthogus packets [95]. This

category in hijacking has some relationship with the spoofing.

2.1 Security Analysis Model

As we discussed before, the software security goala@gdressing preventions,
traceability, auditing, monitoring, privacy and confidentjalinultilevel security,
anonymity, authentication, and integrity. The Interreet fundamentally changed the role
that software plays in business [95], [97]. Software ptgg@als are emphasizing
functionality, usability, efficiency, time-to-marketnésimplicity. Generally, two sets of
goals can occasionally conflict with each other. B@neple, aggressive software code
reviews to reduce vulnerabilities may postpone time-td«atapr good usability in
software systems may not maintain the system simpircweb-based applications.
Multilevel security may reduce the efficiency in produityi and communications. It is
hard to determine which is more important. The decisiomyexy different and are

greatly affected by business objectives and other conf®rhs
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In the Internet era, software does not only run @tal computer machine
anymore, but instead provides direct access to informatenywhere. The most
challenging problem is that many computer professionals denoot exactly what the
security problem is. Even if you have the best fireweltlen the firewall opens a port to
allow a remote user access, the software systenmsracgely exploited. The firewall
does not prevent attacks from the open ports. Strongpimn is not an effective way to
protect data from attackers also. Attackers can go tertief communications and steal
data [95].

Three-tier architecture for the web-based applicati@ssalso become pervasive
quickly. There is a web client in the front end. la thack end, there is an information
manager system (database server). Shortly, hospitaéopetheir web-based health care
information systems. Banks develop their online banlegys{96], [108]. As the web-
based applications are developed, the performance andkalgilof the Internet
receives more attention. Quality-of-service (QoS)ric&in response time, throughput,
and availability are widely discussed [58].

The major challenge in the Internet nowadays is regpome, throughput, and
availability. For instance, the Internet service narstvide the sufficient process speed
and average response time to meet their customer etipacio define the relationship
between the throughput and availability, a performance hwgeoposed by Menasce
(2004) [58]. We can assume that the Internet data cdrdeesM similar machines to
process user requests. If each machine has a processidgrsgeequests/sec, the
highest processing speed from the working machines caxpbessed as (d* M)

requests/sec. When a machine has a failure ratéafitires/sec, a failed machine goes to
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a waiting queue and will be repaired. It will be in operatgain when the machine is
fixed. However, there is a tradeoff between performameceavailability. The cost of
operation moves up as the throughput and availability go wvetAzr, the failed
machines will go back to service faster. The expected thputdrH in the Internet
service is expressed by g machines in operation and the gitybaitihe g machines in

services. So, mathematically,
M M N
TH =3 (gd)*p, =d)_gp, =d* M, (1)
i=1 =1

where M is defined as the anticipated number of workingiges. The pis the
probability of g machines in services. It is rethate the machine failure rate, number of
repairmen, and expected time to bring a failed mm&cto work. The availability is the
proportion of time that the service is availablerk Equation (1), we can easily see the
optimal operation strategy in the Internet dataeren

As research on the Internet performance progrebsesnet system reliability
and security in the web-based applications becammipent challenges for information
technology. Attackers compromise software. Sofewsara root cause for common
computer security. When your computer system doebehave properly, reliability,
safety, or a security problem may be one of the@neguses. Attackers do not make
security vulnerabilities. They detect them and mgéed use of them. Poor software
design and coding are the root causes of securiherabilities [95].

Fault is a noticeably different behavior of systemaracteristics from the
accepted and normal conditions [38]. A fault idadesin the software or hardware

system. The unusual behavior appears to have tmtsfdault value and the violated
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limit for usual value. A fault tolerant software systean keep working properly after
software system faults occur [73], [88]. A fault-toleraoftware system has the
properties that software system faults do not res@htire system failure. Four general
ways can be used to recognize fault-tolerant functions:
(1) Fault detection: The system explores a fault ¢batd lead to a system failure state.
This may be implemented by checking whether the sydi@ is consistent or not.
(2) Damage evaluation: The components affected by thenfaust be found out. The
system damage will be assessed according to the seseaitiault. The potential loss
will be estimated.
(3) Fault recovery: The fault system comes back @&fe@state. This may be realized by
putting the damaged state back to a correct state in foreeogery or by moving the
system back to a previous state in backward recovery. \iicvery algorithm is
adapted depends on the specific system implementations.
(4) Fault repair: The systems in software or hardwaltdoe changed so that the fault
does not happen again. Many software faults appear tottangient states. They are
caused by an irregular system input. The software systemst require repairing, and
normal operation can come back immediately aftervergo For example, in an airplan
system, we need to estimate the severity and poteiatmhge to the system if a specific
part fails to function properly. We need to consider feadbvery for different parts if the
occurring fault is critical for the system functidfurthermore, we need to make
assessment whether we need to repair the fault fhtlieoccurs in the airplane.

In the web-based application systems, many researicaeeslooked into the

fault-tolerant approaches and proposed fault-tolerabthesed application systems [2],
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[34], [39], [61], [108]. Aghdaie and Tamir (2002) developed a faldtremt web service
by kernel support [2]. Their implementation applied a tliemnsparent mechanism to
fault-tolerant services. The revised kernel required tdicast the messages to a web
server and a backup server. The backup server deliverety aaréipe requested client
when a primary web server failed. An example for rfiyadg the Linux kernel and the
Apache web server was provided. The analysis for thenmeahce in throughput,
latency, and consumed processing cycle time was conduJetemkiraman et. al. (2005)
proposed a Cruz system which used system checkpointddcerapplication state at
user and OS levels [39]. The fault-tolerant mechanissire@alized by recovering
applications from a failure using backward recovering algorithang et. al. (2005)
proposed a replication of information by multiple sesvierr the Internet banking systems
[34]. A dispatcher was used to coordinate web client reqaesiag web servers.
Multiple dispatchers were established to improve the segbices with fault-tolerant
capability. Their approaches can be summarized in foucesg. use replicated servers
to improve system reliability; 2). use multiple phase eoinprotocol to deliver requested
services; 3). kernel-level and web server modificattorsupport logs of requests and
delivery information; and 4). multiple dispatchers orrclimators are deployed to
increase system fault-tolerance. These approaches peoygoed solution to the web-
based applications with fault-tolerant functions.

As the Internet become essential to many applicsitibie computer systems
become more vulnerable than ever before. Attacks aeradxd very frequently in
different software systems [25], and incidents are tegdan many different application

domains. To face current situations, studies have been ceddnadhtrusion-detection
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and intrusion-tolerant systems [25], [29], [55]. This woekters on security-tolerant
system development by measuring the security attributas imtrusion-tolerant systems.
Traditional security techniques are not sufficient to hatidkse challenges; therefore, the
fault-tolerance approach to security becomes a caattefé option [25]. Intrusion can be
treated as a special fault in a fault-tolerant systén this approach, internal errors are
separated from the external failures. All the faulleri@ant methods rely on detection and
recovery from the internal approaches. The distindbetween internal error and root
cause is important. One noticed deviation in a systerad dmucaused by different
factors: a usage profile, an accidental fault, and adisfault. An intentional fault is
defined as an intrusion [25]. An intrusion happens wherttankasuccessfully detects a
weak point in software systems.

Attacks are a special kind of human activity. When pdiradleéhe security to a
fault, there are three types of fault-prevention meéshé&-irst, there is attack prevention in
a human sense. For example, in the web-based apmtisatve need to prevent human
attacks to our systems since the web-based applicdi@vesopen access nature. Second,
attack prevention can be in a technical sense. In ghebased applications, we need to
prevent technical attacks to our systems as they awlgirelated to the reliability of the
web-based applications. Third, fault prevention can lagseulnerability prevention. The
vulnerability prevention may take several approaches.appeoaches contain formal
specification, good design, code reviews, and user educ¥tidnmerability prevention
can reduce the vulnerability from the root cause.

Fault removal may take place during software developmergrification and

validation process or after the product is in operatianltfemoval can be realized in:
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(1) Attack removal in human sense. In the web-basedcapphs, we need to mitigate
the rate or level of human attacks to our systems belewallowed threshold. (2) Attack
removal in technical sense. In a web-based applicatieme&d to mitigate the rate or
level of technical attacks to our systems below the a&libthareshold. (3) Vulnerability
removal. In the software development cycle, formabfirmodel checking, and code
reviews can help to identify code flaws which carry poésecurity problems in the
future. When software systems are in operation, vulni@égaremoval can be
implemented using security patching, removing a specific semiceVulnerability
removal can improve the system security tremendougiydion tolerance means that
systems are reliable enough to continually perform Euened services when an
intrusion occurs.

Fault forecasting is about evaluating the fault preventiemoval, and tolerance
methods. Fault forecasting has: (1) Attack forecastifgiman sense. In our web-based
applications, we need to predict future attacks and hafarmdshuman activity. (2)
Attack forecasting in technical sense. In our web-basedcapiphs, we need to predict
future attacks and hazards from technical sides. (3) Vulngyabilecasting. We predict
future vulnerabilities and potential hazards from our existmgwvledge. Correct
predictions can help us to assess potential vulnerab#itynate potential damage loss,
and prepare for immediate response if the threat freoirerability becomes real. Sousa
et. al. (2005) introduced a system model to represent anstklgasafe system [88]. Ye
et. al. (2004) evaluated the Markov Chain Model for cyberektdetection in Unix
Solaris systems [104]. They found that the Markov Chai® is better for cyber-

attack detection than the chi-square distance test théhdow noise level in the data.
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The Markov Process Model has been applied to differentcapipins. The
Markov Chain Model has “memoryless” characteristics. Mlagkov model has the
properties that state the future is only dependent on tkermirstate [26]. For a web-
based application, security risks are most correlatddthe current software systems
and hardware systems. So, current system state haswe@@npact on the system
security in the future. System security risk has a kifdnemoryless” nature which the
Markov Model also holds. On the other hand, the MarkoaitCModels have been used
in some studies [51], [101]. Since web vulnerable riskgsliiirelated to web access
traffic, security risk in the systems appears to hawdag pattern as access traffic cross
time. The more access traffic to web applicationsntbee security risks the web-based
application systems may experience. Therefore, sgaarihe web-based applications
can be approximately modeled by the Markov Chain Model.

Jones et. al. (2006) modeled the security and vulnerabititiesility
infrastructures [41]. They used a network graph to expressygtem architecture. The
model provided the break-in probability estimation for séglmeaches. Software risk
management consists of security, reliability, and gafédwever, software risk
management is a relative new subject [95]. A common kit the most secure
computer: the computer has its disk removed and powek®H. result, the most secure
computer is functionless. Good risk control needs prinfieasknowledge in application
domains. The security officer must be able to separaterkattacks and possible
vulnerabilities in the system. When risks have begrioeed, we can rank the risk in
severity. Risk identification and severity ranking widicide resource allocations for

further analysis and mitigation. Resource allocatioa lisisiness-decision process based
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on good data. Mitigation for the vulnerability depends ondgamwledge about the risk,
proper assessment for the potential damages, and gotmdygtiraresponse to the
vulnerability. The goal of mitigation is to prevent tfi&k occurrence.

Network security analysts tend to approach security prabfeom a network
perspective. They tend to address the security in firewatrusion detections, and
policy control, etc. When the security analysts antisot developers meet together, the
result is not as good as we expect. Security evalisatwrsoftware systems are normally
conducted at the end of a project. This can easily leadlisagreement because the
software developers may think of the reviewers as norgsiofeals in programming.
There are two popular approaches used by security analysisiitess software security:
black box testing and red teaming approach [97].

Black box testing: Black box testing is not as producsevhite box testing
(understand the architecture of codes and then develo@sest)cin the views of Viega
and McGraw (2002), a risk analysis directs the testing acf@b]. We need to make a
trade-off with security. The black box testing for seguianctions is inefficient; this
method does not make good use of the system architeEhadlack box testing can
detect implementation errors, but misses errors rdgubdost of the black boxing tests
look for surface errors.

Red Teaming Approach: The red teaming approach lets a tesok tte software
systems as hackers. The test allows a group of peadplalifferent experience to break
into the systems without giving any instructions. If thetérs cannot detect any
problems, the program may be good. If they do find somielgmts, one analysis

between root cause and potential risk is conducted. WexcHrefproblems. However,
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the claims about the systems that have some problemis loe misleading. Previous case
studies indicate that it takes a lot of time and etimdiscover security problems. People
in the red team approach may have different experiehaeshe efforts taken by the red
team approach may not be sufficient. Real hackersimvagt a lot of time and effort into
attacking your software systems. The red team appraadtt only look into the surface
errors because of the time limitation.

An efficient way to reduce vulnerabilities is to conduskaurity code review
(Howard 2006) [36], [97]. In the code review, we need to knoatwie are looking for,
then rank our tasks in priority order, and finally examireedode. In the first phase,
Microsoft often establishes a review group consistingpofe senior and new reviewers.
The reviewers discuss different review strategies, am@rcouraged to learn from each
other. If the reviewer is totally new, s/he may needhteck some popular websites (i.e.
www.securityfocus.com, Bugtrag, etc.) for references wéign. In the second phase,
ranking all the tasks in priority is very important. Hod/@rioritizes the code review to
address old software systems, programs running by defaultapregunning at a higher
privilege, anonymously accessible program, programs list&mribe Internet, software
systems written in low language levels (for exampdseably), software systems with a
history of security problems, software systems tharaut with a security-sensitive data,
larger complex software programs, and frequently updatedgmsgin his view, an old
software program is likely to carry more vulnerabilitiecause modern developers can
address security issues better.

Attackers frequently make good use of the program running laylleT his kind

of running program provides more opportunities to attackersréroginning in a
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higher access right has a potentially serious problemubedae program has more
access to the software systems. A program that listenise Internet is open to attackers
remotely and locally, while a program written in lovievel languages (i.e. assembly)
provides easy access to hardware (i.e. memory). Bofferation can result in buffer
overflows. A program that has had vulnerabilities inghst is more likely to have
vulnerabilities again in the future. Programs that detll sensitive data are important
because we do want to preserve the data confidentiatityngegrity for all software
systems. Larger software programs often have more \aldiiéies inside the system
because it is difficult to detect and debug them. Itsis aasy to add new vulnerabilities
to frequently revised programs. To review a program, we reasde all code analysis
tools, look for common security problem patterns, and ifyeggt deeply into the
programs. For a specific system, we need to analyzey#tem characteristics and
compare these characteristics with the points discuagbove. We pay particular
attention to the system with the potential problenmedisn Howard’s paper.

The web-based applications are exposed to securityshrgavorms, viruses,
spoofing, and many others [54]. In the past, Internet-batmcka have been widely
waged against the web-based application systems. Lu. @0@5) applied the
technology acceptance model to the perceived risk andtysagline applications with
security threats [54]. Their results indicated thatgéeceived risk highly influences
continuous users. Conceptually, for a user who frequas#yg online banking systems,
he/she may pay greater attention to the perceivedelated to online transaction
security. The perceived risk and related threats carctesie user’s desire to continue

using online services. Risk metrics can measure ass&atshand vulnerabilities in a



29

software system (Peterson 2006) [71]. Taking into considaratl of the related
elements, we can produce a risk management model. Baskd sk model, we can
then manage or mitigate various risks. In a web-basdatatmn, the risk is different
from uncertainty because it is measurable. A lot dfienabilities are well-known to the
public so that we can reduce their impact to some degrewe\do, the measurement
method is not standardized yet. Threats to a systemadnéot of uncertainty because the
threat can be affected by many factors. Vulnerabil@ypagement includes vulnerability
evaluation, remediation, and redistribution. In & dalculation equation, assets have a
value. We can estimate the asset value from the eegbats. Schechter (2005) at MIT
Lincoln Laboratory defines [81]:
Security risk = (chance_of_security _breach) x (cost ezlusty breach) (2)

When a system has multiple security problems, itasarable to define security
risk by the frequency or expected rate of breaches. fnere

Security risk = (security_breach_rate) x (average_costbpesch)(3)

Most recently, Linstrom (2005) and Ravenel (2006) defined [52]; [76]

Risk = threat x vulnerability x expected_loss 4)

This is one of the most practical measurements fopaber system security. In
this equation (4), Linstrom (2005) and Ravenel (2006) introdueedxpected loss [52],
[76]. Lee and Shao (2006) developed a new method to estimagelrity loss [49].
Previously, IT security analysts used two major methodstimate IT security benefits:
annual loss expectancy (ALE) and cost-benefit anal@i\]. The ALE is computed by
the expected loss and the rate of loss for each attalk attack rate over a specific time

period. Lately, the risk ranking method and managemeioteefty model are developed
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based on the previous work. However, these models amcsubjand time-consuming.
It is difficult to obtain an accurate estimationaigood time manner. The cost-benefit
analysis (CBA) takes the risk-adjusted costs to apprdgitme internal return rate and
total net value in order to calculate the ratio of tiputs to profits. To apply CBA, a cost
metric is applied to appraise the damage, response, andi@maEraosts. This approach
is popularly adapted by the US National Institute of Hedllie cost metric seems to be
varied in to a large degree. In Lee and Shao’s approach (208@)chastic model is
developed for estimating the expected loss. Their modebeppe be a better
measurement. More recently, Whitehat security (www.\Vklaitgec.com) and Applied
Research Associates Inc. propose that the secightysrmeasured by threat and
vulnerability without the expected loss term [30], [78]. Wyderstanding is that the
expected loss can be a kind of subjective measuremeamdylthange with different
application domains even if we have the same web-ba#®thse system. So, the
security risk can be expressed as:

Risk = threat x vulnerability (5)

In this dissertation, the vulnerable behavior and sysésponse will be analyzed.
The analyses will focus on availability-related aspdbis probability of moving the
web-based applications to a particular security-failatesaind the mean time to the
security failure of a system. The security analysihésteady-state will be determined
using the Markov chain analysis. The system securkyimggex will be classified in three
levels as an indicator of the level of security risloa risk level, high risk level, and
failed risk level. The vulnerability risk analysis will beeasured by a group of security

experts in the web-based application systems. Theurezaent justification is taken
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using information entropy weight coefficient to countex subjective factors from the

security expert assessments.

2.2 Security Improvement

When users get access to a computer system, the systelmomre the resource
for each user access [96]. Many access control modedsidegen proposed to address this
policy. Some complicated models have been developedtiibdied systems. Access
control in Unix and Windows is realized by using Access fobhists (ACLS). In a
Unix system, each user is identified by the user ID (UAD) individual group has a
group identity (GID). Based on the resource allocgpiolicy, we can set access
privileges for each user and each group. In a similar Waydows also have security
IDs corresponding to different users and groups. Windowsusageveral types of
tokens for access control implementations. The adod®n stores the information for
the different authenticated users. When determining &plart access, the security
modules check with the access token to make an acces®deEor a more detailed
discussion, please refer to the “Building secure sa@ivaook by Viega and McGraw
(2004) [98]. Other systems, different from Windows and Umae their own control
mechanisms similar to the ACLs.

The objective of information system security is to pres systems and ensure
that they have proper utilizations according to theifipgmlicy [96]. The information
security specifically addresses confidentiality, intggatvailability, and accountability in

the resource access and allocation [42]. Access cdrasdbeen widely used in
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information security area. Access control can spexifiger’s access right and when the
user has access to the allocated resources [45], [96].

The distributed and loosely coupled architecture of tHe-based applications
present a big challenge in verifying credentials in acaassa [22]. Though access
control for web services has been studied, no specdittacture has been publicly
accepted. For web services, four key elements are impartsecurity. These elements
are resources, policies, validation, and management [R@gpurces consist of the
participants in organizations, developers, and customeéing iproject development life
cycle. Policies are the guidelines that determine therfam security breaches.
Validation processes check software related securiipatiés and confirm the software
system is working as designed. A combination of softatréutes in dependability,
interoperability, and fault tolerance is a major cdasttion for validation [66].
Management is observing web projects in developmentyifée closely [95], [107].

The GeolP services are database systems that conu@radress to its physical
location. The GeolP services work easily with otledtvgare systems [64]. The GeolP
services can convert 4.3 billion used IP addresses to tresponding locations. When
integrating the GeolP services with a web servenyvitle server can identify the location
of a remote user without additional effort. The physicedtmn information contains an
IP address and its geographical information. Using the Rsgexvices with the role-based
access control will improve the security for the viretsed applications [96]. As the
second objective of this dissertation, | will preseetdpecification and implementation

architecture for a secure web-based application.
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CHAPTER IlI

OVERVIEW OF THE RESEARCH

3.1 Goal of the Research

The purpose of this research has two aspects. Firgnsgs&curity and risk
analysis will be explored. The goal of the reseasdio idevelop measurement methods
for security and vulnerability risk for the web-based mapions as these applications
have become a major computing platform. Second, | de\se&ecurity improvement

model to enhance security for the web-based applications

3.2 Description of the Research for Web-based Applications

Though research on information security and risk arsahas been ongoing for
some time, no specific security analysis model exastthie web-based applications.
Maden et. al. (2002) developed a generic security model toilskesioe system security
in {good, vulnerable, attack, triage, and failure} stategnnntrusion-tolerant system
[55]. They only covered a single system without any exjssurbsystem interactions. In a
typical web-based application, the whole system ctaeisa web client, web server, and
database server. The subsystem interactions obviously Egr example, a web client
may interact with a web server so that the wemthan obtain the desired data access
from the database server. Mustafa and Fai-Bahar (199byped research on project
risk assessment model [62]. Peterson (2006) developed a askurament metrics for

software systems [71]. However, these models are aebbtalidated in the web-based
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applications because the applications have their ownatbaistics [10], [93]. Their
evaluation about the vulnerability risk is a subjectivierttied measurement. This
research tries to formalize security analysis arldmeasurement for the web-based
applications. Hopefully, the proposed methods can be stiindd in the near future. In
recent years, different access control models hage Hiscussed. Web computing
encounters new challenges in security every day. To tineeébtcoming challenges, it is

imperative that we develop new security improvement nsodel
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CHAPTER IV

METHODS USED IN THE RESEARCH

In this dissertation, | will apply different reseanmiethods in security analysis,
risk analysis, and security improvement model to the-bad®d applications. The

applied methods are summarized as follows:

4.1 Security Analysis Modeling

In the security analysis, the Markov Process Modappied to the web-based
application systems. Here, | will review the key congrarfor the Markov Process
Model Analysis [26], [80]:
A Markov Process Y ={Y t>0} has finite state space whefi E and t, $ 0
Pr{Yus=j| Yu; ust} =Pr {Y ws=j| Yi}
The Markov process has stationary transition probwglilit
Pr{Yus=j| Yi=i}=Pr{Ys=j| Yo =i}
When a Markov Process hds= {Y ;; t> 0} has finite state E and jump timesg, Ty, ...
and the embedded process at the jump time expresses] Ky, X... , there is a set of
scalars\(i) for i € E, called the mean sojourn rates and a Markov matftikdPembedded
Markov Matrix) that meet the following conditions:
PriTha-Ta<t| X =i}=1-e™"
Pr {Xn+1=]l Xn=i} = p(i.]),

wherel(i) > 0 and the diagonal elements of P matrix are zero.
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For the embedded Markov Chain, the analysis is sumniaazéollows:
l. Identify irreducible sets in the Markov matrix P.
I Reorder the matrix P so that irreducible and recurreatasethe top, transient
states at bottom of the matrix P’.

[l. Steady-state analysis for irreducible sets using theviolg equations

znipij =T Z’Hzl

i and ! :

\Y, N = (I-Q)* for transient states
| is identity matrix. Q is a suatrx associated with the transient states in the
Markov matrix P.iNs number of visits for Markov Chain to the fixstite.

Vv F(i,)) = 1 — 1/NG,j) if i = jor F(i,j) = N(i,j)/N(,j) ifi # j, where F(i,)) is
the first passage probabilitgttMarkov chain eventually reaches state | at
least once from initial state i.

Vi The probabilitykffrom a transient state i to the k-th irreducil@#¢ with the

sub-matrix lzan be calculated by
fk = (l _Q)_lbk ]
The Markov process steady-state probabilithigs a relationship with; (the steady-state
probability for the embedded Markov chain) as:
— ni /AJ (6)
P XA
kOE

In the first part of this dissertation, securitylioe analyzed using the Markov

Process Model. The state in the Markov model i;xddfas the software programming
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running conditions and data transaction process in a compiiedatabase server and
web server are assumed to have sufficient speed tosgrdwe data transaction requests.
In the web server and database server, there arplayltocesses running
simultaneously because of multiple accesses frorardift web clients. The web-based
application security can be expressed in the stateddisaribe a single subsystem (i.e.
web server or database server) or in multiple compsrembined. In the embedded
Markov Chain, the initial transition probability is estited from the scan data. Then, the
probability in steady-state can be calculated in tlaekiglv Chain and Markov Process.
The availability will be computed. The mean time to readecurity failure also can be
calculated. To estimate security risk, equation (5)malused. At the end of the analyses,
an illustrative application example will be provided gsiral data. According to Arora
and Telang (2005), the average vulnerability fix time in patgkas 242 days for the
CERT data (n = 186) [6]. In our case study, 242 days are ssad estimate of time span
for state transitions from good->vulnerable->attack-custy failed->good in the

Markov model for data collection. So, we can approximatd state transition to have
60 days on average. Security analysis will be conducted asan data. Risk analysis
will be conducted using the vulnerability data. For vulnéttads, the National
Vulnerability Database (NVD) describes vulnerabilityoitiiree levels: severity,

medium, and low [63]. High vulnerability severity allea remote attacker to violate the
security policy (i.e. use a higher access privilege)lowala local attacker to obtain

control of the system.
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Vulnerability Severity Levels by Grossman (2006) [30]
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Vulnerability severity level

Descriptions

1

Low information can be obtained by hackers on

configuration
2 Medium sensitive configuration information can be
obtained by hackers
High limited exploit of read and directory browsing
4 Critical potential Trojan horses; file read exploit
5 Urgent Trojan horse; file read and writes exploinoee

command execution.

TABLE 2

Threat Evaluation Criteria by Hickman (2004) [32]
Evaluation Criteria Number Description
1 Potential damage loss
2 Re-occurrence
3 Exploitability
4 Impacted users
5 Degree of discovery
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Low vulnerability severity means that the vulnerapitibes not provide valuable
information or the control of a system. The vulneligbprovides attackers some
information and helps attackers to exploit other wabdities. The vulnerability severity
also provides some assessments for organizations abqatémeial risks. In my
dissertation, | will use industry vulnerability levels winican describe the vulnerabilities
in details. According to Jeremiah Grossman at Whitekeurity (2006), vulnerability
can be classified into five levels [30]. The five levels described in TABLE 1.
Vulnerability risk will be estimated in equation (5) besa vulnerability severity level
determines the degree to which hackers control the wel-bagpdication systems. The
threat can be evaluated based on the five categortesofiptions in TABLE 2.

Due to the uncertainty of the risk factor, fuzzy logiethod has been popularly
applied to the risk analysis. The analytic hierarchy m®¢AHP) was introduced to
analyze the project risks by Mustafa et. al. (1991) [62]. grbeess uses multiple criteria
in subjective and objective factors to assess the pnogs. To overcome the
subjectivity of a risk assessment, Zhao et. al. (2008ne&td the AHP model using
fuzzy logic method and entropy weight coefficient [10B].the past, it was very difficult
for the security community to collect detailed secudéya. Open proxy honeypots have
been used to collect data for network security reseaBjhProxy is a software program
which can work as a server and a client to make regfoestigher clients [8], [9]. Open
proxy is a proxy server that does not have any acces®tand is open to access to
other requests. The Internet connected to the proxy malkegiast of the proxy server to

access other Internet hosts. The proxy server hasafotivard proxy and reverse proxy
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server. The forward proxy is a server that is locatstdiden the client and the origin
server. The reverse proxy adapts the client as anasydserver [8]. Barnett described
how to set up an open proxy honeypot. In his approaclHirshéayer of control is
implemented by a router. Then, all the listen portscdwsed. Finally, the Apache web
server is configured as an open proxy. The purpose of opgepnegy honeypots is to
collect evidence of the actual threats in the webbageplications. The data collected
can provide a real example for security analysis aftecks, identification of new
threats, and statistical analysis (Dacier et. al. 2004]) Becurity data in this dissertation
was collected by Dr. Anton Chuvakin from February taréha 2005, and posted in
http://www.honeynet.org/scans.The data for securityyaisals processed in a similar
way to the process described by references [8], [9], [69.vlimerability risk data is
collected by Purdue University in the vulnerability report in

https://cirdb.cerias.purdue.edu/coopvdb/public from July tae®elper, 2006 [74].

4.2 Security Improvement Model

Formal methods are common mathematical approachedtwase and hardware
system development from requirements, specificatiot,design, as well as to system
implementation [98]. The formal methods are used aséhealtools in software
engineering, particularly in the safe and secure systmisthese methods are also
widely used in software testing due to their ability to redeicors and provide a
framework for testing.

In the security improvement model, the formal methadsuged to apply security

to system specification. Mclean (1999) reviewed the appicatf formal methods in
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computer security [56]. The results indicated that apphhegdrmal methods to
computer security is a cost-effective approach. Becausputer security covers
numerous threat scenarios, the formal methods ambkifor most cases. One example
where there are difficulties in applying formal methamlapplications is an investigation
into the attacks by terrorist groups. Computer securitywsived multiple features for
different programs. As the Internet becomes omniptesethentication has become a
major problem for the security. In Mclean’s words, teédr we know what we are
trying to do, the better we can make good use of formetthods. One of the big
challenges in applying the formal methods to computerggcsithe difficulty to
specify these features. Information flow is not funaaibproperty because it is difficult to
decide whether a computer is operating with the desiredidumnc

Mitchell (2002) at Stanford discussed the relationship betweefotmal
methods and computer security [60]. In his view, the fomethods are popularly used
in Java bytecode verification, protocol analysis, and ggdumust management in access
control policy. Future challenges in computer scientear the capability of software
development process improvement (design, develop, andygeaiitrol). The formal
methods can be used in analyzing a software systemitatascription and
specification. Analysis depended on specifications betwserystem description and
related properties. One good example of formal methotie iIFCAS system [50]. The
TCAS is specified by the formal methods to describe H@nICAS answers to sensor
inputs. Analyses focus on module specifications and intendedidns. When all the
modules meet the specifications, an aircraft candlgiesigned. In Mitchell’'s points, the

formal methods can integrate a lot of past experienchsadvantage of the formal
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methods, however, is that some system features edg¢dformalize. Nevertheless, the
formal methods are still a popular approach in the softwagineering areas of
validation and verification. In the next part of mgsBrtation, | will apply the formal
methods for a security system specification using rodedbaccess control for the web-
based applications. The specifications include subjedeatals, object credentials,

access privileges, and access control algorithms in f.coesrol.
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CHAPTER V

SECURITY AND RISK ANALYSIS MODELS*

5.1 General Vulnerability Scenarios in Web-based Applications

In a typical web-based application system, the systeave a web client, web
server, and database server subsystems. The web aetv@atabase server may be
located in the same local area network. However, thie/ge systems in the web server
and database server are very different. In the webebapplication systems, the database
server normally stands alone. The computer with th@bdae server typically does not
have too many other network applications (i.e. a web $eomon the machine. In
general, the web client and the web server do not bedotigptsame local area network.
So, the software systems on the web clients and ¢heserver tend to be divergent. The
database server is hidden to public computer users in gétenadin name and IP
address). However, computer hackers have their waysdtelthe database server. The
web application vulnerability may come from softwaeséd, hardware-based, and
network-based aspects in general. The software-baseerability includes PHP scripts,
programming buffer overflow, etc. The network-based walb#ity includes
unauthorized access to an application system. The hadhaaed vulnerabilities are
related to access to the hardware server or data.ulierability from the software

systems and its related security and risk analysisharitus of this dissertation.

* Part of the chapter is reprinted from “Software sdglanalysis and assessment for the
web-based applications” by Yong Wang, William Lively, DBknmons in the 17
SEDE conference with permission ©ISCA 2008.
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For many web-based applications, users are required tafydieimselves before
being allowed to use some application features [27], [35], [P&0ome systems,
applications may not only ask users to identify their itlest but also to confirm who
the individuals are supposed to be. In a web clientydteapplications use one of two
standards to download executable programs over Internatapalets and ActiveX
controls. The ActiveX is a modular of dynamic link &ipy. It is developed by Microsoft
using DCOM (distributed component object model) or COMnetdyy. ActiveX can be
used to download or run programs. For example, an Atulevnloaded file from a
web site can be run by a javascript in the other wetvder. The early Java used a
security mechanism: sandboxing. Sandboxing is a programmingiguenvironment to
run other software. The sandboxing allows the program @ritvars to run inside a
security area and controls the applet to access outisds.

In the web server, the first type of vulnerabilitisglirectly related to
programming languages used in the web-based applicationgaopokar vulnerability in
the web server is to provide application data to an unaméubuser. The programs that
carry vulnerabilities often appear in CGI (common gatewsgrfaces) scripts, SSI which
is the server side include for html markers, ASP paa&s/€ server pages), and many
other application programs. The second kind of vulneraslitomes from invalid input
data in the web-based applications. For example, mpsts for web servers do not have
good mechanisms for checking if input parameters are canrect.

In database servers, the most popular attack is theirg€tion attack [29]. The

SQL injection is a group of unverified user input problentse Web applications run the
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SQL code that was not planned using string operations. Thes®iQgs are produced on
the fly and run using string replacement or other operatidms SQL injection can create
some real problems for the web-based application sggtegsh

For example, a form is popularly provided to input a userraamgyassword for
data retrieval in a web-based application. Let us asghat we know a valid login name
in the database server is JohnDoe. We run a query usin@de’- - as a username to get
into the database server. In the above statemafihcasingle quote and comment
characters to the name allows attackers to login lasDQime without the valid password.
The comment characters (- -) tell the SQL servagriore all of the remaining statement
without any authentication. If we don’t know any validilbgame on a database server,
we can add ‘JaneDoe’ as a new user; INSERT users VALJ&BeDoe’, ‘password’); -
- into a login name field. The single quote closesdigenlname string. The semicolon
indicates there is a second statement. The commenaicthis after the INSERT
statement instruct the SQL server to ignore the paskwae first time the attacker
submits this login name, he probably receives an “admssd” message from the SQL
server. The comment characters in the string telééneer to ignore passwords without
any authentication. After the first time, the attadkas created a valid user in “JaneDoe”
as login name and “password” as password in the SQLrsd@iive attackers can

unlimitedly access the SQL server after his firstrapte[28], [35].

5.2 Vulnerability and System Responses in Web-based Applicatis
Maden et al. (2002) developed a generic state transitignaaiain discrete time

Markov chain for intrusion- tolerant [55], [97]. In th@pproach, they defined that
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intrusion tolerant software systems start running frago@d state, then transfer to a
vulnerable state when the system fails to stand. Whacokars identify a vulnerability
successfully, the systems move to an attack statenwWhe software systems discover
the attack, the systems move to the triage stages{tte in which the system looks for
possible ways to respond to an attack to limit the damageduce the potential loss. If
the attack is successful, the systems move to a setaiture state. The system might be
shut down to fix the security problems in confidentialiigivacy, and data integrity. This
action may result in the service being unavailablehéwteb-based applications, a

transaction starts from a web client. The web tlgamds its request to the

After fix

-

Web_server_
good

Web_client SQL_good

_good

SQL_
attacked

Web_server_
attacked

SQL_security
_failed

Web_server_security_
failed

Fig. 1. System state transition diagram for web-based applicatns.



a7

web server by sending TCP packets to ask for the desitadWhaen the web server
receives the request from the web clients, the wekeswill authenticate the requested
users by the user credentials. If the user can passtheawver authentications, the web
server will retrieve the requested data from the dataderser. So, the web-based
application systems consist of the web client, welies, and database server subsystem.
In this analysis, we can conceptually assume thag¢ uer unlimited web clients possible
to attack the web server and database server. Soethelnts are not a major target for
attacks in security analysis in our web-based systassume that the web clients are
secure in our modeled systems since the web clientgedirdistributed in the world, and
it is very difficult to collect the data for all thpotential web clients due to scattered
distribution and data privacy concerns.

Although some researchers have modeled a computer syst¢good,
vulnerable, attacked, and failure} states in the conceptadkl [55], it is very difficult
to separate vulnerable and attack states from the log3t@taere, | use an attacked state
to represent the combination of vulnerable and attacksstatag. 1. From the data
collected, no data indicates that there are direatlegtfrom the web server to the
database server. In the analyses, each subsystesuised to start from the good state.
If the attacker detects a vulnerable point and wageskatta the subsystem, the
subsystem moves from a vulnerable state to an attaek B&ath subsystem, after the
attacks, either moves to a security-failure state oremdack to a good state if it has
some intrusion-tolerant mechanisms. Each subsystenmaation also exists in the web-

based applications. For example, the web client iigtoel state may directly launch
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attacks on the database server without passing theamedy $n the good state. To outline
our descriptions above, the state interaction diagrathé&éoweb-based applications is
presented in Fig. 1. Fig. 1 is the case when a web ¢dienthes attacks on the web
server and database server simultaneously. When haviniglmpltocess accesses to the
web server or database server, the system interac@nbe described using multiple
diagrams in Fig. 1, multiple partial diagrams from Figorla mixture of whole diagrams
and partial diagrams in Fig. 1.

An attacker attempts to move the web-based applicatoasecurity failure
state. However, this attempt needs attackers to invastetiforts. These efforts can be
described using time and modeled as a random variable.aftiem variable in time is
assumed to have exponential distribution. In generaftanker can only sometimes
move the system to a security failure state. Eachystém in the web server and
database server can be modeled by {good, attacked, faitgd}s3n the state transition
diagram. So, we use exponential distribution to modeétiiphel state transitions for the
web-based applications. For example, the Nimda woraclstweb servers using file
permissions, character decoding, directory traverse \ability. Finally, the Nimda
worm moves the web server from good state to attastetd, then from attacked to a
security failure state. Because there are multiplepoo@nts in the applications, the
system state may be described using more than one compBoeexample, one of the
system states may be in (web_server_good, database geve) state in the Markov
Process.

When attacks occur, the software systems try to rhagk to a secure state from

a compromised state [97]. As Sommerville (2004) pointed catyraoftware faults are
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transient [88]. No specific action is taken to corrbetsystem. The faults may disappear
in the system’s next execution. When this is notcd®e, some actions are taken to
repair. Each subsystem may move to a security feshate. Griffin et al. (2005)
concluded that a system responding to an attack is stmi&system responding to
accidental faults [31]. In the web-based applicatidmes stystem will be modeled by
Markov Process with embedded Markov chain. The discrete space E =
{(web_server_good, sqgl_server_good), (web_server_attacked, sgr sdtacked),
(web_server_good, sql_server _security failed), (web_segwed, sql_server_good),
(web_server_attacked, sql _ server_attacked),

(web_server_ attacked, sqgl_ server_security failed),

(web_server_good, sql_ server_good),

(web_server_security failed, sql_server_attacked)}.

To model the web-based applications in the Markov Prooesgseed the mean
sojourn time in each state and initial transition proldgip; from state i to state j in the
Markov Model, where i, € E.

In the following context, we will use listed abbreviasdo represent system
states in the web-based applications:

(wsg, sqlg): (web_server_good, sql_server_good),

(wsg, sqla): (web_server_attacked, sql_server_attacked),
(wsg, sqlf): (web_server_good, sql_server _security failed),
(wsa, sqlg): (web_server_good, sql_server_good),

(wsa, sgla): (web_server_attacked, sqgl _ server_attacked),

(wsa, sqlf): (web_server__ attacked, sql_ server_sectaikyd),



(wsf, sqlg): (web_server_good, sql_ server_good),

(wsf, sgla): (web_server_security failed, sql_serveack#d).

A

sgla Q>

[ v
sqlg
(wsg, salg)
A

wsg wsa wsf

After fix

v

Fig. 2. System state transition in the web-based applicatiofRevised from Wang,

Lively, and Simmons (2008) [97]).
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The system state transition diagram in the web-bagglitations in the Markov
Process is described in Fig. 2. In the embedded Markov Ghatate’s space can be
classified into transient sets and irreducible seteeMéclosed set of states that do not
have a subset which is also closed, this type of sidbdetined as an irreducible set. All
states in an irreducible set belong to the same titzg®n [94]. The steady-state
probability can be calculated for different stateshmémbedded Markov Chain and the
Markov Process.

In the web-based applications, we are specificallyested in system security in
software. Hollar and Murphy (2006) summarized the securitisgoaveb application
triangle in integrity, confidentiality, and availabilif$3], [97]. In their notations,
availability is the probability that a system can prowite intended service at a point in
time when customers need them. For example, the aviyladain measure successful
resource allocation rate to incoming requests in thebesled applications. Integrity is
related to the correctness of the application datawd@oé security can prevent
unauthorized people from changing the data. Confidentiakgns that information must
be kept private. The software system is expected to grenfermation from
unauthorized access. Which attribute is more importahetsoftware system depends
on different application domains. For example, patiemrmétion systems are more
interested in confidentiality because the patient inféionas critically private. Bank
information systems pay more attention to integritye3e systems always need to have
correct numbers for their customers. When any oftlagtsibutes in the web-based
applications are compromised, the action will lead taath@ication system security

failure. The system security failure can be modeled &yarkov Process.
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In a web-based application, any security failed stabes the integrity,
confidentiality, and availability will finally lead to syt unavailability. In this case, the
system needs to be fixed before it can operate propeaaig.afip compute the mean time
to security failure, we treat the security failure state absorbing states so that we can
conduct analyses for the Markov Process Model. In é¢xé section, | will conduct

analyses for the system functional availability amel mean time to a security failed state.

5.3 Availability Analyses

In the reliability area, Menasce (2004) and Trivedi (2001 nddfthe system
availability using mean time to failure, and mean timeeicovery [57] [94]. The web-
based application systems will be shut down to fixseurity problems if the system
security fails. If any subsystem reaches a securilgdfatate, the entire web-based
applications will be considered as security failure becthessystem cannot support the
requested services. Availability can provide a measuremeihiediate access rate to

the web-based applications to achieve desired services.

Let Av be the functional probability that the entsiestem can provide the
intended services properly [97]. We want to derive the gtetade functional availability
A as the time moves to the unlimited. In our security mdbe entire system will not be
able to provide the intended service when the web-basedailis arrive at any state
of {(wsg, sqlf), (wsa, sqlf), (wsf, sqlf), (wsf, sqfaWhen there are different
vulnerability attacks existing both in the web server datébase server, the system

availability can be calculated as:
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AV = 1-Pwsg,sqif — Rwsa, sqif) = Rwsf, sqla)~ Pws, sqig) (7)

where (wsg, sqlf), (wsa, sqlf), (wsf, sqlf), (wsgla), and (wsf, sqglg) stand for the
different states described before, respectivelyye Pdicate steady-state probability in a
security failed state in the Markov Process. Wheresystonly have database server
attacks existing, we can treat the SQL server as in gabel. Thus, the availability can
be expressed as:

AV = 1-Dwsf, salg).

Mean Time To Security Failure (MTTSF): In a web software system, it is
common that the mean time to failure is used to dessaftevare reliability (Tian et. al.
2004) [10], [93]. The mean time to failure (MTTF) measuresetkpected time for a
system to reach the failure state from a good statpafallel mean time to failure in
software reliability to man time to security failuregam time to security failure measures
the expected time for a system to reach the secuilitydastate from a good state. Mean
time to security failure is an important system paramigt measure system reliability
from a security aspect. The parameter can describedraithe system can provide
trusted services. MTTSF is computed by making the statibe @mbedded Markov
Chain in security failure into absorbing states. Clasifbn of the Markov process
states, into absorbing and transient states, relilseomature of the analysis. For
example, a vulnerability exists in the web server ired-Wwased application system and
no other vulnerability exists. A web client launchedaioious attack to move the web
server to a security failure state. The attack is neatley different states in the Markov
Process E= {(wsg,sqlg), (wsa, sqlg), (wsf, sqlg)} states=fwsf, sqglg)} is considered

as an absorbing state. When the web application syshewes to the security-failed state
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and the active security breach in software systemsseiiiss security failure state
actually becomes an irreducible set in the Markov Pobtéodel [97].

For the Markov Process, we calculated the mean tinsecurity failure as
follows:

As discussed in the method [26], [80], [94], [97], we hawgKdv matrix P for

one-step transition probability in the Markov chainaR be reorganized as P’

Po= 1

by b by » Q

where RQis a sub-matrix with the one-step probability of ddsng transient state i to
irreducible set. Sub-matrix Q from the Markov matrixeBresents the transition
probabilities between the transient states in onetsa@gition. The mean time to security
failure can be calculated using the following operation:

NG = (1 -Q)™(i.). (9)

where N(1,)) is the average number of times the (@€ E) is visited in the Markov
chain before the Markov chain arrives at one of tls@ding states from the beginning
state.

When we obtain the mean sojourn time in statg)j {fie MTTSF can be computed by:

MTTSF= X N,.T.
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5.4 Vulnerability Risk Analyses

In the previous sections, | developed a security analysisailability and mean
time to security failure. However, the root cause ofesyssecurity failure is software
vulnerability. Using existing vulnerabilities, | will devglorulnerability based security
risk assessment to quantify software systems.

In the security risk analysis, the security risk is fposly related to the threat,
vulnerability, and the expected loss from the vulnerghaldcording to equation (4). In
the security risk model, the expected loss is relatéioet@rotected asset. The protected
assets at hardware level may include storage and conaionicdevices. At software
level, the protected assets may include data storage systktmprograms, operating
systems, and other applications [105]. There are severahoa attack threats for
software systems. These are spoofing, tampering, repudiatformation disclosure,
denial of service, and elevated access right, etc [3&cRers in spoofing claim to be
some other identities. Whereas attackers in tampamnrig tevise information while it is
in a travel or stationary position. Furthermore &i¢as in repudiation conduct some
actions that are difficult to identify. While attackemsnformation disclosure also try to
obtain data by stealing. Meanwhile attackers in deniadifice prevent systems from
normal operations. Finally attackers in elevated aaaglssconduct some unauthorized
activities in systems [95].

The Web Application Security Consortium (2004) has diessweb threat into
several categories [9], [99]. The threats include autbesidin, authorization, client-side
attacks, command execution, information disclosure, @giddl attacks. In

authentication, threat may come from insufficient antltation and weak password
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validation. For insufficient authentications in the Apa web server, there is a directory
/admin that is similar to the root directory. If hackges into this directory, they can and
will look through all the other directories. Weak passwamspasswords shorter than six
characters. The passwords would not be changed for aévmayl of time, and
sometimes, the passwords repeated the old password.lmeh®et era, the users may
come from local or remote websites from the hosihty to the other countries.
Authentication in a distributed web-system presentg @liillenge for user identity
validation. In authorization, authorization threat ncayne from credential prediction in
controlling web users. Authorization threat may comenfinsufficient session
expiration in using previous session credentials for aizétayn in the web-based
applications. These two categories of threats now adwsgh risk for information
security since these two categories decide the acoag®lc In command execution, a
threat may come from buffer overflow, format strattpck in using string library to
access the physical memory, operating system commarmastrolling application input
parameters, and SQL injections in the web-based apphsat For example, you may
define a char buffer [11] in your program written in Cefihyou may input some strings
as char data [] = argv[0] from command line. Finally, yoe stscpy (buffer, data) to
copy the input data. If your argv[0] holds a long stringnaty cause allocated space with
buffer overflow. In information disclosure, threatay come from unauthorized
information access from other directories and pattetsal. Local attacks may come
from misused functions in access control, denial ofiselin causing a website from

normal operations, and limited process validation inntended traffic. All these threats
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are highly likely to happen in the web-based applicatiapending on the software
system quality, system configurations, user behaviors, amy other related factors.
Ravenel (2006) proposed that annual loss expectancy camipeited according
to the threat in different phases in the softwaeelitle [76]. Vulnerability severity level
can be used to determine the vulnerability risk value in emqués). These numbers can
be used to calculate security risks for different orgions. Hickman (2004) at
SoftSource Consulting proposed a threat ranking schenapplication security [32]. In
his approach, threats are evaluated according to sewsl&hctors: potential damage
loss, re-occurrence, exploitability, impacted users,datee of discovery. Each
category is graded from 1 to 10. Then, an average oftaljoges is the threat score. For
example, if we have a threat from obtaining a root aaughs the scores for each
category are: 10 in potential damage loss, 10 in re-ocuar® in exploitability, 9 in
impacted users, and 10 in degree of discovery. So, the Hu@as 9.6 on average. | will
modify Hickman’s approach for risk evaluation in fuzzgital method and information
entropy-weight coefficients to make a better measurefoethe web-based applications
because the proposed score systems are very subjeictnagy only work in a limited

environment.

5.5 Risk Analysis
Risk index will be calculated using threat and vulnergbsieverity level. Threat
will be evaluated by Hickman’s approach [32]. Web softwareerability will be

evaluated using five different levels proposed by GrosgB8@nThe risk index will be
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calculated using fuzzy logic method developed by Zhao E08l. In the following, |
will synthesize the risk evaluations in incorporatingldferent pieces of the works.
Using the approach described by Zhao et. al. (2005), th&aosk's in the web-
based applications can be described as H Kbl Hs, Ha, Hs}, where H, Ha, Hs, Ha,
and H stand for potential damage loss, re-occurrence, g¢aplbiy, impacted users, and
degree of discovery respectively [109]. The security expémseb-based applications
will give the evaluations of R matrix based on the fig& factors and evaluation rules in
fuzzy map. The fuzzy map FZ: H-> FZ(V), where FZ(V}hs fuzzy set on V. H>
FZ(H) = (ra, 12, ... im). The risk evaluation rule set can be expressed a$W, ., vs,
... Vm}. The R matrix indicates the contribution from thekrfactor Hto the criteria in
the evaluation set V. The R matrix can be express@das, ris, ..., im}, Wherei=1,

2,3,4,5 m=1,2,3,4,56,7.

(11)

To compute the frequency of the risk factors, the weightor in A will be assigned to
each risk factor. The weight vector comes from thmeexestimation in the web-based
applications. Thus,

A=(aa.. a) (12)

The weight set for the evaluation set V is define wector. For different web-based

applications, the weight for the evaluation set ilearSo,



59

K = (i, ka,..., k) (13)

The risk from vulnerability i in the web-based applica can be calculated using the

following equation (14):

Risk = A*R*K T (14)

where K is the transposition matrix of K. The weight vectoisroduced by the

security experts in the web-based applications. MatistRe frequency of each risk

factor H for the evaluation set V in the web-based applicatibosovercome subjective

evaluation, the entropy-weight coefficient will bdazdated in the following equations.
To overcome subjective judgment [109], the relative irgoae of a risk factor is

measured by:
H, ==>r.Ln(r) (15)
j=1

where the bigger the;Walue is, the bigger the contribution from thé figctors to the
web-based application system is. Whewmalues are 1/m (j = 1,2,...,m), the becomes
the maximum with the value of iy in Ln(m). In the web-based applications, i = 5 amd

= 7. The entropy of the risk factor in importane@& de computed in equation (16).

1 m
= — . : 16
e o) > rLn(r) (16)

=

when § values are all the same, entropw#l be with the maximum value of 1. Sq, e
has a property: 8 @ <1. When an entropy is at the highest, each ristofecontributes
the least to the system risk assessment in thebaséd applications.

Uniform 1- g, the adjusted weight of a risk factor can be mesku

S 1o
h=——=(l-e) (17)
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whereE=)"e, (18)
i=1

A satisfies: <2< 1, and)_ A =1.

In our web based applications, there are thoegoonents: web clients, web
servers, and database servers. According to théheory developed by Koller (1999),
the chance of failure (COF) is the rate from a oakegory to cause a system to a failure
[46]. When we treat multiple vulnerabilities in @system as the multiple component
risk factors in the subsystem, the total chancguotess (TCOS) for a risk assessment
with multiple vulnerabilities in one subsystem e tweb-based applications can be
calculated by:

TCOS, = (1 — COF_wult) x (1- COF_wvul2) x...x (1 — COF_wvuln),

(19)
where vulm representgth vulnerability in a subsystem.
In our web-based security term, total chance ofess&ful security (TCOS) for web-
based application can be defined as:
TCOS = (1- web_client_security failed) x (1-web veer security failed) x (1-
database_server_sceurity_failed).

(20)

I will use all the equations above in the follogimulnerability based risk
assessment. According to TCOS index, we will cfgsBCOS into three levels to
indicate the web application system risk: low, highd failed level. In statistical terms,

we define a quartile of security index range as dma failed risk level. The high risk
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security level accounts for two quartiles of the indemge. Thus, the threshold index for
low system security is defined as: 25 percent of TCOS idawbution (TCOS index
from O to 0.25), physically it means that the web-basedcpijoin system is at failed
level in this index range; high risk level with 26-75 peradrgecurity index range
(TCOS index from 0.26 to 0.75), and top 25 percent of TC@&xis defined as high
system security level (TCOS index from 0.76 to 1.0). Thiamedhat the web-based

application system is at a very low risk level.

5.6 Case Study
5.6.1 Security Analysis

Several web client access errors were recorded iogiseduring the data
collection time. The web client access errors arermdlin TABLE 3. In the table, | only
present the major error types; the most frequentlyrgedeerror is “File does not exist.”
The web-based applications move the published materialoften. The second most
frequently observed error is “Directory index forbidrine,” an error related to the user
violation to security policy when the web clients ascthe materials in the web server.
The next most frequently observed error is “Script oahél or unable to start.” This
error is related to security policy in access privilegprogram execution privilege. In
the following paragraphs, | will present some more secigstyes observed in open web

proxy honeypot in detalils.
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TABLE 3
Major Error Summaries from the Error Logs [97]

Major Error Type Number of Errors
(each type)

File does not exist 590

Directory index forbid by rule 214

Script not found or unable to start 70

Attempt to invoke directory as script 17

Premature end of script heads 21

From the analysis, the top ten attacker IP addressdssted in TABLE 4. In
TABLE 4, the top attacker IP address owners and locatiomsbtained using
http://www.dnsstuff.com/tools/whois. The Internet thatved most attacks to the open
honeypot was from IP address in 64.62.145.98. The IP address svwEnergy Group
Inc. in Southeastern, PA. The next top attacker IPesdds 210.118.169.20, located in
Seoul, South Korea. From the IP address owners, weemthat 6 of the top 10 were

from other countries (China, South Korea, and Romaniaf)tie top 10 attacker IP
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Dt

TABLE 4
Top Ten Attacker IP Addresses
Attacker IP IP address owner (location) Number of
address attacks
64.62.145.98 Energy Group, Inc. (Southeastern, PA) 414
210.118.169.20 | Shinbiro-IDC (Seoul, Korea) 410
210.116.59.164 | KRNIC (Seoul, Korea) 184
4.152.207.238 Level 3 Communications (Spartanburg, SC 94
210.51.12.238 Tongtai IDC of China Netcom (Beijing, China) 92
64.122.238.114 | Integra Telecom (Portland, OR) 91
220.170.88.36 Hunan Telecom (Hengyang, China) 63
81.181.146.13 SC Mediasat SA (Romania) 55
222.95.35.200 Jiangsu Province Network (China) 51
4.152.207.126 Level 3 Communication (Spartanburg, SC) 46
TABLE 5
Top Attack Targets Are Listed [97]
Requests URL Comments
587 /_vti_bin/_vti_aut/fp30reg.dll Proxy authentication
180 /sumthin Requested material not
found
97 http://www.yahoo.com Request forbidden
materials
93 /lcgifawstats.pl?configdir=|%20id%20| Request materials n¢
73 /scripts/..%2550%2550../winnt/system32/cmd.ex]:f’.;J ndNimda Worm
71 /lcgi-bin/awstats/awstats.pl?configdir=|%20id%R20| Requestiaiateot
68 /[cgi-bin/awstats.pl?configdir=|%20id%20| fourIl?dequest materials n

found




64

addresses were from Pennsylvania, South Carolina, and Gregq@nUnited States. The
top attacker targets are listed in TABLE 5.

From the data for the top attacked targets [97], | olesktivat there are many
attacks recorded in the honeypot logs. The major sequotylems were computer
worms (CODE RED and NIMDA), AWSTATS attack, unauthodizEcess request
(HTTP 1.0/1.1 error code 403), unidentified request method (H&iid? code 501), not
allowed http request method (error code 405), non-http kampequests, denial of
service attack from Internet Relay Chat (IRC port 666666V 8), MS-SQL Worm
propagation, MS-SQL version overflow, etc.

In TABLE 4, the Nimda was observed as a major wormgspegtads during the
data collection time, for it is a self-spreading virasefgularly attacks the Microsoft 1IS
server and outlook users. The Nimda attacks Microsstrier using the IS file
permission, characters decoding execution, and unicode dyé&cwersal vulnerability,
but it can also attack Microsoft Outlook users usingimeaexe file in an attached email.
The Nimda can detect the vulnerability in Internet Bxgl. The vulnerability fix for the
Nimda worm is available in Microsoft website [72], [97].

The Code Red is another worm that attacks the 11S sersalting in buffer
overflow. It is reported that the worm activity oniafected machine is time-related to
the machine clock [95], [97]. In TABLE 4, proxy authenticatisithe most severe attack
observed. AWSTATS attack is using remote command executtackers make good
use of configuration directory to execute arbitrary comasagrefixed with “|” character.
For example, //cgi-bin/awstats/awstats.pl?configdir=|%20@|%2&s observed in the

used data. Unauthorized access request (http error codendf3} that the web server
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knew the request. The request did not pass the audit prébessemote request should
be forbidden. Unidentified request method (http error coderb8aps that the web
server does not implement the request. The web seaweot allocate any resource for
the request since the web server can not identifyatpgests. Not allowed http request
method (http error code 405) means that the requested atmtirinot use the
standardized http methods as specified by the protocothidprtompliant requests
mean that the http request from the web clients doease http (hyper-text transport
protocol) standard format. For example, get/www.utexas.g@ll0 is a standard
request format in RFC2616 [8]. Attacks from IRC connectanesobserved from the
open web proxy as a system operator in the channel. MSA®@n is a slammer worm
that attacks database systems. There were a Idackatby MS-SQL slammer worm
during the data collection period of time. All these ktactivities impacted the web-
based application operations, whether earlier or later.

As discussed before, the Code Red is a malicious wattém self-propagate
over the Internet. The buffer overflow in Microstfs server on an infected machine is

time-sensitive. The Code Red attack examples are peesenTABLE 6.
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TABLE 6
The Code Red Requests Are Exampled [97]

yOw4000@sun(~/SotM34/http)>grep default.ida access_log.* | less
access 10g.1:63.102.226.241 - - [07/Mar/2005:02:28:35 -0500] "GET
/default.ida? X XXXXXX XXX XX XXX XXX XXX XXXX XXX XX XXX XXX
):9,.9,.9.9.9.9,.0.9.9.9.90.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9.990.999909.9000
):9.9,.9.9.9,.9,.0.9.9.9.9.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.90.9.99909999099009
):9.9,.9.9.9.9,0.9.9.9.0.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9.990.999909.90900.
):9.9,.0.9.9.9,.0.9.9.9.9.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9.990.9999099009
XXXXXXXXKXX XXX XXX XX XY%U9090%u6858%uchbd3%u7801%u909
0%u6858%uchbd3%u7801%u9090%u6858%uchbd3%u7801%u9090%u909
%u8190%u00c3%u0003%u8b00%u531b%u53f%u0078%u0000%u00=a
HTTP/1.0" 404 1061 "-" "-"access_log.1:63.226.106.228 - -
[07/Mar/2005:05:46:04 -0500] "GET

/default.ida? X XXX XXX XXX XX XXX XXX XXX X XXX XXX XXXXX XXX
):9.9,.0.9.9.9,.0.9.9.9.0.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9990.999909.9009.
):9.9,.9.9.9.9,.0.9.9.9.0.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9.990.999909.9000.
):9.9,.9.9.9.9,.0.9.9.9.0.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9.990.999909.9000.
):9.9,.9.9.9.9,0.9.9.9.9.9.9,.0.9.9.9.0.9.9.9,0.9.9.0.9.9.0.9.9.990.9.9909.9000.
XHXXXXXXXKXX XXX XXX XX XY%U9090%u6858%uchbd3%u7801%u909
0%u6858%uchbd3%u7801%u9090%u6858%uchbd3%u7801%u9090%u909
%u8190%u00c3%u0003%u8b00%u531b%u53f%u0078%u0000%u00=a
HTTP/1.0" 404 1061 "-" "-" access_log.1:63.226.106.228 - -
[07/Mar/2005:14:08:12 -0500] "GET

(CUT remaining parts here)

OJ

OJ

In the above, | conducted a brief security analysepen web proxy honeypot as

security analysis background. From the analysis, ib¥sonis that some software
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vulnerabilities did exist in the analyzed systems sime@bserved different computer
attacks, Code Red, NIMDA worm spread during data colletim®. Computer hackers
did use these vulnerabilities to break into the open wekygrtoneypot. All these
security issues are caused by either source code defagtst@m configurations.
Because software vulnerabilities exist, the web-baselitapjpn system may not provide
reliable services all the time as intended. In thie¥ahg, | will estimate access
availability and mean time to security failure using Marksocess Model.

From the data collected, the initial transition probféd are estimated using
access transaction rate between states in the Marktnix P [97]. To compute mean
time to security failure, the number of visits in eatdte and mean sojourn time in each
state are required. The number of visits in each statde calculated from state
transition probability. Mean sojourn time in eachetzdn be estimated as follows:
Mean sojourn times: previous study (186 software systemd&ates software systems,
from release in operation to a vulnerability fix, neddut 242 days [6]. Let us have the
Markov Process that spends 0.25 unit time in (wsg, sqlg).t&0unit in (wsa, sgla)
state (the attacked state is combination of web_semkrerable and
web_server_attack), 0.25 unit time in (wsf, sqglg) stabe sEcurity failure from the
attacks on the web server vulnerability only, the timeecurity failure experienced the
state transitions in{& {(wsg, sqlg), (wsa, sqlg)}, the mean sojourn time Esthstates
are expressed as kg sqg)s Twsa,sqig}-

Using the following equations,

2.mP =m, 21)
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ZTCJ- =1 (22)

and
_ T
TS,

kOE

(23)

Using equation (21) and (22), the steady-stategimtibes in the embedded
Markov Chain can be obtained:
Twsg,sqlg= 0-3766 (wsg, sqla= 0.2561 wsg,sqin = 0.0866,
Twsa, sqig= 0-1648 Twsa, sqlai=0.0844 m(wsa, sqin= 0.003,

Tq(wsf, sqlg): 0.0245,7t(wsf’ sq|a): 0.0126.

Using the relationship equation (23), the steadyesprobabilities in the Markov
Process can be obtained:
Twsg,sqlg)= 0.3487 Twsg, sqla= 0.2454 Tiwsg,sqi) = 0.062,
Twsa, sqigi= 0-1530twsa, sqiaF0.1557 Tiwsa, sqi= 0.0277,

Tq(wsf, sqlg): 0.0220 TL(wsf, sq|a): 0.0113.

The Immediate Access Availability Analysis
From equation (10), we can modify the equationesive assume the web client
is a reliable part in the system and vulnerabdityy exists in the web server, So,
AV =1 - Rust, salg)
Apply the number we got from the steady-state povdibes in the Markov Process

Model, and the availability is:
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Av =1-0.022

=0.978

So, based on the data collected, the web-based applisgitem has 97.8 % time to

provide the intended services reliably. Beyond this ragewtiole system cannot provide

reliable service because of the web server securityéail

Mean Time to Security Failure (MTTSF):

(wsg, sqlg) | (wsf, sqlg)
N@,j) = (I-Q)* = (wsg, sqlg) | 1.17 0.28
(wsa, sqlg) | 0.57 1.17

MTTSF = 0.4325 time units = 104.7 days, where time units = 242 day
This equation means that the web-based application npeyierce security failure after

104.7 days in open web proxy honeypot because of multiplkatten the web server.

Validating Mean Time to Security Failure by Simulation

In this sub-section, | will change the probabilitgrir attacked state to security
failure state in the web server to validate the a@bness of mean time to security failure
using Markov Process Model. The security failure probghilitrease in the web-server
means that there are more attacks on the vulnerabilitide web-based applications.

When security failure probability decreases, this dser@aeans that there are fewer
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attacks on the vulnerabilities in the web-based agmics. When the security failure

probability changes, the mean time to security failsr&sifollows:

Mean Time To Security Failure
120
100 .
80
Days
60
40
20
O I I I I
0.04 0.10 0.18 0.27 0.37
Security Failure Probability

Fig. 3. Mean time to security failure decreases as the farke probability increases in

the web server
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From the simulation, it is clear that the web seman provide trusted services for
longer periods of time while the system has fewer kstaa the vulnerabilities and low
security failure rate. When the web-based applicatystesis have more attacks on the
vulnerabilities and higher security failure rate, mearetto security failure is reduced
also. Conceptually, the Markov process model can cédctha mean time to security

failure correctly. Please see Fig. 3 for details.

Mean Time To Security Failure

250

200 '\\.\_\‘\.

150

Days
100
50
O T T T T
0.05 0.1 0.2 0.3 0.4
Security Failure Probability

Fig. 4. Mean time to security failure is reduced as failug probability increases in the

database server.
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When the security failure probability is changed fordhtabase server, mean
time to security failure is changed, similar to Figurerédni-the simulation in Fig. 4, we
can see the mean time security failure in the datadgser will decrease when there are
more attacks on the vulnerabilities. When the systeaws fewer attacks on the
vulnerabilities and low security failure rate, the welsdd applications can provide
longer trusted service. Therefore, Markov Process Madetalculate mean time to
security failure correctly. In a similar way, | caalidate the immediate access

availability correctly by simulation.

5.6.2 Security Risk Analysis

In the previous section, | present the case study éurisg measurement in
access availability and mean time to security failu@wéler, the cause of security
failure is due to the vulnerabilities. In this sectibwjll present a vulnerability based risk
assessment for the web-based applications.

From https://cirdb.ceris.purdue.edu/ccopvdb/public, we foundstkatell-known
vulnerabilities were reported from July 1, 2006 to Septerhp2006. We can assume
that all the vulnerabilities appear in our web-basediegn system during that time
period. One vulnerability was reported for the databasesaith CVE number in 2006-
4041. According to http://www.securityfocus.com (2006), thes QL injection
vulnerability when using a Postgres database server.k&tacan use this vulnerability
remotely to run an arbitrary SQL command. As we disacubséore, the SQL injection
vulnerability can pose a high threat to the web-baselicapipn systems. Three

vulnerabilities were reported for the web server \thh CVE numbers in 2006-4089,
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2006-3921, and 2005-3620 respectively. The CVE 2006-4089 is about multifge buf
overflows in AlsaPlayer 0.99.76. This vulnerability alloresnote users to launch attacks
in denial of service on a web server. AlsaPlayerN#8 and audio player. When the
web server performs denial of services, basically thle server loses its intended
functions. The CVE 2006-3921 is about the Java system ajphicarver. The
vulnerability allows remote authenticated users to féasloutside of the intended
directory. The directory traversal can mean high sgchreaches for sensitive data. The
CVE 2005-3620 is about interface vulnerabilities for VMwanmeese The VMware

server integrates computer processor, memory, and ledh@ware into several virtual
machines to optimize their utilization. This vulnerapilég directly related to computer
system resource allocation and management; thugjireistly related to system
performance. Two vulnerabilities were reported for tied wlients with CVE numbers in
2006-3918 and 2006-3574 respectively. The CVE 2006-3918 is about the IBM HTTP
server 6.0 and the Apache HTTP server 1.3 which is nat cledefining the expected
header from an HTTP request. This vulnerability is eeldb the denied web access
requests. In previous security analysis, the data showethéhdenied http request

header can result in the information request failuhe TVE 2006-3574 is about

TABLE 7
The Judge Set Constructed by Probability [109]

V1 V2 V3 V4 V5 V6 V7

Ignorable| Very low | Low | Medium | High| Very High Extreme
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Vulnerability

Risk Index

Threat

AN A7

Urgent Trojan horse: File read anc
write exploit, remote command
execution.

Potential Trojan horse:File read
exploit

High limited exploit of read,
directory browsing.

Medium configuration information
is obtained by hackers

Low information is obtained by
hackers on configurations.

Potential Damage Loss

Re-Occurrence

Exploitability

Impacted Users

Degree of Discovery

Fig. 5. The synthesized risk assessment scheme (developased on [30], [32], [62],

[109]).

multiple cross-site scripting (XSS) vulnerabilitiesainveb client [75]. The cross-site

scripting is a special defect to the web-based applicafidresvulnerability exposes the
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user data to the vulnerable web server in the cookieshwheans it can be accessed by
other unauthorized sources. Therefore, this vulnerabpiises a high risk to the users
[35]. Let us construct the fuzzy set H ={HH,,...,Hs}, where H, Hy, Hs, Hs, and H
represents “potential damage loss”, “re-occurence”, ltabgbility”, “impacted users”,

and “degree of discovery”. For the rule of risk facjodge set S to set H is defined as S
={S1, $,..., §}, which indicates the risk level in TABLE 7.

Analytic hierarchy process (AHP) uses many rules tonasé the values from the
variables which are difficult to define [109]. For the riskalysis, it can be expressed as
follows in Fig. 5. In Fig. 5, threat is regarding computsekers with the intent and
ability to exploit a vulnerability in a system. Vulaility is weak point in a system that

can be exploited.

Risk Analysis for the Database Server

For the database server, only one vulnerability is redant December 2006
according to the access. The experts in the web-lzggdidations make the probability
estimate for the risk set H. The probability of eashk factor is decided by a group of
security experts. According to the assessments frorseitigrity experts (graduate

students in computer science at TAMU), the subjectiveixia}, is:

0.0 | 0.3 02| 01 0.2 0.2 0.0
0.1 | 0.2 03 | 0.2 0.1 0.1 0.0
Ro= 0.0 | 0.1 0.2 | 0.2 0.2 0.3 0.0
0.0 | 0.2 0.2 | 0.2 0.2 0.2 0.0
0.0 | 0.1 0.2 | 03 0.2 0.1 0.1
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From equation (13), we can gefrem R, as (0.8002, 0.8714, 0.8002, 0.8271,

0.8714). Then the weight vector of each risk factor cacabilated in equation (16):
Ap= (w1, v2,y3, 4, y5) = (0.2408, 0.1550, 0.2408, 0.2080, 0.1550).

The weight for the judge rule in (V1, V2, V3, V4, V5, V6, M%)estimated by the
security experts as (1/10, 1/10, 2/10, 1/10, 1/10, 2/10, 2/1Q) an#é the risk events can
be calculated in equation (13) as:

P,= ApR, B, = (0.155, 0.1844, 0.2656, 0.1913, 0.1875, 0.193, 0.0155) * B
=0.1651
where,Ayis 1 x 5 matrix, Ris 5 x 7 matrix, and B is 7 x 1 matrix.

For the risk from this vulnerability in the database serthe judge set of the risk
factor set V = {V1, V2, V3, V4, V5, V6, V7) which showsreat severity level as in
TABLE 12.

The computer security experts (graduate students in congxiegrce) make a

risk assessment of the threat from the vulnerabikty&follows:

0.0 | 0.0 01| 0.2 0.2 0.2 0.3
0.0 | 0.0 01| 0.2 0.2 0.3 0.2
Rr= |00 |01 0.2 | 0.2 0.2 0.3 0.0
0.0 | 0.2 0.2 | 0.2 0.2 0.2 0.0
0.0 | 0.0 00 | 0.2 0.2 0.3 0.3

From equation (15), we can gets: (0.8002, 0.8002, 0.8002, 0.8271, 0.7021).
The weight factor of each risk factor can be caleddty equation (16). The result is as

follows:
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N = (0.1867, 0.1867, 0.1867, 0.1616, 0.2784).

The weight for the judge rule in (V1, V2, V3, V4, V5, V6, M%)estimated by the
security experts as (0, 0, 0, 1/10, 2/10, 3/10, 4/10),iar8l the risk event can be
calculated in equation (13) as:

Pr= Ai Ry B = (0, 0.051, 0.107, 0.2, 0.2, 0.6613, 0.1769)™ B
=0.3291

where,A; is 1 x 5 matrix, Ris 5 x 7 matrix, and B is 7 x 1 matrix.

Risk index for database server = 1-(dR) * (1-Ruumeraviity)

RtT'lreaf" Rvulnerability‘ Rvulnerability* I:athreat

04399

Risk Analysis in the Web Server

For the web server, there are three vulnerabilitkestiag in the web server
during the modeling time. We can treat the three vulnetiabiin the three different
components of one system in equation (18).

For vulnerability 1 with the buffer overflow (CVE2006-408BY), from the expert

evaluations is as follows:

0.0 | 0.0 00 | 0.2 0.2 0.3 0.3
0.0 | 0.0 01| 01 0.3 0.3 0.2
Rr= | 0.0 0.0 00 | 0.2 0.2 0.3 0.3
0.0 | 0.0 0.2 | 0.2 0.2 0.2 0.2
0.0 | 0.0 01| 0.2 0.2 0.3 0.2




78

In the method described aboves€0.7021, 0.7733, 0.7021, 0.8271, 0.8002).
Ni = (0, 0, 0.3228, 0.6836, 0.8383, 1.0587, 0.9014). The weight for therjuidge as
follows in B is (0, 0, 0.1, 0.2, 0.2, 0.2, 0.3)

The risk index from the vulnerability is:
=N *R* B{'
=0.3188

In a similar way, the threat index obtained frombh&erability 1 is 0.3235.
According to equation (5),

Risk1 from the vulnerability 1 in the web server is =11Rrea) * (1-Ruuinerabiity)
= Rinreatt Ruuinerabiiity” Ruuinerability* Rthreat
=0.3188 + 0.3235 - 0.3188*0.3235
=0.439.

For vulnerability 2 in the web server, the vulnerabiltyabout remote
authenticated users and their access to other docurdémisan get the risk for this
vulnerability.

Risk2 = 0.7016

For vulnerability 3 in web server, the vulnerabilisyabout denial of service from
the web server for interface of the VMware serising the method discussed above,
we can get risk index as:

Risk3 = 0.5012

Since we can treat the three vulnerabilities in défifé places in the web server,

Total chance of success (TCOS) = (1-risk1)*(1-risk2)*(1-risk3)

= (1-0.439)*(T/016)*(1-0.5002)
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=0.3257 * 0.29845 0.
= 0.0841

Risk in the web server is 1- TCOS = 0.9159.

Risk Analysis in the Web Client
For the web client, there are two vulnerabilitiese Tirst vulnerability is about
the unexpected header from the HTTP server, while tendds about the cross-site
scripts vulnerabilities. In a way similar to the oneadi®d above,
Risk1 for vulnerabilityl = 0.5421
Risk2 for vulnerability2 = 0.2348
TCOS for the web client = (1-risk1)*(1-risk2)
= (1-0.5421)*(2-848)
=0.4579 * 0.7652 3504

Risk in web client = 1-TCOS = 1-0.3504 = 0.6496

Risk Classification
From the specifications we define, system securityisig failed level if the
TCOS index is from 0 to 0.25, at a high risk level if T@OS index is from 0.26 to 0.75,
and at a low risk level if the TCOS index from 0.76 10. For web based applications,
we have risk measurement as:
Total chance of success = (1-RisKciien)*(1-Riskweb_serve*(1-RiSKgatabaseserve)
= (1-0.440) * A1916) * (1- 0.6496)

= 0.56 * 0.084* 0.3504
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= 0.1646
Because TCOS is 0.1646, the system security is very toather words, the
system risk is very high, and this index indicates thawteb-based application system is
classified as a failed risk level. From the partialltiesve also can see the web server has
high-secure failure rate. If the web server has seailted, the web client request cannot

finish the process request, whether the database seovies or not.

5.7 Summary

In this chapter, | have conducted security analysis ahlmkability based risk
assessment for the web-based applications. The seisstigs and system risk both
originated from the software vulnerabilities. Becassfware vulnerabilities exist in
web-based software systems, vulnerabilities open thefdoattackers to hack the web-
based applications. The attacks on the web-based appigatiay cause system security
concerns by providing immediate access to services andlyos®ating security
failures in those services. The attacks on the weldsgalications also inject security
risk in the software systems. Immediate accessabhibty and mean time to security
failure can quantitatively measure software system ggclnr this chapter, | adapt
Markov Process Model to compute these two parameterscofhectness of mean time
to security failure is validated by simulation. Systesk assessment also provides an
important parameter to measure system security relaliadility.

Several different approaches have been proposed to iempodtware system
security. In the next chapter, | will present a popatgroach in access control to

improve software system security.
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CHAPTER VI

SECURITY IMPROVEMENT MODEL ~

A few models have been suggested to address web-basecpplsecurity.
These include coalition-based access control (CBAC) [#$¢retionary access control
(DAC), mandatory access control (MAC), and role-basamkss control (RBAC) [21],
[42]. Coalition-based access control supports a varigiynotionality, expressiveness,
and flexibility for resource access specifications. TBAC model integrates team-based
(TMAC) and task-based (TBAC) access control togethéefme resource access
policies. The discretionary access control spec#ighorization rules in the subjects and
objects. Subjects can appear to be a user, a group, anceasoiaentifier in the web-
based applications. If a subject has control on an plifexsubject can decide access
rights to other requested subjects. Mandatory access cM&Q) specifically
addresses the information security in confidentiality iategrity. In MAC model,
subjects and objects are arranged in different levelsisedl in access decisions. For
example, to improve information confidentiality in batfields, MAC model may adapt a
multilevel security mechanism to enhance its functialti-level information
classification in the web-based applications can segalifferent types of information
subscribers. Role-based access control is popular feretitf organizations because of
its flexibility. The role-based access control can dendd according to the

specifications in different organizations. Role-base@sxcontrol has become an

" This chapter is reprinted from “Enhanced enterprise vesied application security
using GeolP service” by Yong Wang and Dick Simmons 2006 iRtbeeedings of the
10" IASTED SEA Conference with permission from IASTED.
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alternative to MAC and DAC approaches [43]. Policy flditjphas made role-based
access control more attractive in different applarati

As role-based access control draws increasing attefertino et. al(2001)
developed a temporal role-based access control (TRBEL]) Time can play a key role
in time-sensitive access [44]. TRBAC applies a grougmiporal conditions in role
operation. In the temporal role-based access controleas examined when the
requester obtains access permissions.

Recently, Atluri and Chun (2004described an authorization model using
geospatial data [7]. In their model, authorizations arme@fin spatial and temporal
attributes. Atluri and Chun thought that combining imaayes geospatial data would
present more security threats than individual daté#.ifBee access control model used a
public geo-referenced profile to allocate user acces®tditterent spatial data. This
profile consists of property ownership and physical locatdormation. When an access
request is received, the computer system computes theispeed for authorization
purposes. Several function operations are provided imtuel. These include read,
insert, delete, modify, and some other privileges fodifierent data.

Schmit, et. al. (2005) used the web service complexity toridestwo
authorization models for indirect and direct acce&$. [®drakanti, et al. (2005) revised
Microsoft .NET MyServices utility to define different &otization policies in the health-
care application domain [37]. The XML access control lagguaas used in the
extended authorization model.

Shen and Hong (2006) proposed an attribute-based accésd GABAC) for

web services [85]. An authorization decision relied tnbaites to decide access to a
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resource. Attributes are a group of characteristicsdsdribe an entity. An entity is a
subject, resource, or environment that is associatedhathsers and applications. There
are several types of attributes in a web-based apiplic&ubject attributes, resource
attributes, and environmental attributes. Subject attribntésde users, company names,
organization names, and membership, etc. Resource attribcitgde resource identity,
location, space, etc. Environmental attributes include tdate, system configurtaions,
and other parameters. Digital credentials are compwegkdhe attributes. In the ABAC
model, an authorization depends on the attributes afdbeciated entities. The ABAC
does not give permissions to each requester before the regsigismitted. The ABAC
also applies automated trust negotiation (ATN) mechanisrasdess control,
specifically in the authentication process [85]. Perdy\& (2006) developed an
algorithm to handle secure communication and accesot@ntmweb-based applications
[70]. In the secure communication, they used a secure tolauthenticate the user in
data integrity and confidentiality in a SOAP messageuthaization, they defined an
attribute-based role access control.

Previously, we have reviewed different access contoalais briefly.
Authorization is a high level of access control fofeats. The web pages, web
applications, and etc. are some examples of the obfsatess control is for low-level
objects. The objects include rows, tables, and documeatslata source [11], [33].
Hollar and Murphy (2006) classified the access control mio basic categories. These
are user-based access control, role-based accessl catttibute-based access control,
and mandatory access control. The access model dedmdisenrights are granted or

declined for a specific permission to a resource.
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In the keys of a role-based access control (RBACKARRr a system has a set
of users, roles, resources, and access permissionslébeontain the access rights. A
user access to a resource is defined by a set of rolese3burce manager provides an
access interface to the designated resources. Aaskdlaccess control model holds two
security properties: Separation of duty and least privil8gparation of duty means that
the duty is assigned to different users. Least privilegensithat a user is restricted by

some roles according to the task requirements.

Access_ip_address

Zip_code

@

Fig. 6. The user credential type hierarchy (revised fronwang and Simmons 2006)
[96].
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6.1 Authorization Model

Authorization is an important approach for Internanpating. As the Internet
becomes a major platform of computing, access autt@aizencounters a big challenge.
Similar to the geospatial data authorization (Atluri and€2004), the proposed model
will adapt the subject credentials, object credentiald,aecess privilege for access
control. Each subject credential normally containesselements [7], [17], [40], [41],
[42], [96]. The proposed model will use enhanced subject diatieim user information,
access computer identity, and access location to combhih@bject credential and

access privilege for authorization.

6.1.1 Authorization Subjects

One of the most important components for authorinasubject authorization.
Subject authorization is about users, groups, organizagtmsCredential types are
expressed in the credential hierarchy tree [17]. Fig. 6 ibesca user credential type in a
hierarchy tree in the web-based applications. A crealeppe contains a set of attributes.
In Fig. 6, an IP address and a zip code are the ownbe attributes of the credential
type because of its unique characteristics. A subjectamatain a set of credentials.
Definition 1 [Credential Type]. A credential type has an unique identifier in Gtaiad
a set of attributes in;&orresponding to the credentials. Each attribute cortdists
attribute name, attribute type, and an attribute mode .attnibute name is the identifier

of the attribute. The attribute type defines the daia fgr the attribute. The attribute
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model specifies the attribute in the credential typ&apt or required. The following is
an example of credential-type.

For example,

(login_name, {(IP_address, string, required), (zip_code, integgquired), (city, string,
optional), (state, string, optional), (country, sfrinequired)})

In Fig. 5, the credential-type appears to be in a hierarely This type of credential type
is called a credential type hierarchy.

Definition 2 [Subject Credential Expression]A subject credential can be defined as
{c1, &, ...}, where ¢is represented as pairs (ct_id, SC). ct_id describesetderial

type unique identifier, SC is defined as {(d4), (ab, k2)...}. In the SC, atis an attribute
name and ks its corresponding value for the attribute. A subgeetiential expression,
for example, can be expressed as:

Toml = (user, {(name, “Tom Phillips”, (ip-address, “210.325.123.4phHysical-
location, “Houston, Texas, USA 75208"), (owner-period, [20@5v]i}).

The proposed subject credential expression is composedusea name, computer IP
address, geospatial location information, and tempdrédaes for the valid access time.
Definition 3 [Secure Credential Representation]f CT and SC are credential types and
subject credential expressions for a subject identifier, &g sg, ...}, the credential
expression operation is defined as:

If k € CT and wE€ SC, k(w) is still a credential expression. When midtgredential
expressions have a logical operation, the new exprresstill belong to the credential
expressions.

For example,
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Smith(w): is a credential expression to define a subygbta user name in Smith.
Authorization will exam a credential user using the anédeexpressions to get user

access right.

6.1.2 Authorization Objects
Object authorization is also very important. It wilc@k2 how much of the

resources will be allocated to the access requestegsieRted objects in the web-based
applications could be online digital materials, commégpraduct information, or
satellite image data [1], [7], [96]. The information fatmay include text, image, and
videos. Different kinds of information may have differancess protections. For a
community development information, it may be open acdesr a product technical
support material, the product introduction material magJaglable to all the users, the
detailed support information may be only open access tgpiafically subscribed
users.

Access request on the web-based applications may beptoalte defined as the
triple in (http_link_num, http_source_num, http_destinatiaim) An electronic
document on the web can be represented in (id, slots, okcepts), where id is the
access object number. A slot is a slide window of infdiom embedded in a document
that can be identified in slot_name. When the slotncdrbe identified by a name, the
object is not a named slot. Access authorizationsgasd to a specific object with its
identifier. For example, an object access request canfressed as:

If concept (ro) = {miscellaneous fee}, then C(ro) = {mikmeeous fee, tuition, billing

statement}.
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Definition 4. (Conceptional Expression)A subset of concept expression still belongs to
a concept expression. When two concept expressionddg@igal operations in union
and/or intersection, the result is still concept egpiens.

Definition 5. (Object Entity Identification). http_link-num and http_slot-num are a set

of link identifiers and slot labels respectively.

6.1.3 Privileges Modes

Privilege modes will decide incoming user access rightgeinbased
applications. Proposed web access privilege modes inclogssibg, copying, and
editing. Browsing privileges grant requested users theyatnliscan or query the
information in a website. The browsing privilege has viewk, and view-all three types.
A user uses view access right to read the requested irfonmiaink privilege allows a
user to understand the particular information on a linkwAadl integrates the access
right from the view and link [1].

Copying allows a user to store the requested matemats\irebsites. Editing
grants a user to modify the material using delete, ingpdate, and compose operations.

Please see TABLE 8 for detailed information.

6.1.4 Access Authorization
The goal of authorization is to control service ac¢83F Authorization process

is generally evaluating the access request credentiag vsguest identity. Access policy
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Authorization Privilege Model (Revisgﬁ\?rlz)lfnSWang and Simmons 2004P6]
Type Privilege mode | Description
Browsing View Understand requested information
Link Observe the existence of contents
View-all Get information in the requested links
Copying Download and | Save the information from the requested
Store website
Insert Put more information into website
Editing Delete Move information out from a website
Update Change information objects as desired
Compose Add contents to a website

will decide every user to access the web-based apphsatdaecess policy can be defined
in subject credentials, object credentials, accessgged, and requested access time [1],
[7]. The proposed authorization process will emphasibgest credential evaluations in
user profiles, IP addresses, and geographical location iafam The authorization
process also combines request object and access privilegauthorization can be

formally defined as follows:

Definition 6 [Authorization] Authorization can be expressed in a policy specified by
(ce, ao, pm, t), where ce is a credential expressiet tasdescribe authorized subjects,
ao is an authorized object identifier for requested na&sepm represents a privilege

mode, and t is a time variable used to define the validcadaae.
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An example for authorization can be expressed asafsilo

au = (Jeff(x)\(geoip(x) equals “128.165.12.10, Forest Lane, Texas Instrumeraspall
Texas 77081, type(y)=(self-support materials), {view}, [10/5/2Q52/2007]).

The above example means: au defines that an user gedhi®d to access to the
technical support materials from the IP address in 128.165.12THXas Instrument,
Forest Lane, Dallas, TX 77081 with a view access rigntisgy from October 5, 2005 to
December 2, 2007. We can develop the authorization expnesaio an authorization

knowledge base.

6.1.5 Rules in Authorization Knowledge Base

Rules in authorization base can be directly derivethfthe specific authorization
expressions [7]. In Atluri and Chun’s approach, derivedisutgdered from the privilege
mode. In our proposed scheme, the authorization knowleigeid based on rule
expressions in subject. For example, au = (David(fgeoip(x) equals “165.128.10.3,
Welcome Blvd, Houston, TX 77805”, type(y) = (self-support malg), {insert},
{10/2/2006, 12/2/2007}). For the ip address in 165.128.10.3 from the abovieadhys
location, rule au’ = (David(x)\ (geoip(x) equals “165.128.10.3, Welcome Blvd,
Houston, TX 77805, type(y) = (self-support materials), {dél&tE0/2/2006,
12/2/2007}) is true also since the request IP address haseektsgorivilege.

In the knowledge base, we can develop and refine rulesdropirical data to do
access control. Then, we may conduct user profile sisalknowledge analysis, and
utility evaluation for the role base. Specifically, bidity and performance will be

evaluated [86].
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6.2 Access Control [96]

Anderson classified access controls into four diffetevels. The access control
can apply to applications, middleware, operating systantsthe hardware level [3]. For
the web-based applications, the access control igeddpl the application level. The
access control strategy is to map request identitidgetodccess privileges and the
privileges to the request materials [11], [35]. Hollar andyrbrought up the system
performance issues in the web-based applications. Thapance is related to the
number of roles used in the access decisions. Thesegeeal access control schemes
existing. These include role-based access controbhuatiribased access control,
mandatory based access control, etc. The role-basedsacontrol is selected in this
dissertation. Formally, access control can be défineccess request expression. The
proposed access control algorithms are defined as folwi&]:

Definition 7 [Access Request Expressionfccess request expression can be
represented as ARE = (s, ro, pm), here s is the requasgb@tt 1D, ro is requested object
expression, and pm is the privilege mode that the aceqasst has.

For example,

ARE1 = (Jefferson, 18(y), delete)

ARE?2 = (Daniel, type(k)="Nortel technical support matefialsew)

The first statement is integrated as Jefferson ptadglete an object with
identifier number 18. If we have access request ARE ro(sn) and an authorization
base {2z, z, 7z, ...z,} where z is defined as (ce, ao, pm, t), the access controkimwtb
server will examine the authorizations for ARE frora Huthorization base. The

authorization is taken in several steps. When a remetesubmits a request to the web-
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based applications to request some materials, the systkinst examine the subject
credential expression. If the request user passes thaeratan, the system will look

into the authorized object to see whether the requestedtabjaracteristics are satisfied.
If the examination meets the credentials, the privilegde m will be searched. If all the
criteria meet the rules, the requested objects will beepiand transported. To outline
the discussions above, the authorization process adaptséjor steps: Subject
credential match-up, object expression check, privilege evaimn, and finally
delivering the requested information. However, all theseqases are defined using the

access control algorithms.

6.2.1 Access Control Algorithms

In access control algorithms, the most important accestrol is authorization.
The authorization algorithms start from searching the uselentials. If all the user
credentials are found, the users will get into the systésar access is evaluated using
the access control algorithms in Fig. 7. Please sed Fag.details. In the authorization
process, the most important examination is searchingutirized users (Fig. 8). User
credential is composed with user credential expressiahguwaried from the

authorization base. In this dissertation, an exactagorization is represented
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Access control algorithm 1

Input: Remote user request in RUR = (s, ro, pm), whesas i
subject credential expression, ro is requesttshjem is a
privilege mode.

Output: An access request is authorized or declined.

AU = search-authorized-user(s)
Initialize list re={};

Begin:
If AU = {} {
return (access_declined);
}
else {
for each o= {sj, ro, pm} € AU; {
If pm == (‘view’ or ‘link’ or ‘view-all’)
re = ng view(aq) u link(ag) v view-all (ag);
else if (pm == ‘copy’)
re = neaq;
else if (pm == ‘insert’ or ‘delete’ or ‘upgaor ‘compose’)
re = re insert(ag v delete(ag v update(ag v
compose(ag;
}
return (re);
}
End

Fig.7. Authorization in access control (Revised from Wanand Simmons 2006)
[96].



Access control algorithm 2: Search Authorization Users

Input: Remote user request: RUR= (s, ro, pm), where seigugest
subject credential expression, ro is requediedts, and pm
is a request privilege mode. Access mategialO; privilege
set: m.

Output: Requested users are granted or declined.

Begin:
Initialize stack AU to the empty;

If requested_user_login and ip_address are found {
If zip_code and city_name and country_name match {

If (ro€ O) and (pnE€ m)
push RUR to Stack AU;
}

popup Stack AU;
return (AU) ;

}
End

Fig. 8. Request access user evaluation (Revised frédvang and Simmons
2006) [96]
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Algorithm 3: Subject credential evaluation
Procedure Evaluate-subject-credentials (ce, P).

Input: ce is a subject credential expression, P isxistireg user
credential profiles.

Output: TRUE or FALSE.

Initilize a Link-list S

For each pair (attribute_name, a_valdee {
If (ce(attribute_name) = P(attribute_namae}) a
ce(a_value) = P (a_value))
flag = 1,
else
flag =-1;

}
While ((flag ==1) and (gé= NULL)){
Add cein string to Link-list S;
ce= Link-list[i];
(expl, operator, exp2) = Splitijce
I/ operators take one of the operations Ik{>,#, <, >, v, etc}
er = (expl operator exp2);
[*evaluate the egmion */
return er;

Fig 9. Subject credential expression evaluation (Revisém Atluri and Chun
2004 [7])
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using remote user information, ip address, and geograpbicatidn information. The
user credential checks also include the role operatiodsléte, insert, update, etc.
Subject credential expression evaluation algorithm is pteden Fig. 9. The
evaluation also includes subject credential expressiomates. These include insert,
delete, update, etc. Privilege evaluation algorithm isdiste Fig. 10. In the credential
expression evaluation, there are some logical opesati@t need to translate into
mathematical expressions. The authorization basemsystler grants the request

privilege or declines it.

Access control algorithm 4: Privilege mode evaluation
Input: An user request privilege mode: pm, a set of privilegdas
in authorization: m.
Output: TRUE or FALSE
Initialize m={a group of privilege modes}
If (pm€ m)
Return (TRUE);

Else
Return (FALSE);

Fig. 10. Privilege mode evaluation (Revised from Waragnd Simmons
2006) [96].
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6.3 System Architecture for Implementation [96]

The proposed system architecture is described in Fig. 1AuBet¢he proposed
authorization model mostly relies on the subject crealeior access evaluation, the
system architecture will appraise the conditions fralrject credential expressions first.
Next, the requested object expressions will be examined usrabjbct identifiers.
Lastly, the privilege model will be checked. If all thekations are satisfied, remote
users will obtain permission to access the requestednatamn. Hollar and Murphy
(2006) proposed three options for the access contrdidagoint [34]. The three
options are integrating the access control: (1). Wittenweb server as a component; (2).
As a external procedure; (3). As part of database maragesystem access control. In
the opinion of Hollar and Murphy, taking use of databaseagament system access
control as the access control decision point is tsé fr@ctice. Integrating the access
control with the web service is the least attraciipproach. In our proposed approach,
we intend to integrate the access control in the aztit@mn base with the database

management system in Fig. 11.

6.4 Major Contributions

Atluri and Chun [7] developed an authorization model irsgatial data. The
requested access is granted according to the image loegaSoiytion, and the
downloaded time in the data. The authorization reliehemgéospatial data. Netgeo
(2002) developed an architecture using ip addresses and physatairs in credit card
fraud detection [64]. The approach is a good practice fortaedess verifications. The

method is not flexible for different organizations thoughe method belongs to an exact
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user authorization. Adam, Atluri, and Bertino (2002) spedifi content-based
authorization model used in digital libraries [1]. Thedmlauthorizes the requested users
only using their requested contents.

In our proposed solution for the web-based applicativagpropose to use a role-
based access control using the enhanced subject credeahigt®ns. Our proposed
model has a high flexibility in order to specify authoriaatrules according to the web
product requirements. The proposed model integrates flaxileldbased access control
with an exact subject credential expression in ip ad@medgeographic location
information. The model appears to be prominent in alaffproaches available. The
access control and authorization are both regardingetansystems which allocate the
resources based on the identity and their privileges. &etlssociated with the
authentication process. As the role-based access tbatroeceived more attention
recently, the role-based access control has being oedhhiith other property in the
designed system. For example, Xu et. al. (2004) developaiaes-oriented role-based
access control [102]. They specified all the servicdkeir roles. Our approach is to
adapt the user Internet service property in ip address amdydographic information as
subject credentials to authenticate the users. Thanattn can keep the rules updated
in the web-based application systems as the remote use the intended services and
have some network activities associated with the prdweevices. Our approach has

appeared to be an attractive approach in comparison \eitexikting approaches.
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6.5 Future Performance Analysis

Future performance analysis will concentrate on sdajabnalysis and RBAC
flow analysis. The scalability analysis will be congiatto simulate the number of access
users and system performance. The system performarespionse time, throughputs,
and availability will be measured for different numberaotess users. Using these
parameters, we can estimate whether the designedrsyateperform the intended
functions. If the performance is demanding, we maysician using multiple web servers
in parallel to improve the system performance in throughpasponse time, and
availability in the web-based applications. For the itlstaneasurements, please refer to
Menasce and Almeida’s book on “Capacity planning for sefices: Metrics, models,
and methods” [57].

The RBAC flow analysis will use role graphs to simulatie hierarchies and
analyze the RBAC. In the analysis, we need to paptaiteto the separation of duty and
role conflicts. For instance, role-based access camiedd continual human operations
in being kept updated. The operations include role addititexdedetion, role-privilege
update, and etc. Access permissions are assigned tomliffeles. Users are assigned to
a set of roles. Access decisions are based on uskesaociated roles [11]. The
information flow in the RBAC can be expressed as go#ohs with directed edges for
access privileges. The role graphs are used to trackiatmn flows among objects in
the RBAC system. The approach assumes that the ¢tamizmobject can be duplicated
to another object. The duplicated operation is realizedyused and write privileges.
For the detailed analysis, please refer to Benartac& in “Access control system:

Security, identity management and trust model”.
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In the role-base access control, we have challeingeeparating duty. Duty
separation has two possible ways: Static separatidhof@ation time separation) and
dynamic separation (runtime separation). The dynamicskpgaration has simple
dynamic, object-based, operational, and history-basedat&paof duty. Simple
dynamic separation is that users are not allowed tongsénhited roles in multiple
sessions at a time point. Object-based separation ntesnsottwo separated roles can
be assigned to an object that has been operated. Dbl separation restricts a user to
a single action on only one object.

We also need to handle role conflicts. For examplearsgion of duty is one type
of handling conflicts. The role conflicts include coniligt permissions, users, and tasks.
For conflicting permissions, we need to rearrange diffgpermissions as unordered
pairs. For conflicting users, any set of users is reduxadsingle user and each user is
assigned to non-conflicting roles. For conflicting taskset of tasks for a business
process require conflicting access permissions to accdmg@anflicting tasks are
assigned to different roles. All these routine openatican become expensive and
difficult when there are extremely large accessesystinvolved. The good news is that
the research used in role-based trust management largngentime engine to map
entities with roles in their properties is in progrédse new system can retrieve digital
credentials remotely.

In the dissertation, | present the improved securigé&work. The proposed
framework improves application security in the web-Hasgeplications using enhanced
subject credential authorization in computer geographioadrmdtion. The future work

may center on converting the proposed framework totarsyS he system performance



parameters will be measured and analyzed. Taking imsiceration the system
performance parameters, we can make our model becoagaptive system with a
satisfied performance. | would like to conclude this chapigr an opinion of
Bindiganavale and Ouyang (2006) [13]. The role-based accessldmas become an
excellent approach for access control because oétheeed complexity and cost for
system administrators. Using RBAC, security systemagament in user profiles is

easily operated in roles, hierarchies, and access prisilege
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CHAPTER VII

RESEARCH SUMMARY

7.1 Research Summary

In this dissertation, | conducted both a security arabsd a security related risk
assessment. Preliminary analysis indicates that trerseveral vulnerabilities existing in
the open web proxy honeypot. Because these vulnerabdiist, computer hackers
attack the vulnerabilities and penetrate into the systeausing security concerns for the
web-based applications. The security is measured by inateesistem availability and
mean time to security failure in Markov Process ModRIsTs the first attempt to apply
Markov Process Model to multiple component softwaréesys to measure security in
complex systems. This approach can be applied to othgler systems. Also, because
software vulnerabilities are present in the web-baselicappns, security related system
risk is assessed in fuzzy logic. Vulnerability basekl assessment is a new way to
measure software system reliability in security. fide cause of security issues and
security related risks is software vulnerabilities. cAsnputing applications become
pervasive, security issues and their risks have beconmepamtant concern for trusted
computing. To improve software security, several secantyancement approaches have
been proposed to address security related problems. Spégiligaksented an enhanced
security improvement model in access control algorithsnsg GeolP service as a new
approach.

The first part of the research explored the secariglysis for the web-based

applications. In the beginning chapters, | presented sorneityeanalysis of the studied
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systems as a background, and the following chapters discssserity measurement in
access availability and mean time to security using Maldocess model. Each
subsystem in web client, web server, and database seaganodeled as good,
vulnerable, attacked, and security-failure states. Thdendystem was modeled by the
Markov Process Model. The subsystem interactions weoenaddeled by the Markov
Model in the state transition diagram. The securitiyifa in the system was analyzed by
an example using the real data. The method for syssgmamalysis was developed using
the reported vulnerabilities and fuzzy logic methodsoV@come the subjective
measurements in fuzzy logic method, information enttbppry was applied as weight
coefficient to adjust the measurement. The outlined adsthave potential to become a
standardized method for the security analysis in thehasled application systems.

The second part of the dissertation presents the symh and implementation
architecture for the web-based application security systé&he proposed methods are
easy to adapt to different web-based applications acgptdithe organization
requirements (technical support materials in commeroiapanies, digital storage
deposit, patient information systems, etc). The exigirtgorization models do not
emphasize subject credential evaluation enough, whitte ismost important in access
control. In this dissertation, the subject credentiabmote user logins, user IP
addresses, zip codes, cities, states, and countriag@geated with the access privilege
and requested objects to authorize access requests. phsgu@pproach incorporates
the merits of existing methods in this research aneapl$ put, the first part of the
dissertation analyzes security issues and its relaledand the second part proposes a

solution to improve security in the web-based applicatio
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7.2 Future Research
Future work for the security analysis in the web-baggalications will focus on

the model performance evaluation. More case studmgever, are needed to validate
the proposed approach; future work will likely center arsgaity analysis for the
outlined methods. As any risk study in other systemsetbaudies in the web-based
applications have dependent and independent variablesehairmected by a system
equation that combines technical, financial, and otherrfacEach factor is evaluated by
the risk model with the expected output that indicatiestiaer the security risk factor is
suitable or not. The key risk input variable will be decidedheyevaluation.

Many trials have been conducted to develop algorithms tcaitewhich
variables have more contribution to risk index. The mslexk for all the variables will be
different with each round of inputs. To overcome thedd+all-but-one-constant
(HABOC) method has been developed. For the detailed infammand case study
procedures, please refer to Koller's book “Risk assessamehdecision making in
business and industry: A practical guide” (1999) [48]. The #gcamalysis data used in
this dissertation was collected by an open web proxy homelypan operating web-
based application system, the data may have somenearfilom the data collected by the
open proxy honeypot. Nevertheless, open web proxy honeygossilathe most popular
method for data collection in security analysis.

For the enhanced security model in the web-based appfisat plan to extend
the framework here to implement a secure web-based afpticAs the web-based
applications become a major platform of computing, secteguirements for web

application are also higher. The negative aspect girthygosed approach may result in
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some privacy concerns, because request user locat@rsvaaled in the subject
credential expressions for authorization purposes. Peafoze evaluation will be
conducted as the scalability analysis needs to be meéa#ltieough the security
algorithms developed in this dissertation are good, thersys the proposed approach
may have some performance limitations in throughput anckpsing time when having
an extremely large number of access requests. By inaiipgpthe performance

parameter considerations, the proposed system will diave performance as expected.
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APPENDIX A

GLOSSARY'
ActiveX is a set of programming technologies and tools. ActiveXdgnamic link of
library modular. When you enable a program to run iivac{ environment, you create a
component. The component is called Active X contrativeX is Microsoft’s response
to emerging java technology, and an Active X contrginsilar to a java applet [92].
AJAX: Asynchronous JavaScript and XML is a tool to develogratdtive applications
for the web and execute user requests right away. Ajagriates several programming
tools in JavaScript, dynamic HTML, Extensible Markup LanguadéL), cascading
style sheets (CSS), and the Document Object Model (D@t) Ajax displays web page
content change immediately when a user makes an attiais very different from the
http requests that are uploading the whole page [92].
ASP stands for active server page. ASP is an HTML page thatam or more scripts.
The scripts are executed on web server before theplaige! is delivered to the user. An
ASP is similar to a server side include or a commdeawgay interface. The scripts are
running on the server and making a page ready for user. Ugballsgript on the server
takes input from user request to access data sourceggotimposes the page before

sending it to the requester [92].

T The references cited in this appendix are listed in tleeaete sectian
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ATN (Automated Trust Negotiation) is an approach that manages the sensitive
information communication using access control policddaN provides a practical
credential language, acknowledge policies, and distributeleictial repository [85].
Awstatsis a popular log graph software from open source developithean make
statistical graphs from log files. The log files mayftman web, ftp or mail server.
CERT: is an abbreviation for the Computer Emergency Readifess). It was founded
by the Defense Advanced Research Project Agency (DARPRdvember 1988 after
the Internet was attacked by an Internet worm. TOG&RT handles major Internet
incidents and provides avoidance advice for security besacBERT is located at
Carnegie-Mellon University, funded by the US federal gorent [92].

CGl: is an abbreviation focommon Gateway Interface. CGI is a program running on
web server that executes a web user request and sends tdetaiser. When a user fills
out a form on a web page, it needs to be processed Ippharation script. The method
for passing data between web servers and applicaticafias common gateway
interface [92].

Code Red was a computer worm that attacked the Internet gnlBy12001. The Code
Red specifically attacked computers running Microsoft |IS setver. The worm can
spread and cause victim machine buffer overflow. In thiebaverflow, the worm uses
a long string to infect the computer. Code Red system fobiprdefault.ida; Code Red
network footprint uses port 80 to infect the machine [92].

Denial of Service Attack is an attack that makes computer resources unavatitatiieir

intended users. Typically, attackers make many requet®tbweb servers or network
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servers so that the servers cannot provide normal seriadheir users. Denial of service
is one of the popular attacks on the Internet [92].

DCOM: is an abbreviation foDistributed Component Object Model. DCOM is a set of
program interfaces that client program objects can régeegices from server program
objects remotely in a network. DCOM relies on the compbabject model that
supports some interfaces to allow clients and servensncmicating within the same
computer. DCOM also can adapt TCP/IP and http to provideldised services [92].
FTP: is an abbreviation for File Transfer Protocol. FTBnseasy method for exchanging
files between different computers on the network. iSI&h application protocol that uses
TCP/IP protocols. FTP is very often used to download filem remote sites to a local
computer [92].

Fuzzy logic: is derived from fuzzy set theory for reasoning in apfibeces. Fuzzy set
theory was invented by Lotfi Zadeh at University of Qahiia in 1965. Fuzzy set is a
translation function. A fuzzy set is a mapping from ¢lomain into the interval [0, 1].
This mapping is called the membership or characteristatimof a given fuzzy set.
Fuzzy sets can be used to construct linguistic termBets sets represent meaningful
abstractions of a variable’s value. Fuzzy logic is thelarism for reasoning with fuzzy
rules, which is a factual statement about the appmicaRules are expressed in terms of
fuzzy relations in Cartesian product of the domain od@dent and consequent
variables. The process of inference is produced in congosit given fact with a given
rule. The net effect is a possibility distribution abthe domain of definition of the

consequent variable [106].
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GeolP: is a database which can map a computer Internet IPssdolyats physical
location information.

HTTP: Hypertext transfer protocol is a group of rules fonsgfarring files on the web.
The files may be in text, graphic images, sound, video, drd otultimedia formats.
HTTP is an application protocol using TCP/IP protocols. AT&n be used to request
and deliver information for end application users. A watvex with an HTTP daemon is
to wait for HTTP requests and deliver the contents whemequests arrive. Your web
browser can act as an HTTP client, sending requeststiccervers. When a browser user
submits a uniform resource locator (URL) or opens a hygditéx the web browser
builds up a HTTP request and delivers the contents toxtemet Protocol address
specified by the URL [92].

Information Entropy : is a measure of the uncertainty associated withd@ora variable.
In the communication area, the higher the entrophésmore errors [94].

Markov Chain: A stochastic process is a Markov chain if 1) timdiserete, 2). The set
of possible values of the process at each time i forittountably infinite, and 3). It has
memoryless property. That is, future state depends quréisent state, independent of
past states [92].

Markov process A Markov process is a stochastic process wherbé@aNalues are
calculated from a discrete set. In a first order Mankmcess, the most recent state
determines the result of next one. All the procesaade represented by a Markov
transition density matrix [92].

MAC : is an abbreviation for Media Access Control. MA@ isnique hardware address

that identifies each node in a computer network. éngjpen systems interconnection
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model (OSI), the media access control is one of wmlayers of data link control. The
other sub-layer is logic link control layer [92].

MS SQL Server. MS SQL server is a relational database managemeehsyeveloped
by Microsoft. MS SQL server uses Transact SQL (T-S®ihjich is programming
extensions to Sybase. Microsoft has added some newdsdtustandard SQL, including
transaction control, exception and error handling, poecessing and variable
declarations, etc [92].

MySQL: is a relational database management systems usingu®e Query language
(SQL). MySQL is open source software systems. MyS@hsupport Linux, Unix, and
windows platform. MySQL supports application programriigiges (APIs) for several
programming languages. Some language examples include Cpg@hen, Perl, PHP,
TCL, etc [92].

Nimda: is a computer virus that can cause traffic slowdown adiwes Internet. The
Nimda worm spreads in four different ways and speclfigafects computers with
Microsoft Internet Information server. First, Nimgeobes each IP address within a
random selected range in computers running Microsoft Iese8econd, when visitors
access the computer infected with Nimda, the Nimda caeieto other computers in
the Internet in random way. Third, Nimda also infecersisvithin the web server’'s own
local network. Finally, an infected system with Nimda sand an email with the
attachment “readme.exe” to the computers in local windddress book. To fix the
Nimda problem, a patch should be applied to infected machise, A$ers should never

open an attached “redame.exe” email [92].
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QoS:is an abbreviation for Quality of service. QoS is theoept about transmission
rates, error rates, and guaranteed service quality in adw@mcexample, QoS is a major
concern for continuous transmission of video and mudiemeaformation in computer
networks [92].

RSS is a XML-based approach for delivering web content in feléeleds let the user
have new content delivered to a computer once when ibisshad. RSS readers provide
the user with summaries of all the feeds in one pRE&S is an abbreviation that refers to
one of three different formats, which include RDF Sitenmary, Rich Site Summary,
and Really Simple Syndication. RSS formats are definetML [92].

SOAP: Simple Object Access Protocol is a method for a pmogunning in one
operating systems (i.e. Windows) to communicate withognam in the same or
different operating systems (i.e. Unix) using HTTP and XfgiLinformation exchange.
SOAP defines how to code the http header and XML fildhabthe programs in different
operating systems can communicate with each other [92].

SQL Injection: is a kind of software vulnerability in which attackean use Structured
Query Language string operations to gain access to computeiaga resources or
operate on the data. SQL injection happens when SQEersaccepts user input in the
SQL statement and the SQL server does not remove dangdarasters from the input
[92].

SSI is an abbreviation for Server Side Include. SSI iargable value. A server can
include SSI in the HTML files before it send to the retpes-or example, last modified

date can be inserted in the HTML file as an embeddadblarin html. The server can



125

obtain the last modified date for the file and insetd HTML file before HTML is sent

to web requestor [92].

SSL: is an abbreviation for Secure Socket Layer. SSLsiscare protocol for delivering
information over the Internet. SSL has been requldny Transport Layer Security (TSL)
which relies on SSL. SSL adapts private and public key ptioryscheme from RSA for
data communication. SSL is implemented by a programdddagtween HTTP and TCP
layers [92].

TCP/IP: Transmission Control Protocol/Internet Protocdhis basic communication
protocol for the computer network. When your computer aesethe Internet, your
computer is running with a copy of TCP/IP program as isyevérer computer that you
are communicating with (send message or get informafid@p/IP is a two layer
program. Transmission Control Protocol on the topidyeaks a message into smaller
packets that are transmitted over the Internet. T@Rasresponsible for receiving
packets and assembling the packets into the original geasBhe lower layer of Internet
Protocol is responsible for delivering each packet toigie destination. TCP/IP uses the
client/server model. TCP/IP communication is primanged for a connection restored to
two endpoints. TCP/IP and its applications are “stag&leBach client request is treated
as a new request, independent of any previous one [92].

TTL: Time-to-live is a value in an Internet Protocol (IPEleet that tells a network
router whether the packet in the network is too long andld be discarded. For various
reasons, packets may not get delivered to their destinatmneasonable length of time

[92].



126

XML : is designed to transport and store data. Extensible Markaguage (XML) is
intended to provide a common information format and shatfe format and the data on
the World Wide Web and elsewhere. XML allows userggxsy their own elements.
XML can be used by any individual or group to share informati@consistent way
[92].

XSS cross site scripting. This is most severe type of sedtware vulnerability. There
are two types of cross site scripting vulnerability:eetitd XSS and stored XSS. The
stored XSS is about one user input information that isedeby another user who later
visits the same sites. Typically, there are some fwahs. One user enters information
there, and information is viewed later by other userspatiforms. The reflected XSS is
about embedding the script into URL. The attacker canl @ntiak to a user. When the
user opens the link, the web content is changed by URL [92

World Wide Web: is a computer system with interlinked hypertext documeiorld
Wide Web may contain text, video, image materials #dcessed by computer network

[92]
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APPENDIX B

LETTERS OF PERMISSION FROM THE COPYRIGHT HOLDERS

1. Copyright Permission Letter for Part of Contents in Chapter V.
Date: Tue, 27 May 2008 10:45:40 -0400
From: Mary Ann Sullivan <isca@ipass.net>
To: Yong Wang <yOw4000@cs.tamu.edu>
Subject: Re: Copyright Permission for AP_2605
Parts/Attachments:

1 OK ~52lines Text (charset: ISO-8859-1)

2 Shown ~47 lines Text (charset: ISO-8859-1)
Dear Yong Wang:
| hereby grant you permission to use the work as statedberou should include the

copyright from ISCA such as

Printed with permission ©ISCA 2008
Regards,
Mary Ann Sullivan

Executive Director, ISCA

At 02:27 PM 5/22/2008, you wrote:
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Mary Ann Sullivan

Executive Director, ISCA

International Society for Computers
and Their Applications

975 Walnut Street, Suite 132

Cary, NC 27511 USA

Phone: 919-467-5559

FAX: 919-467-3430

Dear Ms. Mary Ann Sullivan:

| am a doctoral student at Texas A&M Univgrand am writing for permission to
include Chapter V from "Software security analysis asgssment for web-based
applications” in the proceeding of the 17th ISCA Softwiamgineering and Data
Engineering, Los Angeles, June 30-July 2, 2008 in part of nsedation. The
dissertation will be made available to the public orvibeb through Texas A&M
University Libraries. In addition, the dissertation viaél microfilmed by ProQuest
Information and Learning Company, and copies of the deatgzm will be sold on
demand. Please supply a statement granting me permigaise the work. You can
email the permission to yOw4000@cs.tamu.edu.

Please advise me with related informatidméed to contact the publisher
directly.

Thank you for your help.

Sincerely,



Yong Wang

Mary Ann Sullivan

Executive Director, ISCA

International Society for Computers
and Their Applications

975 Walnut Street, Suite 132

Cary, NC 27511 USA

Phone: 919-467-5559

FAX: 919-467-3430
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2. Letter from Copyright Permission Holder for Chapter Vi
Date: Thu, 29 May 2008 09:41:10 -0600

From: Calgary <Calgary@iasted.org>

To: 'Yong Wang' <yOw4000@cs.tamu.edu>

Subject: RE: Copyright request

Dear Contributor,
You have our permission to reuse your paper as a partofthssertation.
Please remember that FULL credit must be provided t@ EX$for permission to

reprint.

Nicholas Woodard

Publications Coordinator

IASTED and ACTA Press

B6, 101 - 2509 Dieppe Avenue SW
Calgary AB T3E 7J9

CANADA

From: Yong Wang [mailto:yOw4000@cs.tamu.edu]
Sent: Thursday, May 22, 2008 10:54 AM

To: Calgary
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Cc: yOw4000@cs.tamu.edu
Subject: Copyright request
IASTED Secretariat
Building B6, Suite #101
2509 Dieppe Avenue SW
Calgary, Alberta

Canada T3E 7J9

May 22, 2008

To Whom It May Concern:

| am a doctoral student at Texas A&M Universitg am writing for permission to
include Chapter VI from "Enhanced enterprise web-based afiphcsecurity using
GEOIP service" in the Proceeding of thd"18STED Conference on Software
Engineering and Application, Dallas, 2006 in my dissematide dissertation will be
made available to the public on the web through Texas A&WeéJsity Libraries. In
addition, the dissertation will be microfilmed by ProQuiaformation and Learning
Company, and copies of the dissertation will be soldemand. Please supply a
statement granting me permission to use the work. Youroail #he permission to
yOw4000@cs.tamu.edu. If | need to contact Acta Press publisieaglyi please
provide their contact information.

Thank for your help.

Sincerely,

Yong Wang
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