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ABSTRACT 

 

Three Essays on Applied Economics. (August 2008) 

Sang-Cheol Shin, B.S., Sogang University 

Chair of Advisory Committee: Dr. Bruce A. McCarl 

 

In this dissertation three essays were presented. In the first two essays we measure the 

consumer welfare changes caused by U.S. meat price changes. In the third essay the 

dynamic structure of international gasoline prices using the time series methodology is 

investigated.  

In chapter II, we investigate the U.S. consumer behavior on meat consumption 

depending on a linear expenditure system (LES), and then we simulate the welfare 

effects of a set of price changes on the U.S. meat consumption. The simulation results 

show that the amount of consumer welfare change for each meat is not same across the 

meats under the same percentage change of price. The simulation results also show that 

when all the prices are doubled the total amount of CV reaches almost the same amount 

of current total quarterly expenditures for the three meats. 

In chapter III, we apply the compensating variation (CV) approach for the 

measurement of consumer welfare losses associated with beef price changes. We applied 

the long-run cointegrating relationship in vector error correction model (VECM) to 

estimate the Marshallian demand function. Apparently, the use of long-run cointegration 

in VECM in deriving the direct Marshallian demand function to measure the consumer 
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welfare change is the first attempt in the literature. This is one of the contributions of the 

study. The simulation results show that the amount of consumer welfare change for beef 

is compatible with the one derived from LES methodology.  

In chapter IV, an empirical framework to summarize the interdependence of four 

international gasoline markets (New York, U.S. Gulf Coast, Rotterdam and Singapore) is 

presented.  For that purpose, we employ a structural VECM and directed acyclic graphs 

(DAGs). To solve the identification problem in structural VECM, we apply DAGs 

derived from contemporaneous VECM innovations.  

The impulse response functions show that the time period in which a shock in a 

market affects the other market is very short. Forecast error variance decompositions 

(FEVD) shows that in all markets, except the U.S. Gulf Coast market, current and past 

shocks in their own market explained the most of the volatility in their own market in the 

Short-run.  
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CHAPTER I 

 

INTRODUCTION 

 

 

The objective of this dissertation is twofold. The first objective is to measure the 

consumer welfare in U.S. meat consumption. The second is the empirical exploitation of 

time series methodology. The first objective is pursued in Chapter II and Chapter III, the 

second objective is pursued in Chapter IV.  

Specifically, in chapter II the welfare effects of a set of price changes on U.S.  

meat consumption is investigated in a multivariate framework. The data are quarterly 

time series data of beef, pork and chicken. We first investigate consumer behavior using 

a linear expenditure system (LES) which is consistent with the theory of utility 

maximization and has been extensively applied for the past several decades as a basis of 

deriving empirically estimable demand equations. Then we derive a compensating 

variation (CV) measure based on the LES and empirically evaluate it. Welfare effects 

examined under price changes for beef, pork and chicken. Further, the welfare effect 

caused by animal disease is explored.  

In chapter III the study investigates the calculation of consumer welfare measures 

based on recent developments on cointegration and vector error correction models. 

Based on the U.S. meat consumption data the Marshallian demand function is obtained  

____________ 
This dissertation follows the style of American Journal of Agricultural Economics. 
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from the long-run equation of the proposed vector error correction model. Apparently, 

the use of long-run equation of the VECM in measuring the consumer welfare change is 

the first attempt in the literature. This is one of the contributions of the study. 

In Chapter III the compensating variation (CV) measure is applied to calculate 

consumer welfare. It is found that the suggested methodology performs well on both 

theoretical and statistical grounds, as the Marshallian demands from VECM are 

consistent with the consumer ut ility maximization. As in Chapter II we simulate the 

amount of welfare change assuming various levels of changes in beef price, and the 

estimated welfare changes are found to be consistent with the results obtained from the 

LES model in Chapter II. 

In Chapter IV the price dynamics among four international gasoline markets 

(Europe, NY, U.S. Gulf Coast and Asia) are investigated. A structural time series 

approach is applied to establish an empirical framework that summarizes the 

interdependence of four international gasoline markets. In analyzing the international 

transmission of gasoline prices the analysis applies directed acyclic graphs (DAG) in 

identifying a structural vector error correction model. Based on the empirical result from 

the structural vector error correction model (VECM) the associated impulse response 

functions (IRF) and forecast error variance decomposition (FEVD) are presented. For an 

empirical analysis, daily price for the spot FOB gasoline of four international markets 

are used. 

Finally Chapter V presents a brief set of summary and concluding comments that 

arise across the main results of the prior individual chapters. 



3 

 

CHAPTER II 

 

WELFARE CHANGE MEASUREMENT                                                                   

IN U.S. MEAT CONSUMPTION 

 

 

Consumers' welfare may increase or decrease when the economic environment changes. 

Product price changes alter consumers’ welfare. The classical measure of welfare 

changed is consumer’s surplus (Varian, 1992) which is Marshallian measure of welfare 

change. But consumer’s surplus is not an exact measure of welfare change. Rather the 

unobservable compensating and equivalent variations are the correct theoretical 

measures of the welfare impact of changes in prices and income on an individual (Willig, 

1976). 

Willig (1976) has shown that the Marshallian surplus measure may be close to 

the EV and CV in certain circumstances, and provides some formulas for the maximum 

error when Marshallian measures are used to approximate CV and EV. But Hausman 

(1981, p663) argues that “Even in cases where Willig’s approximations hold for the 

complete compensating variations, the Marshalian deadweight loss can be a very poor 

approximation for the theoretically correct Hicksian measure of deadweight loss based 

on the compensated demand curve”. 

Up to now three types of methodologies were have been suggested to measure 

the correct amount of consumers’ welfare change. One of the possibilities to obtain an 

appropriate Marshallian demand function is the one suggested by Hausman (1981). In 
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his work a linear (or quasi- linear) Marshallian demand function is estimated, and then 

the corresponding expenditure function is recovered by solving a differential equation. 

But there is an important shortcoming that the method does not allow us to recover the 

complete expenditure function in case of multiple goods case.  

To overcome the shortcomings involved in Hausman (1981) methodology, we 

may adopt a numerical approximation method to capture the welfare change 

measurement in a multiple price change situation. The methods suggested by Vartia 

(1983), Breslaw and Smith (1995), McKenzie and Pearce (1976), etc. are good examples. 

Such approximation methods are useful when we meet the situation that a closed-form 

utility or expenditure function is not easily obtained from the estimated demand 

functions (Irvine and Sims, 1998). 

The third method is to use a demand system based on demand theory such as 

linear expenditure system (LES) or almost ideal demand system (AIDS).  

In this study the linear expenditure system (LES) is used to derive welfare 

change under various price changes for beef, pork, and broilers. LES allows it possible 

to calculate the welfare change even in the case that multiple prices change. Also no 

approximation argument is required because indirect utility function and expenditure 

function are obtained from LES. 
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Consumer Utility Maximization with Linear Expenditure System  

 

In choosing an optimal consumption level ),( mpxx =  the consumers' utility 

maximization problem is 

(2-1) mpxtsmpxUMax
x

=..))],(([    

where U is the consumer's utility function, ),( mpxx =  is the vector of the quantity of 

goods consumed, p is the vector of the prices for x , and m  is the level of income 

expenditures. 

Let’s assume that the utility function takes the following functional form.  

(2-2) )ln(
1

jj

n

j
j rxU −= ∑

=

β  

where jx  denotes the consumption of the j -th good, jr  is the minimum required 

quantities or committed consumption for the j -th good, ln  is the natural logarithm.  

The utility function in Eq. (2-2) is a special case of an additive demand system 

(Powell, 1974). In this study, we assume that meats are directly, weakly separable1 from 

other goods. The ß’s are the demand elasticities of utility and are all non-negative, and 

we restrict β ’s sum across j  to unity (Deaton and Muellbauer (1980), Creedy (1998))2. 

                                                 
1  Moschini et al. (1994) provides some supports for commonly used weak separability assumptions about 

food and meat demand.   
2  Eq. (2-3) and 1=∑ jβ  satisfy the theoretical restrictions of adding-up, homogeneity, and symmetry 

(Deaton and Muellbauer, 1980).  
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The Marshallian demand function resulting from the consumer's utility 

maximization subject to the budget constraint j
j

j xpm ∑=  is represented as 

(2-3) .,...,1,...,1)],[(
1

nknjrpm
p

rx
n

k
kk

j

j
jj ==−⋅+= ∑

=

β
   

where jp  is the price of the j -th good.  

By multiplying jp  on both sides of Eq. (2-3) we can convert the demand 

function into the expenditure form as  

(2-4) .,...,1,...,1)],[(
1

nknjrpmrpxp
n

k
kkjjjjj ==−⋅+= ∑

=

β  

Although Eq. (2-4) is non- linear in the parameters β  and r , the expenditure on 

each good is linear in all prices and income, thus this demand system is commonly 

called the Linear Expenditure System (LES) (Silberberg and Suen, 2001). From the 

mathematical perspective there is no need to place restrictions on the sign of jr ’s, but 

usually we restrict the jr ’s to be positive because these parameters are often interpreted 

as minimum required quantities. Deaton and Muellbauer (1980) gives a good 

interpretation of Eq. (2-4) stating “the committed expenditures jjrp  are bought first, 

leaving a residual, supernumerary expenditure ∑−
k kk rpm , which is allocated between 

the goods in the fixed proportions jβ .”  

Now let us turn our attention to the calculation of compensating variation. By 

substituting Eq. (2-3) into Eq. (2-2) we get the indirect utility function 
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(2-5) ])()ln[(),(
1

k

k

k
n

k
k

kk p
rpmmpV ββ

=
Π⋅−= ∑  

By the duality of the consumer theory we can set UmpV =),(  and rearrange 

terms to yield the expenditure function  

(2-6) ∑+Π⋅= −

=
k

kk
k

k
n

k
rp

p
UUpE kββ

)()exp(),(
1

  

where )exp(⋅  is the exponential function.  

For the expenditure func tion, ),( UpE , to be concave (i) all kβ ’s should be non-

negative, and (ii) kk rx ≥  must hold for all k   (Deaton and Muellbauer, 1980). If the 

restrictions do not hold, ),( UpE  is not concave, thus we can not derive Eq. (2-3) from 

the constrained utility maximization.  

A common measure of change in consumer welfare brought about by a change in 

price is willingness to pay. When a consumer is free to adjust his/her consumption 

bundle variation is the appropriate measure of consumer’s willingness to pay. On the 

contrary, surplus is the appropriate measure when a person is not free to adjust his/her 

consumption bundle (Foster and Just, 1989). We assume that there’s no information 

delay which interrupts the adjustment of a consumer’s consumption bundle, thus 

variation is the appropriate analytical tool in measuring a consumer’s welfare change. 

In this study we employ compensating variation (CV) in measuring a consumer’s 

welfare change. CV asks what income change would be necessary in order to keep the 

individual on at the initial utility for after the price change (Varian, 1992). 
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To estimate compensating variation we employ a method suggested by Hausman 

(1981). Given that consumption is represented by ),( mpxx = , CV, in terms of the 

indirect expected utility function, is defined by 

(2-7) 00001 ),(),( UmpVCVmpV ==+  

where 0U  is the initial utility level.  

By duality, CV can be represented more explicitly in terms of the expenditure 

function,  

(2-8) 0010001 ),(),(),( mUpEUpEUpECV −=−=  

The CV in Eq. (2-8) is positive if the price rises, but is negative if the price falls. 

From Eq. (2-6) and (2-8) we get the following formula for compensating variation (CV) 

(2-9) 0
11

0110001 )(),(),( m
p

UrpUpEUpECV j

j

j
n

jj
j

j −









Π⋅+=−= −

=∑ ββ
 

 

Data 

 

The time periods included in the analysis are the 40 quarters from 1st quarter 1995 to 4th 

quarter 2004. Data used in this study consist of quarterly per capita consumption, 

expenditure and price series for beef, pork and chicken. Per capita consumption data for 

beef, pork and chicken (broiler) were obtained from the ‘supply, utilization, and per 

capita consumption’ tables in the Red Meat Yearbook. The price series were derived 

using the per capita consumption data and the data of per capita expenditures on beef, 

pork and broilers. Quarterly per capita expenditures of beef, pork and broilers were taken 
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from the ‘expenditures per person for red meat’ tables in the Red Meat Yearbook. 

Income data are the combined expenditures on beef, pork and broiler.  

All quantity variables are measured in retail weight and are represented in 

pounds consumed per capita. All price variables are represented in dollars per pound and 

are found by dividing per capita expenditures by quantities. All prices and the total meat 

expenditure measure are converted to 2004 real dollars using the consumer price index 

(CPI) and are expressed respectively in dollars per pound and dollars. The CPI was 

obtained from the Bureau of Labor Statistics, U.S. Department of Labor is the U.S. city 

average for all items, not seasonally adjusted, 1982-84=1. Table 2-1 describes the data 

used for analysis.  

 

Table 2-1. Data Description Used for LES Regression (2004 Real Money Value) 

 Mean Standard 
Deviation Minimum Maximum 

Price beef 3.50 0.28 3.19 4.26 

Price pork 2.78 0.11 2.50 2.93 

Price broiler 1.74 0.05 1.64 1.84 

Quantity beef 16.66 0.55 14.96 17.55 

Quantity pork 12.70 0.67 11.33 14.09 

Quantity broiler 18.93 1.41 16.46 21.84 

Expenditure 126.44 6.16 117.16 144.46 
(note) The unit of price is dollars per pound ($/lb), the unit of income is dollars per quarter per person,   
           and the unit of quantity is pounds (lb) per quarter per person. 
(source) http://usda.mannlib.cornell.edu/usda/ers/94006/supplyanduse.xls  
               http://usda.mannlib.cornell.edu/usda/ers/94006/misc.xls  
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Estimation of U.S. Meat Consumption 

 

The commodities included in the demand system are beef, pork and chicken. The final 

demand system to be estimated is composed of the following three equations 

(2-10) 3,2,1,)][()/(
3

1

=+−⋅+= ∑
=

jrpmprx jt
k

kkttjtjjtjt εβ  

where j  is the commodity index and covers beef, pork and chicken, t  indexes time, jtε  

is the error term for commodity j  in period t .  

The three demand functions in Eq. (2-10) can be estimated separately or as a 

system. In this study the equations are estimated in a system. This is done because it 

allows us to include substitution effects between the meats. A shock in a certain meat 

market is not limited to the change of its own price but also affects the prices of other 

meats. That is to say, if we want to estimate the welfare change caused by a price change 

of a certain meat we also have to include the welfare changes caused by the price 

changes of other meats. For empirical estimation, following Hudson et al. (2003), we use 

three equations associated with beef and pork in Eq. (2-10). The LES meat demand 

system is estimated using a three-stage least squares (3SLS) procedure in which the spot 

price of west Texas intermediary (WTI) crude oil (really or is this a typo) and the 3 

month Treasury bill rate are used as instrumental variables.  

The regression results of Eq. (2-10) are reported in Table 2-2. For the validity of 

the estimation we checked two conditions for the concavity of ),( UpE  presented in 

section 2.2. First, the β ’s are all non-negative. Second, jj rx −  are all positive for all 
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periods where j  indexes beef, pork, and chicken. The minimum value of jj rx −  for 

beef, pork and chicken are 12.73, 2.69 and 6.80 respectively, which mean that all 

jj rx −  values are positive for all observations. 

 

Table 2-2. Estimation Results of Linear Expenditure System 

 Beef Pork Chicken 

 value t-stat. value t-stat. value t-stat. 

r  2.2278 0.0554 8.6345 0.8811 9.6552 1.4019 

β  0.6474 0.8328 0.1438 0.2611 0.2088 0.7429 

Log Likelihood 0.41709 
(note) ß’s are the demand elasticities of utility, r ’s are the minimum required quantities  
          or committed consumption for each commodity 

 
 

Table 2-3. Compensated Price and Expenditure Elasticities from Linear Expenditure  
                 System 

 Beef price Pork price Broiler price Expenditure 

Beef quantity -0.3054 0.1246 0.1808 1.4075 

Pork quantity 0.2061 -0.2726 0.0665 0.5160 

Broiler quantity 0.3153 0.0700 -0.3854 0.8049 
 
 

Compensated and expenditure elasticities are given in Table 2-3. Table 2-3 

shows that the compensated own-price elasticities are all negative, but the compensated 

cross-price elasticities are all positive which shows that Hicksian substitution effects are 

dominant among the three meats. The expenditure elasticities range widely from 0.5160 

for pork to 1.4075 for beef. 
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Evaluation of Welfare Change Using Compensating Variation 

 

The CV is calculated by inserting the estimated coefficients into the Eq. (2-9). In 

measuring the CV we use the average of the expenditures from January 2004 to 

December 2004 as the base level of expenditures. That is, 000 ),( mUpE =  is the 

average of quarterly (per capita) amount spent for the three meats during 2004. Our data 

show 000 ),( mUpE =  is $126.44 per quarter per person in 2004 current dollars.  

 

Table 2-4. Simulation Results of CV Measurement for a Single Price Change 

Price Beef Pork Chicken 

Change CV U.S. Ratio CV U.S. Ratio CV U.S. Ratio 
CV 
sum 

1% 0.53 0.16 0.42 0.30 0.09 0.24 0.28 0.08 0.22 1.11 

10% 5.68 1.70 4.49 3.43 1.03 2.71 3.19 0.96 2.52 12.30 

20% 11.26 3.38 8.90 6.82 2.05 5.39 6.32 1.90 5.00 24.40 

30% 16.69 5.01 13.20 10.15 3.04 8.03 9.36 2.81 7.40 36.20 

40% 22.00 6.60 17.40 13.41 4.02 10.61 12.32 3.70 9.74 47.74 

50% 27.20 8.16 21.51 16.63 4.99 13.15 15.21 4.56 12.03 59.04 

60% 32.30 9.69 25.54 19.80 5.94 15.66 18.04 5.41 14.26 70.13 

70% 37.30 11.19 29.50 22.93 6.88 18.14 20.81 6.24 16.46 81.04 

80% 42.21 12.66 33.39 26.03 7.81 20.58 23.53 7.06 18.61 91.77 

90% 47.05 14.11 37.21 29.09 8.73 23.01 26.20 7.86 20.72 102.34 

100% 51.81 15.54 40.98 32.12 9.64 25.41 28.84 8.65 22.81 112.77 
(note) CV is $ per person per quarter.  
(note) U.S. is CV for U.S. total assuming the population is 300 million. Units are billion dollars. 

(note) Ratio (%) = 0/ mCV  
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Table 2-4 presents the simulated compensating variation estimates when the 

price changes occurred for the individual meats only. For example, when there’s 100% 

change in beef price, the per capita CV for a consumer is $51.81/quarter which 

represents the minimum amount the consumer has to be compensated. The money values 

in the second columns of each meat represents the total amount of CV for the U.S. as a 

whole, which are calculated assuming total U.S. population of 300 million people, and is 

expressed in billion dollars. The ratio column represents the percentage share of CV to 

average quarterly expenditure for the three meat groups in 2004. From Table 2-4 we can 

see that the amount of consumers' welfare change for each meat is not same across the 

meats under the same percentage change of prices. 

Table 2-5 presents the simulated CV compensating variation estimates when 

there are the same percentage changes for all meats. When the prices become doubled at 

the same time the per capita CV amounts to $126.34 per quarter, and that takes equals 

99.92% of the quarterly average expenditures on the three meats in 2004. This means 

that the amount of CV caused by price change is approximately equal to the current 

money expenditures on meat.  

We find that the estimated CVs in Table 2-5 are larger than the sum of the 

individual CVs for beef, pork and broilers in Table 2-4 (i.e. the CV in the last column in 

Table 2-4) at each level of price changes. This means that the more the number of 

commodities with in price changes the more the consumer utility decrease under the 

situation that consumer budgets are fixed.  Also this tells us that estimating welfare 



14 

 

change using a demand system is more desirable than estimating welfare change using 

the separate single demand equation. 

 

Table 2-5. Amount of Combined CV with Same Percentage Change for All Meats 

Price change CV 
($/person/quarter) 

U.S. 
($/quarter) 

CV to Expenditure 
Ratio (%) 

1% 1.21 0.36 0.96 

10% 12.59 3.78 9.96 

20% 25.23 7.57 19.95 

30% 37.87 11.36 29.95 

40% 50.50 15.15 39.94 

50% 63.14 18.94 49.94 

60% 75.78 22.73 59.94 

70% 88.42 26.53 69.93 

80% 101.06 30.32 79.93 

90% 113.70 34.11 89.92 

100% 126.34 37.90 99.92 
 
 

Application of CV Measurement on the Rift Valley Fever Case 

 

In this section we apply the prior methodologies to estimate the welfare changes caused 

by a simulated disease outbreak based on internal data to the National Center for Foreign 

Animal and Zoonotic Disease Defense. Data were drawn from a project on the 

vulnerability of U.S. agriculture to the outbreak of a zoonotic disease. These data give 

points from a cumulative distribution function of total animal impact where the 5% gives 
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the event scope at the lower end of the impact distribution at the 5% percentile while 

95% is at the higher end. In addition an assumption was made about disease policy 

regarding the culling of infected animals and the possibility of them being placed in the 

meat supply. In this study we use the data derived with the extreme assumptions that 

infected animals were maximally disposed of and could not enter the meat supply.  

 

Table 2-6. Simulated Amount of Combined CV on the Rift Valley Fever Case 

 Simulated price changes for 
feedlot animals for slaughter (%) Welfare change 

 Beef Hogs Broilers CV 
($/person) 

Ratio 
(%) 

U.S. CV 
($bill) 

5% 6.40 -0.90 0.70 3.55 2.81% 1.07 

10% 10.80 -0.90 0.70 6.05 4.78% 1.81 

20% 18.30 -0.90 0.70 10.23 8.09% 3.07 

30% 29.60 -0.90 0.70 16.39 12.97% 4.92 

40% 42.20 -0.90 0.70 23.07 18.25% 6.92 

50% 46.90 -0.90 0.70 25.52 20.18% 7.66 

60% 51.80 -0.90 0.70 28.04 22.18% 8.41 

70% 57.30 -0.90 0.70 30.85 24.40% 9.25 

80% 67.10 -0.90 0.70 35.78 28.30% 10.73 

90% 84.30 -0.90 0.70 44.22 34.98% 13.27 

95% 118.00 -0.90 0.70 60.13 47.55% 18.04 
 
 

In Table 2-6 the last three columns are the estimated welfare changes caused by 

the animal disease outbreak. In calculating the CV measures, we assume that consumer 

prices of meats change at the same rate with the price changes for animals for slaughter. 
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Under the scenario the per capita CV ranges from $3.55 to $60.13 per quarter. The ratio 

column represents the percentage share of CV to average quarterly expenditure for the 

three meat groups in 2004. 

 

Conclusion  

 

In this study we derived the consumer welfare change using the compensating variation 

approach with respect to U.S. meats consumption data. We extended our interest to 

measure the consumer welfare change in U.S. meats consumption instead of limiting our 

interest in exploiting just the U.S. consumers’ consumption behavior on meats.    

We started by setting a utility function of an additive demand system and derived 

the Marshallian demand functions for each meat. In getting CV our demand system 

model (i.e. LES) allowed us to consider substitution effects by including the price and 

quantity variables of other substitutable goods.  

The welfare losses measured in CV were simulated with various levels of price 

change. The simulation results showed that the amount of consumer welfare change for 

each meat is not same across the meats under the same percentage change of price. The 

simulation results also showed that when all the prices are doubled the total amount of 

CV reaches almost the same amount of current total quarterly expenditures for the three 

meats. That is to say, so long as meats are concerned, the minimum amount of money to 

be compensated to make the consumers stay at the prior utility level is approximately 
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equal to the additional expenditure that is caused by the price changes setting the 

quantity consumed at current level.  

Another interesting fact we showed is that the combined CV with the same rate 

of price changes in the three meats is larger than the sum of CVs with price changes in 

individual meats separately. This indicates that it is more preferable to estimate welfare 

change from a demand system as a whole instead of estimating welfare change through a 

single demand function separately. 
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CHAPTER III 

 

CONSUMERS' WELFARE MEASUREMENT                                                                 

IN U.S. BEEF MARKET USING TIME SERIES ANALYSIS 

 

 

Consumers' welfare may increase or decrease when the economic environment changes. 

Product price changes alter consumers' welfare. Traditionally, the concept of consumer’s 

surplus was widely used to measure welfare change (Varian, 1992, p.160). But 

consumer’s surplus is not an exact measure of welfare change. Varian (1992, p.160) says 

that “However, consumer’s surplus is an exact measure of welfare change only in special 

circumstances.” Rather the unobservable compensating variation (CV) and equivalent 

variation (EV) are the correct theoretical measures (Willig, 1976, p.589).  

Willig (1976) has shown that the Marshallian surplus measure may be close to 

the EV and CV in a certain circumstances. But Hausman (1981, p.672) showed that the 

Marshallian measure provides a very poor approximation to the exact measure of 

welfare change. Hausman (1981, p.663) also indicated that “the use of Marshallian 

measure (and Willig’s approximation argument) has important shortcomings in 

measuring deadweight loss”. 

Usually welfare analysis starts from deriving an appropriate Marshallian demand 

function which successfully captures the variations in the observed data. But in most 

cases the obtained Marshallian demand function is not successfully integrated back to an 

explicit cost function which is required to calculate the consumers' welfare change. To 
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overcome this integrability problem, economists sometimes use functions which easily 

generate a complete utility or expenditure function. The linear expenditure system (LES) 

and the almost ideal demand system (AIDS) are good examples of techniques to avoid 

the integrability problem. But in using those functions researchers sometimes have to 

impose restrictions on the demand function parameters, that are not derived from the 

observed data and thus sometimes do not adequately reflect the data. (Irvine and Sims, 

1998, p.314). Further, since the form of demand function derived from LES or AIDS is 

fixed, researchers are not usually allowed to get an estimation form which best fits the 

real observed data.  

Hausman (1981) suggested a method to measure the correct amount of 

consumers' welfare change. Hausman estimated a linear Marshallian demand function, 

and then recovered the corresponding expenditure function by solving a differential 

equation. Thus, for a single price change case, Hausman’s methodology does not cause 

any problem regarding the integrability condition of demand theory. Also Hausman’s 

method enables researchers to choose an estimating form. 

Usually welfare analysis starts from deriving an appropriate Marshallian demand 

function. But when the variables are non-stationary, it is known that regression models 

estimated over non-stationary variables give spurious results. Thus for non-stationary 

variables we are recommended to think in terms of cointegration.  

In this chapter we derive welfare change for a single good case assuming a linear 

Marshallian demand function. For that, we derive the Marshallian demand function from 

the long-run component of error correction term of VECM. Kaabia and Gil (2001), 
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Pesaran and Shin (2002) applied the long-run cointegrating relationship to the almost 

ideal demand systems (AIDS). To our knowledge this is a new development as we could 

not find a paper in the literature that applied the long-run cointegrating relationships in 

VECM to derive a direct Marshallian demand function.  

 

Consumer Utility Maximization  

 

In this section we first derive the indirect utility and expenditure function for a single 

good case assuming a linear Marshallian demand function. Then we discuss the 

requirements for the parameters to be consistent with the underlying utility maximization 

principle. 

 A linear Marshallian demand function be expressed as a function of the form 

(3-1) mpcmpxx M δθ ++== ),(  

In Eq. (3-1) p  is price, m  is income and x  is the quantity consumed while ,c θ  

and δ are coefficients to be estimated. From one of the fundamental identities in 

consumer theory, we know the following holds for some *U  

(3-2) *))(),(( UtmtpV =  

where *U  is an initial utility level, ))(),(( tmtpV  is the indirect utility function, and  t  

indexes time. 

Along a path of price change to stay on the indifference curve (Hausman, 1981), 

we have  
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Rearranging and applying Roy’s identity, we get a differential equation to be 

solved  

(3-4) mpc
dp
dm

δθ ++=  

With the initial utility level,U , as a constant of integration, the solution to the 

ordinary differential Eq. (3-4) is given by     

(3-5) ][
1

)exp( cppUm ++−=
δ
θ

θ
δ

δ  

Then the corresponding indirect utility function ),( mpV  follows from Eq. (3-5) 

by interchanging the income variable with the utility level. 

(3-6) 





 +++⋅−= ][
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δ
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δ

δ  

The expenditure function associated with the indirect utility function is obtained 

by inverting Eq. (3-6) 

(3-7) )(
1

)exp(),( cppUUpE ++−=
δ
θ

θ
δ

δ  

The expenditure function, ),( UpE , indicates the minimum expenditure needed to 

achieve utility U  at price level p (Silberberg and Suen (2001), Creedy (2007)). 

Before proceeding further we have to check the validity of the assumed demand function, 

and other functions derived from the demand function. The law of demand requires 

0≤θ . For the Marshallian demand function to be valid with utility maximization the 
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substitution term pUphpUpES ∂∂=∂∂= ),(),(2  must be non-positive. Equivalently, 

using the well known Slutsky decomposition, the substitution term is easily obtained as  

(3-7) )( cmpxx
m
x

p
x

S +++=+=
∂
∂

+
∂
∂

= δθδθδθ  

For utility maximization the indirect utility function must satisfy the following 

conditions. First, 0≤θ  meaning demand quantity must be non- increasing in price. 

Second, 0≥δ  meaning demand quantity must be non-decreasing in income. Third, the 

indirect utility function in Eq. (3-6) must be continuous and homogeneous of degree of 

zero in prices and income which is given by our normalization using consumer price 

index (CPI) as numeraire. The final condition that ),( mpV  must satisfy is quasi 

concavity which is equivalent to the Slutsky equation condition (Hausman, 1981). In 

summary, the expenditure function and indirect utility function are valid if the sign 

conditions 0≤θ  and 0≥δ  hold along with the substitution term condition that 

0)( ≤+++=+= cmpxS M δθδθδθ .  

 

Welfare Change Expressed in Compensating Variation 

 

A common measure of change in consumer's welfare brought about by a change in price 

is willingness to pay. When a consumer is free to adjust his/her consumption bundle then 

‘variation’ measure is the appropriate measure of consumer’s willingness to pay. On the 

contrary, ‘surplus’ measure is the appropriate measure when a person is not free to adjust 

his/her consumption bundle (Foster and Just, 1989). We assume that there’s no 
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information delay which interrupts the adjustment of a consumer’s consumption bundle, 

thus ‘variation’ measure is the appropriate concept in measuring a consumer’s welfare 

change.  

In this study we employ compensating variation (CV) in measuring a consumer’s 

welfare change. CV asks what income change would be necessary in order to keep the 

individual at the initial level utility after the price change (Varian, 1992).  

To estimate CV we employ a method suggested by Hausman (1981). Given the 

optimal solution for a consumer’s utility maximization is represented by ),( mpxx = , 

the CV in terms of the indirect expected utility function, is defined by 

(3-9) 00001 ),(),( UmpVCVmpV ==+  

where 0U is the initial utility level, 0p  and 0m are the initial level of price and 

expenditure, and 1p  is the changed price level.  

By duality, CV can be represented more explicitly in terms of the expenditure 

function,  

(3-10) 0010001 ),(),(),( mUpEUpEUpECV −=−=  

The CV in Eq. (3-10) is positive if the price rises, but is negative if the price falls. 

From Eq. (3-1) and Eq. (3-10) we get the following formula for compensating variation 

(CV) 

(3-11) 01100001 ][
1

)exp(),(),( mcppUUpEUpECV −





 ++−=−=

δ
θ

θ
δ

δ  
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Data 

 

The time periods included in the analysis are the 36 quarters from 1st quarter 1996 to 4th 

quarter 2004. Data used in this study consist of quarterly per capita beef consumption, 

quarterly per capita disposable income and price series for beef. Per capita consumption 

data for beef was obtained from the ‘supply, utilization, and per capita consumption’  

tables in the Red Meat Yearbook, the U.S. Department of Agriculture (USDA) 

(http://usda.mannlib.cornell.edu/usda/ers/94006/supplyanduse.xls).  

 The price series for beef were derived using the per capita consumption data and 

the data of per capita expenditure on beef. Per capita personal disposable income data 

were derived using the expenditure data and the data for percentage of expenditure on 

beef to income. Quarterly per capita expenditure on beef and the data for percentage of 

expenditure on beef to income were taken from the ‘expenditures per person for red 

meat’ tables in the Red Meat Yearbook (http://usda.mannlib.cornell.edu/usda/ers/94006/ 

misc.xls). Table 3-1 describes the data used. 

 
Table 3-1. Data Description (2004 Real Money Value) 

 Mean Standard 
Deviation 

Minimum Maximum 

Price beef 3.50 0.29 3.19 4.26 

Quantity beef 16.66 0.56 14.96 17.55 

Income 6887.87 329.90 6325.46 7492.86 
(note) The unit of price is dollars per pound ($/lb), the unit of income is dollars per quarter per person, and  
           the unit of quantity is pounds (lb) per quarter per person.  
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Within these data all quantities are measured in retail weight and are represented 

in pounds consumed per capita. All price variables are represented in dollars per pound 

dividing per capita expenditures by quantities. All prices and the total meat expenditure 

measure are converted to 2004 dollars using the consumer price index (CPI) and are 

expressed respectively in dollars per pound and dollars. The CPI was obtained from the 

Bureau of Labor Statistics, U.S. Department of Labor is the U.S. city average for all 

items, not seasonally adjusted, 1982-84=1. 

 

The Empirical Regression with Vector Error Correction Model 

 

In this section we introduce the vector error correction model (VECM) and derive the 

Marshallian demand function in Eq. (3-1) from the long-run equation of VECM. It is 

known that, in case of the presence of unit root, the use of ordinary least squares (OLS) 

can produce invalid estimation or spurious regression results. Considering that, in this 

analysis, we employ a vector error correction model (VECM) instead of OLS. 

To find the stationarity of each series we establish the order of integration of the 

individual price series. The test methods for variable stationarity are the augmented 

Dickey-Fuller (1979) unit root test and the Phillips-Perron (1988) unit root test, based on 

critical values provided by MacKinnon (1996). We test for a unit root assuming a series 

is subject to both deterministic trend and intercept. As shown in Table 3-2, price and 

income data series have unit roots, but the quantity data series does not have unit root at 

5% significance level. 
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Table 3-2. Unit Root Test Results  

 Price of beef Quantity of beef Per capita income 

Augmented Dickey-Fuller -2.4415 (0.3535) -4.8466 (0.0023) -2.9153 (0.1699) 

Phillips-Perron -2.4433 (0.3526) -7.1716 (<0.0001) -2.8335 (0.1953) 

(note) 0H : the variable has a unit root. Values are adjusted t-statistics and (p-values). 

 
 

Now let’s consider )1( ×k  random vectors ),...,( 1 kttt yyY =  and ),...,( 1 kttt xxX =  

where ity  and itx  are ( 1×T ) vectors for all ki ,,1 ⋅⋅⋅= . We assume that a data generating 

process (DGP) of the form ttt XY += µ , and tX  has a VECM representation of the form 

t
l

i ititt XXX ε+∆Γ+∏=∆ ∑ −

= −−
1

11  where ∏  is a )( kk ×  coefficient matrix. We further 

assume that the deterministic component ( tµ ) is defined as tt 10 µµµ +=  where 0µ  and 

1µ  are arbitrary )1( ×k  vectors and k  is the number of variables included in the vector 

error correction model (VECM). Different forms of tµ  give different functional forms of 

VECM. By the way, Dennis et al. (2005) states that “Since a deterministic component 

such as a constant term is generally needed to account for the units of measurements of 

the variables, situations where a VECM without any intercept term is justified are 

exceptional.” 

Let’s briefly discuss the various functional forms of VECMs with different types 

of tµ . Lütkepohl (2005) provides three different forms of deterministic terms in VECM. 

The first case is that the deterministic component is a constant (i.e. 0µµ =t ) and the 
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constant term is included in the cointegration space. Then data generation process of tY  

has the following VECM representation  

(3-12) tit
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i
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t
t Y

Y
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where  ∏  is a )( kk × matrix, v  is a )1( ×k vector, iΓ  is short-run coefficient matrix with 

dimension )( kk × , l  is the number of lags in level vector autoregression (VAR), tε  is 

error term and independent and identically distributed (i.i.d.) with mean zero and 

covariance matrix εΣ  (i.e. ),0(~ εε Σiidt ), and ∆  is the difference operator. 

The second case is a process with a linear trend ( t ), that is, tt 10 µµµ += . Then 

the data generation process of tY  has the VECM representation  
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where 1v  and 2v  are )1( ×k vectors.  

The third case to be considered is that the variables have a linear trend but there 

is no such term in the cointegrating relation. In other words, the cointegration relations 

are drifting along a common linear trend. This situation can arise if the trend slope is the 

same for all variables which have a linear trend (Lütkepohl, 2005). Formally this case 

occurs if 01 ≠µ  and 0' 11 ==Π µαβµ , or, equivalently, if 0' 1 =µβ  or 'β  is orthogonal 

to 1µ .  Here α  and β  are )( rk ×  matrices. Then the Eq. (3-13) reduces to  

(3-14) tit
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The specification of a VECM starts by determining a suitable lag length 

(Lütkepohl, 2005). To determine lag length we apply the Schwarz information criterion 

(SIC) to price of beef, quantity of beef and income data and a constant in the model. At 

two lags the levels VAR gives the lowest SIC statistics. Thus we conclude that the data 

support vector autoregression (VAR) with two lags, which corresponds to one lagged 

difference in VECM.  

With the various functional forms of VECM in Eq. (3-12), Eq. (3-13) and Eq. (3-

14), we determine the cointegrating rank. Remember that at present we do not know the 

correct form of the deterministic component of the VECM. For the determination of the  

cointegrating rank we apply the trace test suggested by Johansen (1991, 1992). Table 3-3 

gives trace test statistics and corresponding p-values from Eq. (3-12), Eq. (3-13) and Eq. 

(3-14). The p-values are approximated using the Γ -distribution, see Doornik (1998).  

 

Table 3-3. Trace Test for VECM with Various Types of Deterministic Terms 

0µµ =t  tt 10 µµµ +=  01 ≠µ , 0' 1 =µβ  
Cointegration 

rank Trace 
statistic p-value Trace 

statistic p-value Trace 
statistic p-value 

r =0 96.898 <0.001 37.931 0.004 45.628 0.024 

r =1 7.119 0.884 6.081 0.689 13.776 0.680 

r =2 1.072 0.927 8.121 0.646 5.256 0.568 

Log- Likelihood 56.98539 57.50454 57.50525 

 
 

For all the cases in Table 3-3, we find that, at r =0, all the p-values are less than 

0.05 thus we reject r =0 at 5% significance level. At r =1 the p-values are larger than 
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0.05, we fail to reject r =1 at 5% significance level. Hence we conclude that the trace 

tests give one cointegrating equation for all vector error correction models. 

Based on one cointegration equation (i.e. r =1) we determine the type of 

deterministic component of VECMs. Johansen (1991, 1992) and Lütkepohl (2005) 

proposed the likelihood ratio (LR) tests for hypotheses regarding the deterministic terms. 

We employ the likelihood ratio (LR) test in two stages. 

First, under the situation that there is a deterministic linear trend in the variables, 

we test whether the trend is orthogonal to the cointegration relations. A pair of 

hypotheses is 0': 10 =µβH  versus 0': 11 ≠µβH . In other words the test checks the 

model in Eq. (3-13) against the model in Eq. (3-14): that is, Eq. (3-13) is the unrestricted 

model and Eq. (3-14) is the restricted model. The corresponding LR test follows a 

)(2 rχ  distribution because r  zero restrictions are specified in 0H . With one degree of 

freedom we get 2χ statistic of 0.0014 which is less than the critical value 3.84 at 5% 

significance level. Thus we fail to reject 0': 10 =µβH .  

Next we test a model with an unrestricted intercept, Eq. (3-14), against the model 

where no linear trend is present, and, thus the constant can be absorbed into the 

cointegration relations as in Eq. (3-12): here Eq. (3-14) is unrestricted model and Eq. (3-

12) is the restricted model. The hypothesis is 0: 10 =µH  versus 0',0: 111 =≠ µβµH . 

The corresponding LR test follows a )(2 rk −χ . With r =1 and 3=k  we got 2χ statistic 

= 1.0383 which is less than the critical value 5.99 at 5% significance level. Thus we fail 

to reject 0: 10 =µH . From the above two tests we conclude the suitable deterministic 
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component for data generating process (DGP) tY  is 0µµ =t . Thus we select the Eq. (3-

12) as our final VECM. 

The term Π  in Eq. (3-12) can be decomposed into two parts ( 'ab=Π ), and the 

Eq. (3-12) can be represented as  

(3-15) titi
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where a  is a )( rk ×  matrix, b  is a ))1(( rk ×+  matrix. 

Let’s note that we explore the Marshallian demand function from the long-run 

equation 0
1

' 1 =






 −tY
b . 

Based on the one cointegration relation between the three time series variables, 

we estimated the VECM by maximum likelihood estimation (MLE) following Johansen 

(1991). The VECM with one lag for endogenous variables and quarterly seasonal 

dummy variables gives the estimation results in Eq. (3-16).  

In Eq. (3-16) the long-run equation was normalized by quantity of beef consumed, and 

the values in parenthesis are t -statistics. The components in a  vector measure the speed 

of adjustment to restore a long-run equilibrium for the variables in the system, and the 

vector b  gives the estimates of the long-run cointegrating equation. In Eq. (3-16) tq  is 

the quantity of beef consumed, tp  is the price of beef normalized by consumer price 

index, tm  is income which is normalized by consumer price index, jquarter  is the 

dummy variable for j -th quarter, and itε  is the error term for the i -th series equations, 

respectively. 
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(4.92199)  (8.15513)   (0.05574)
1.19638     0.97352     0.01159 

(-0.78639) (0.55801)  (-0.15101)
0.13879-   76.37029   3.19379-
(0.12879)  (-0.26136) (-0.12416)
0.00004    0.06760-   0.00496-

(-0.48121) (-0.84124) (-1.26116)
0.00085-   1.15163-   0.26679-

1
)(-16.43944 (-8.67366) (8.15086)   

11.88518-   0.00229-   2.29905   1

(1.64799) 
14.63036 
(1.09296) 
0.01834 
(-9.36301) 

0.83143-  

1

'

 

 

Table 3-4 presents some test statistics on the innovations (or residuals) from the 

VECM. The tests are not on individual series but for the multivariate residuals (i.e. for 

the error system as a whole). The Lagrangian multiplier (LM) test statistics for serial 

correlation suggested by Godfrey (1988) follows a 2χ  distribution with 9 degrees of 

freedom. 
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As shown in Table 3-4 all the p-values are larger than 0.05. Thus we fail to reject 

0H : no serial correlation at lag order 1 (and 2, 3, 4) at 5% significance level. The 

multivariate LM tests for ARCH show that there are no conditional heteroscedasticity. 

 

Table 3-4. Lagrangian Multiplier Test for Serial Correlation and ARCH Test  

Serial correlation test ARCH test 
 

2χ  statistics (p-values) 2χ  statistics (p-values) 

LM(1) 3.09874 (0.96025) 49.75882 (0.06327) 

LM(2) 5.65634 (0.77376) 86.59535 (0.11559) 

LM(3) 0.70773 (0.99987) 108.01046 (0.48162) 

LM(4) 15.41768 (0.08008) 166.66230 (0.09511) 
 
 

Once the cointegrating rank and forms of deterministic terms are determined, 

restrictions on the cointegration space can be tested using a log- likelihood ratio (LR) test.  

Two hypotheses are of particular interest in this analysis.  

The first is the null of long-run exclusion of a series from the cointegration space. 

That is, we want to test whether a variable belongs to the cointegration space. The null is  

0H : the i -th series is excluded from cointegration space, and the test is asymptotically 

distributed as )(2 rχ . As shown in Table 3-5, at one cointegration rank, the p-values for 

the individual series are all less than 0.05. Thus, at 5% significance level, we reject 0H : 

the i -th series is excluded from cointegration space. Hence we conclude that all the 

series belongs to the long-run cointegration space. 
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Table 3-5. Test of Long-Run Exclusion and Weak Exogeneity 

Test 
Critical 

value (5%) 
Quantity 

(q ) 
Price 
( p ) 

Income 
(m ) Constant 

Long-run 
exclusion 

3.841 24.332 
(<0.001) 

19.637 
(<0.001) 

26.134 
(<0.001) 

14.593 
(<0.001) 

Weak 
exogeneity 3.841 42.178 

(<0.001) 
1.158 

(0.282) 
2.597 

(0.107) - 

(note) Values in parentheses are p-values. 

 
 

We now employ a weak exogeneity test which examines a hypothesis about the 

rows of a , and tests if any of the variables can be regarded as weakly exogenous when 

the parameter of interest is b  (Dennis et al., 2006). The null is 0H : the i -th series is 

weekly exogenous for b , and the test is asymptotically distributed as )(2 rχ . A weakly 

exogenous variable does not respond to the perturbations in the cointegration space, that 

is, a weakly exogenous variable does not respond to restore equilibrium. Table 3-5 

suggests that price and income series does not respond to perturbations in the single 

long-run relation at 5% significance level.  

 

Evaluation of Compensating Variation with Price Change 

 

The stationary relation in the long-run component of error correction term in Eq. (3-15) 

gives the following functional form for the Marshallian demand function  

(3-16) tQ  = 11.88518 – 2.29905 tP  + 0.00229 tm  

Since the price variable coefficient is negative and the expenditure variable 

coefficient is positive, all the sign conditions for utility maximization mentioned in 
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section 3.3 are satisfied. The negative Slutsky equation condition which is equivalent to 

the quasi-concavity of indirect utility function is also satisfied for all the observations. 

For all the observations, the Slutsky equation values span from -2.2648 to -2.2589. Eq. 

(3-1) and Eq. (3-16) give the following formula for CV 

(3-17)
010.002290

0001

]11.88518
0.00229

)2.29905 (
)2.29905[(

0.00229
1

),(),(
1

mpeU

UpEUpECV

p −





 +

−
+−−⋅=

−=
 

To calculate a CV estimate we use the mean value of expenditures for all period 

as the base period income. That is, 000 ),( mUpE =  is the average quarterly per capita 

income from 1st quarter 1996 to 4th quarter 2004. The data showed 000 ),( mUpE =  is 

$6,887.9 per person per quarter in 2004 current money value.  

Table 3-6 presents CV estimates for various levels of beef price changes. All the 

money values are expressed in 2004 current dollars. When there’s 100% change in beef 

price the per capita CV for a consumer is $54.7/quarter which measures the minimum 

amount the consumer has to be compensated.  

The money values in the third column of Table 3-6 represents the total amount of 

CV for U.S. as a whole which are calculated assuming total U.S. population as 300 

million people and expressed in billion dollars. When the beef price is doubled the U.S. 

national consumers' welfare loss for beef consumption amounts to $16.4 billion per 

quarter. The last column in Table 3-6 represents the percentage share of CV to average 

quarterly disposable income. When the beef price is doubled consumer welfare loss for 

beef consumption amounts to 0.79% of the base period income.   
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Table 3-6. Simulation Results of CV Measurement from VECM 

Beef 
price change 

Per capita CV  
($) 

U.S. Total CV 
($ Billion) 

CV to Income Ratio 
(%) 

1% 0.62 0.19 0.01 

10% 6.66 2.00 0.10 

20% 13.11 3.93 0.19 

30% 19.29 5.79 0.28 

40% 25.18 7.55 0.37 

50% 30.80 9.24 0.45 

60% 36.14 10.84 0.52 

70% 41.21 12.36 0.60 

80% 45.99 13.80 0.67 

90% 50.50 15.15 0.73 

100% 54.73 16.42 0.79 
 

 

Conclusion 

 

In this chapter we applied the compensating variation approach for the measurement of 

consumer welfare losses associated with beef price changes. We derived the Marshallian 

demand function from the long-run component of error correction term of VECM. Based 

on the estimated Marshallian demand function we estimated the compensating variation 

with various scenarios of price changes. When there is 100% increase in beef price the 

per capita CV amounted to $54.73 per quarter which is 0.79% of the disposable income. 

Apparently, the use of long-run equation of the VECM in deriving the direct Marshallian 
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demand function to measure the consumer welfare change is the first attempt in the 

literature. This is one of the contributions of the study. 
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CHAPTER IV 

 

INTERNATIONAL TRANSMISSION OF GASOLINE PRICES AMONG 

INTERNATIONAL GASOLINE MARKETS: 

U.S., EUROPE AND ASIA 

 

 

In international gasoline markets the petroleum marketers face enormous price risks. 

Thus investigating the factors which affect price risks in international gasoline markets 

could be of crucial importance to gasoline market participants. For the gasoline market 

traders one of the most important factors to be considered is the price of crude oil from 

which gasoline is refined. And actually most past studies focused on finding the 

relationship between the volatility of crude oil and the volatility of petroleum products 

(Lee and Cheng (2007), Chen et al. (2005), Radchenko (2005), Chacra (2002), etc.).  

But the previous literatures did not pay much attention to the inter-relationship 

among the spatially separated international gasoline markets. A price shock in a spatially 

separated gasoline market can cause serious price risks to a certain gasoline market. 

Hammoudeh et al. (2003) and Hammoudeh and Li (2004) tried to find the price 

leadership among the three international gasoline spot markets (NY market, U.S. Gulf 

market, and Rotterdam market). But Hammoudeh et al. (2003) and Hammoudeh and Li 

(2004) did not pay any attention to the dynamic relationship between the international 

gasoline markets.   
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Considering past research results on the international gasoline markets, we 

believe that it is worth to investigate the inter-relationship among the spatially separated 

international gasoline markets. This study presents an empirical framework to 

summarize the interdependence of four international gasoline markets. Interdependence 

in both contemporaneous and lagged time is addressed. However our study takes a 

somewhat different approach from the previous literature. In analyzing the international 

transmission of gasoline prices this paper applies the directed acyclic graphs (DAG) 

approach is used as an aid to identifying a structural vector error correction model. 

Further we investigate the dynamic properties of world-wide gasoline prices. 

 

Data 

 

The four price series of gasoline markets included in this study are the prices in NY, U.S. 

Gulf Coast, Rotterdam and Singapore. NY, Singapore and Rotterdam markets are the 

three main hubs of petroleum products markets in each area. And U.S. Gulf Coast is a 

main petroleum products producing area in U.S. The Rotterdam market is the center for 

the Northwest European petroleum trade. Asche et al. (2003, p.293) describe “The 

Rotterdam market is the generic term given to trade in oil products in Northwest Europe 

and takes its name from the large refining and storage complex in the Antwerp, 

Rotterdam, and Amsterdam area. Rotterdam prices are generally accepted as a base to 

price oil products in trade and in internal company transfer throughout Northern Europe”.  
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The data series are daily conventional gasoline regular spot price (FOB) in the 

New York Harbor, U.S. Gulf Coast and Rotterdam. For the Singapore market leaded 

regular gasoline spot price (FOB) data are used. All prices are cents per gallon. The data 

series were obtained from the U.S. Department of Energy. 
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Figure 4-1. Plots of daily gasoline spot prices (FOB)  
 
     

We constrain our analysis to the period from May 1, 2007 through December 31, 

2007.  The data included are daily data of five days a week. Total number of business 

days included in this study is 170. That is at least one market was open during 170 

business days. Among the 170 business days, we have five days on which one or two 

markets were not open. Closing of markets occurs because of the different holiday 
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systems across the four areas. For the missing observations we insert the previous 

business day’s price. Figure 4-1 presents the prices of gasoline for four regions. 

 

Table 4-1. Unit Root Test Results with Daily Gasoline Data  

 
 

Price in 
NY 

Price in 
U.S. Gulf 

Price in 
Rotterdam 

Price in 
Singapore 

Augmented Dickey-Fuller -2.2462 
(0.4606) 

-2.3693 
(0.3943) 

-1.5965 
(0.7906) 

-1.4299 
(0.8489) 

Phillips-Perron -2.2993 
(0.4317) 

-2.3618 
(0.3982) 

-1.7099 
(0.7429) 

-1.3754 
(0.8648) 

(Note) 0H : the variable has a unit root. Values are adjusted t-statistics and (p-values). 

 
 

To find the stationarity of each series we establish the order of integration of the 

individual price series. The test methods for variable stationarity are the augmented 

Dickey-Fuller (1979) unit root test and the Phillips-Perron (1988) unit root test, based on 

critical values provided by MacKinnon (1996). We test for a unit root assuming a series 

is subject to both deterministic trend and intercept. As shown in Table 4-1, all the 

gasoline price series have unit roots at 5% significance level.  

 

Vector Error Correction Model (VECM) 

 

The vector autoregression (VAR) model and vector error correction model (VECM) are 

widely used for the analysis of multivariate time series. The two models are especially 

useful for describing the dynamic behavior of economic time series and for forecasting. 

But, in some cases some variables are )1(I  and they may be cointegrated. In this case 
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the VAR model is not the most appropriate tool for analysis, and thus we need another 

model, such as VECM, in which the cointegrating relations are explicitly contained. 

Let’s consider )1( ×k  random vectors ),...,( 1 kttt yyY =  and ),...,( 1 kttt xxX =  

where ity  and itx  are ( 1×T ) vectors for all ki ,,1 ⋅⋅⋅= . We assume that a data generating 

process (DGP) of the form ttt XY += µ , and tX  has a VECM representation of the form 

t
l

i ititt eXXX +∆Γ+∏=∆ ∑ −

= −−
1

11  where ∏  is a )( kk ×  coefficient matrix. We further 

assume that the deterministic component ( tµ ) is defined as tt 10 µµµ +=  where 0µ  and 

1µ  are arbitrary )1( ×k  vectors and k  is the number of variables included in the vector 

error correction model (VECM). Different forms of tµ  give different functional forms of 

VECM. We briefly discuss the various functional forms of VECMs with different types 

of tµ . Lütkepohl (2005) provides three different forms of deterministic terms in VECM.  

The first case is that the deterministic component is a constant (i.e. 0µµ =t ) and 

the constant term is included in the cointegration space. Then data generation process of 

tY  has the following VECM representation  

(4-1) tit

l

i
i

t
t eY

Y
vY +∆Γ+








∏=∆ −

−

=

− ∑
1

1

1

1
),(   

where ∏  is a )( kk × matrix, v  is a )1( ×k vector, and l  is the number of lags in level 

vector autoregression (VAR). 

The second case is a process with a linear trend ( t ), that is, tt 10 µµµ += . Then 

the data generation process of tY  has the VECM representation  
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(4-2) tit

l

i
i

t
t eY

t
Y

vY +∆Γ+







−
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where 1v  and 2v  are )1( ×k vectors.  

The third case to be considered is that the variables have a linear trend but there 

is no such term in the cointegrating relations. Lütkepohl (2005, p.331) describes this 

case as “Formally this case occurs if 01 ≠µ  and 0' 11 ==Π µαβµ , or, equivalently, 

if 0' 1 =µβ ”. Here α  and β  are )( rk ×  matrices. Then the Eq. (4-2) reduces to  

(4-3) tit

l

i
itt eYYY +∆Γ+∏+=∆ −

−

=
− ∑

1

1
11ν     

For the empirical analysis we follow these steps: (i) we first determine the 

number of lags of the endogenous variables for a VAR representation, (ii) we then 

determine the cointegrating rank for VECMs with various kinds of deterministic terms, 

and (iii) we determine the form of deterministic terms by likelihood ratio (LR) test.  

Finally we estimate the VECM and check the validity of the vector error 

correction model. The specification of a vector error correction model starts by 

determining a suitable lag length (Lütkepohl, 2005). To determine lag length we apply 

the Schwarz information criterion (SIC) to our four internationa l gasoline market price 

data set and a constant in the model. At two lags the levels VAR gives the lowest SIC 

statistics. Thus we conclude that the data support vector autoregression (VAR) with two 

lags, which corresponds to one lagged difference in VECM.  

With the various functional forms of VECM in Eq. (4-1), (4-2) and (4-3), we 

determine the number of cointegration rank. Remember that at present we do not know 
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the correct form of the deterministic component of the VECM. For the determination of 

the cointegrating rank we apply the trace test suggested by Johansen (1991, 1992). 

Table 4-2 gives trace test statistics and corresponding p-values from Eq. (4-1) to 

(4-3). The p-values are approximated using the Γ -distribution, see Doornik (1998). For 

all the cases in Table 4-2, we find that, at r =0, all the p-values are less than 0.05 thus we 

reject r =0 at 5% significance level. At r =1 the p-values are larger than 0.05, we fail to 

reject r =1 at 5% significance level. Hence we conclude that the trace tests give one 

cointegrating equation for all VECM considered. 

 
Table 4-2. Trace Test for Determination of Deterministic Terms 

0µµ =t  tt 10 µµµ +=  01 ≠µ , 0' 1 =µβ  
Cointegration 

rank Trace 
statistic 

p-value Trace 
statistic 

p-value Trace 
statistic 

p-value 

r =0 54.749 0.042 67.063 0.024 53.639 0.012 

r =1 27.679 0.259 37.944 0.145 26.569 0.115 

r =2 12.723 0.395 17.931 0.356 11.615 0.179 

r =3 1.124 0.920 4.092 0.729 0.061 0.805 

Log- Likelihood -742.741 -741.162 -742.186 
 

 

Based on one cointegration equation (i.e. r =1) we determine the type of 

deterministic component of VECMs. Johansen (1991, 1992) and Lütkepohl (2005) 

proposed the likelihood ratio (LR) tests for hypotheses regarding the deterministic terms. 

We employ the likelihood ratio (LR) test in two stages.  

First, under the situation that there is a deterministic linear trend in the variables, 

we test whether the trend is orthogonal to the cointegration relations. A pair of 
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hypotheses is 0': 10 =µβH  versus 0': 11 ≠µβH . In other words the test checks the 

model in Eq. (4-2) against the model in Eq. (4-3): that is, Eq. (4-2) is the unrestricted 

model and Eq. (4-3) is the restricted model. The corresponding LR test follows a 2χ  

distribution with r  degrees of freedom because r zero restrictions are specified in 0H . 

With one degree of freedom we get 2χ statistic of 2.05 which is less than the critical 

value 3.84 at 5% significance level. Thus we fail to reject 0': 10 =µβH .  

Next we test a model with an unrestricted intercept, Eq. (4-3), against the model 

where no linear trend is present, and, thus the constant can be absorbed into the 

cointegration relations as in Eq. (4-1): here Eq. (4-3) is unrestricted model and Eq. (4-1) 

is the restricted model. The hypothesis is 0: 10 =µH  versus 0',0: 111 =≠ µβµH . The 

corresponding LR test follows a )(2 rk −χ . With r =1 and k =4 we got 2χ statistic = 

1.11 which is less than the critical value 7.82 at 5% significance level. Thus we fail to 

reject 0: 10 =µH . From the above two tests we conclude the suitable deterministic 

component for data generating process (DGP) tY  is 0µµ =t . Thus we select the Eq. (4-1) 

as our final VECM. 

 

Estimation Results of the VECM with Gasoline Prices 

 

Based on one cointegrating rank ( r =1) and two lags of level VAR (l =2) the VECM in 

Eq. (4-1) is regressed by maximum likelihood estimation (MLE) method suggested by 

Johansen (1991). The values in parentheses are t-statistics. In Eq. (4-4)  tSPtROTtNY ppp ,,  
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are the prices in NY, Rotterdam and Singapore respectively, jte  is the error term for j -

th regression equation. 
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(-2.008)   (0.902)  (0.882)  (4.015)
0.124-    0.056     0.064     0.377

(2.632)  (-2.745)  (2.683)  (1.355)
0.216    0.228-    0.261     0.169

(1.555) (-1.068) (-0.310)  (1.441)
0.198    0.138-   0.047-   0.280

(2.795)  (-2.020)  (0.799) (1.345)
0.300    0.220-    0.102    0.220

1

(-4.263) (-1.999) (-3.124) (-1.703)        
43.709-   0.183-   0.458-  0.195-  1.000

(1.985)

0.109 
(0.908)

0.066 
(-2.806)

0.320-

(-3.775)
0.362-

 

 

From now on, for national convenience, we represent Eq. (4-4) as  

(4-5) tititt eYYabY +∆Γ+=∆ −−1'  

Table 4-3 presents Lagrangian Multiplier (LM) statistics for the test of 

autocorrelation on the innovations (or residuals) from the VECM. The tests are not on 

individual series but for the multivariate residuals as a whole. Since the p-values are 

larger than 0.05, we fail to reject 0H : no serial correlation at lag order 1 (and 2) at 5% 

significance level. 
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Table 4-3. Test of Autocorrelation on Residuals from the VECM with Gasoline Prices 

 Test statistics p-value 

LM(1) 19.731 0.233 

LM(2) 15.891 0.461 

LM(3) 14.071 0.593 

LM(4) 21.926 0.146 
 
 

Once the VECM is regressed, restrictions on the cointegration space can be 

tested using log- likelihood ratio (LR) test. The following hypotheses are of particular 

interest.  

The first is the null of long-run exclusion of a series from the cointegration space. 

The null of long-run exclusion is given as 0: '
0 =bH iϕ , where iϕ  is a 1)1( ×+k  vector 

whose i -th element is one and all other elements are zero. For example, if we want to 

test whether the price of NY variable belongs to the cointegration space, the null will be 

0)0,0,0,0,1(: '
0 == bbH iϕ  and the test is asymptotically distributed as )(2 rχ . That is, the 

null is 0H : the i -th series is excluded from cointegration space. As shown in Table 4-4, 

at one cointegrating rank ( 1=r ), the p-values for the variables U.S. Gulf Coast and 

Singapore are larger than 0.05. Thus we conclude that the two variables can be excluded 

from cointegration space at 5% significance level.  

Weak exogeneity test examines a hypothesis about the rows of a , and tests if any 

of the variables can be regarded as weakly exogenous when the parameter of interest is 

b  (Dennis et al., 2006). The null is given as 0: '
0 =aRH i , where '

iR  is a )1( ×k  vector 
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whose i -th element is one and all other elements are zero. A weakly exogenous variable 

does not respond to the perturbations in the cointegration space, that is, a weakly 

exogenous variable does not respond to restore equilibrium. Table 4-4 suggests that 

prices in Rotterdam and Singapore do not respond to perturbations in the single long-run 

relation at 5% significance level.  

 
Table 4-4. Test of Long-Run Exclusion, and Weak Exogeneity at r =1 

Test Critical 
value(5%) NYP  USgulfP  ROTP  SPP  Constant 

Long-run 
exclusion 

3.841 8.764* 
(0.003) 

0.628 
(0.428) 

4.228** 
(0.040) 

1.502 
(0.220) 

10.177* 
(0.001) 

Weak 
exogeneity 3.841 9.258* 

(0.002) 
4.404** 
(0.036) 

0.510 
(0.475) 

3.216 

(0.073) - 

(note) p-values are in parentheses. * Significance at 1% level, ** Significance at 5% level. 
(note) NYP  is the conventional gasoline regular spot price (FOB) in the New York Harbor. 

 
 

Identification of VECM 

 

For a VECM with k variables of the form in eq. (4-5), the identification problem is to 

find a )( kk ×  matrix G  such that  

(4-6) tt Ge ε=        with ),0(~ kt Iε  

where te  is a vector of regression innovations, tε  is a vector of pure innovations of tY , 

and kI  is a )( kk ×  identity matrix.  

It is known that if there are more than 2/)1( −kk  free parameters in G , the 

model is definitely not identified and sometimes the model can not be identified even 

with less free parameters in G . Thus it is necessary to impose 2/)1( −kk  additional 
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restrictions on G  to completely identify the VECM system. In this section, we briefly 

discuss the identification problem of a structural VECM and the role of directed acyclic 

graph (DAG) in setting up a structural VECM.  

Let jtε ’s be the pure innovations in jy ’s and assume that jtε ’s are serially 

uncorrelated and orthogonal to each other (Enders, 2003). If the regression innovations 

are linear combinations of the pure innovations, then the regression innovations jte ’s can 

be expressed as a linear combination of jtε ’s. 

(4-7) 
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Eq. (4-7) shows that the pure innovation in itY  will have a contemporaneous 

effect on jtY  if 0≠jig . Since jtε ’s are serially uncorrelated and orthogonal to each 

other, we obtain the following diagonal matrix,   

(4-8) 
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where 2
, jεσ  is the variance of jtε  for j =1,…, k .  

Let’s recall that we do not know the unobserved jtε ’s. Thus we have to identify 

the jtε ’s from the observed regression innovations jte ’s. If we know all ijg  

( ji, =1,…, k ) we can figure out all of the structural shocks for the regression residuals. 
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The variance/covariance matrix of the regressed residuals gives some information for 

finding the values of each ijg . Let  

(4-9) etteEe Σ='  

If we denote the elements of eΣ  as ijσ  we get 

(4-10) 
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Since tt Ge ε=   the Eq. (4-9) is written as  

(4-11) )()( ''' GGEeeE tttt εε=  

Since etteeE Σ=)( ' , and if we set εεε Σ=)( '
ttE , the following holds 

(4-12) 'GGe εΣ=Σ  

Since the all the ijσ  can be obtained from the regression residuals jte ’s, and our 

model has four price series, we have 2k (=16) equations to get all the ijg . But here’s a 

problem. Since there are symmetric elements in ett eEe Σ='  (i.e. jiij σσ = ) we have only 

2/)1(2 −− kkk (=10) independent equations to determine the 16 elements of G  matrix. 

Thus we have to apply 2/)1( −kk (=6) additional restrictions to completely identify the 

nine ijg  ( 3,2,1, =ji ,4). This gives rise to the identification problem in a VECM. In the 

following we briefly discuss how to give the additional restrictions and identify the 

vector error correction system.  

The Choleski factorization is a common method used to solve an identification 

problem (Enders, 2003). Choleski factorization method gives the upper diagonal 
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elements of G  to be zero, thus yields a just- identified system. But the results of the 

identification scheme using the Choleski factorization method are dependent on the 

ordering of the variables: that is, during the decomposition of εΣ  different choices of an 

ordering of the rows and columns of εΣ  may give different factorized matrices. Of 

course this may give us different results for impulse response functions and forecast 

error variance decompositions.  

As an alternative to the Choleski factorization, several researchers such as 

Bernanke (1986), Sims (1986) have proposed, so called, the contemporaneous structural 

VECM. The structural VECM approach is, in essence, a transformation of the Eq. (4-1) 

into a model with orthogonal innovations by imposing zero restrictions such as those 

suggested by economic theory.  

The structural VECM make it possible to impose over-identifying restrictions on 

the VECM model. But the structural VECM model still contains some problems to solve. 

First, there are neither uniquely accepted nor clear counting rules for identifying the 

factorized matrix G . Second, theory-based restrictions may give some help in imposing 

some restrictions, but such restrictions may not reflect the intrinsic properties contained 

in the data. Even in many cases there may be no (or almost no) established theory to 

guide restriction imposition. Thus we have to find another alternative. In this paper we 

apply data-based restrictions in imposing over- identifying restrictions on the structural 

VECM. The identification is achieved from directed acyclic graphs (DAGs) derived 

from contemporaneous VECM innovations.  
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We use DAG to find the 2/)1( −kk  additional restrictions. If we give more 

restrictions by giving more ijg ’s to be zero, then the system is over-identified, and then 

we have to test the over- identification problem using LR test. Actually, this method is a 

modification of the Bernanke factorization in which the contemporaneous causal path of 

the model innovations is determined by directed acyclic graphs results.  

 

Identification of the Contemporaneous Structure  

 

In this section we briefly discuss the directed acyclic graphs (DAGs) and GES algorithm. 

And then using the DAGs we investigate the identifying restrictions for the structural 

VECM and test the over- identification using the likelihood-ratio (LR) test. Chickering 

(2002a) and Chickering (2002b) discuss DAG and GES algorithm in detail. The 

discussion on DAG and GES algorithm in this section depends on the prior two 

materials. 

A directed acyclic graph is a directed graph which contains no cyclic paths. Only 

directed acyclic graphs are used in this analysis. For example we do not allow graphs of 

the form such as XZYX →→→ . 

More formally, a Bayesian-network model Φ  for a set of variables 

),...,,( 2,1 nxxxU =  is a pair ),( ΘΨ . ),( EV=Ψ  is a directed acyclic graph consisting of 

(i) nodes V  in one-to-one correspondence with the variables U  and (ii) directed edges 

E  that connect the nodes. Θ  is a set of conditional probability distributions such that 

Θ∈Θ i  defines the conditional probability of node ix  given its parents in Ψ . A 
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Bayesian network represents a joint distribution over U  which factors according to the 

structure Ψ  as follows:     

(4-13) ),|(),...,,,(
1

32,1 ix

n

i
in i

xPxxxxP Θ= ∏
=

Φ π  

where 
ixπ  is the set of parents of node ix  in Ψ  (Chickering, 2002a).   

As mentioned in Chickering (2002b) the structure Ψ  of a Bayesian network is 

itself a model that represents the independence constraints that must hold in any 

distribution that can be represented by a Bayesian network with that structure. Further 

the set of all independence constraints imposed by the structure Ψ  via Eq. (4-13) can be 

characterized by the Markov conditions, which are the constraints that each variable is 

independent of its non-descendents given its parents (Chickering, 2002b).  

Two DAGs Ψ  and 'Ψ  are ‘distributionally equivalent’ if for every Bayesian 

network ),( ΘΨ=Β , there exists a Bayesian network )','(' ΘΨ=Β  such that Β  and 'Β  

define the same probability distribution, and vice versa (Chickering, 2002b). Two DAGs 

Ψ  and 'Ψ  are ‘independence equivalent’ if the independence constraints in the two 

DAGs are identical (Chickering, 2002b). Two DAGs Ψ  and 'Ψ  are equivalent if they 

are both distributionally and independence equivalent.  

In this study Greedy Equivalence Search (GES) is used to find causal flows from 

correlation relationships among the variables. GES, which is introduced by Meek (1997), 

is a greedy algorithm that searches over equivalence classes of DAGs. Following 

Chickering (2002b) let ?  represent an equivalence class of DAG models. Further let the 

neighbors of state ? be represented as ? +(? ) which contains equivalence classes that are 
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obtained by adding a single edge from DAGs in ?. Similarly let the neighbors of state ? 

be represented as ? -(? ) which contains equivalence classes that are obtained by deleting 

a single edge from DAGs in ?. Figure 4-6 of Chickering (2002b) illustrates a good 

graphical example for ?, ? +(? ) and ? -(? ).  

In Chickering (2002b, p. 522) GES is described as “We first initialize the state of 

the search to be the equivalence class ? corresponding to the (unique) DAG with no 

edges. That is, the first state of the search corresponds to all possible marginal and 

conditional independence constraints. In the first phase of algorithm, we repeatedly 

replace ? with the member of ? +(? ) that has the highest score, until no such replacement 

increases the score. Once a local maximum is reached, we move to the second phase of 

the algorithm and repeatedly replace ? with the member of ? -(? ) that has the highest 

score. Once the algorithm reaches a local maximum in the second phase, it terminates 

with the solution equal to the current state ? ”. We employ the software Tetrad IV to 

derive DAGs using GES algorithm. 

Innovations from the estimated VECM give the contemporaneous innovation 

correlation matrix, εΣ . The lower triangular elements of the correlation matrix on 

innovations (errors) from the VECM are given as Table 4-5. The positive correlation 

coefficient in Table 4-5 shows the changes in international gasoline prices are positively 

related. Correlation of NY–U.S. Gulf Coast is highest among other correlations. Also we 

can see that the correlations of Rotterdam-NY and Rotterdam-U.S. Gulf Coast are larger 

than those of Singapore-NY, Singapore-U.S. Gulf Coast and Rotterdam-Singapore, 

which mean that the gasoline prices between U.S. markets and European market are 



54 

 

more closely related than the prices between Asia-Northwest European market and Asia-

U.S. markets.  

 
Table 4-5. Correlation Matrix of Innovations from VECM with Gasoline Prices 

 NYp∆  USgulfp∆  ROTp∆  SPp∆  

     NYp∆  1.000    

     USgulfp∆  0.867 1.000   

     ROTp∆  0.523 0.478 1.000  

     SPp∆  0.025 0.030 0.132 1.000 

 (note) NYP∆  is the first differenced value of NYP , and NYP   is the conventional gasoline regular spot  

            price (FOB) in the New York Harbor. 
 
 

The innovation correlation matrix given by Table 4-5 is used as the starting point 

for our analysis of the innovations. GES algorithm is applied to this correlation matrix to 

get the patterns of directed acyclic graphs. Tetrad IV gives DAGs in Figure 4-2. 

Following the convention the analysis in this study is conducted mainly based on the 

same calendar day. But this kind of analysis causes the problem of non-synchronism 

because the four gasoline markets operate in different time zones. So we impose a time-

gap restriction that innovations in market A cannot influence market B in 

contemporaneous time, if the latter (B) is closed before the former (A) opens on the 

same calendar day. 

This restriction considers Singapore, Rotterdam  and U.S. markets have about six 

hours of time gap each and the time periods on which the markets are open together is 

almost slim or none. Thus we two time tier restrictions: that is, Singapore market can not 
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be influenced by the other markets and Rotterdam market can not be influenced by the 

two U.S. markets.  

 

[DAG-1] [DAG-2] 

No time tier restriction imposed 

Singapore – Rotterdam – NY – U.S. Gulf 

Two time tier restriction imposed 

Singapore > Rotterdam > NY – U.S. Gulf  

  

Figure 4-2. Directed acyclic graph on innovations from gasoline markets 
 
 

In Figure 4-2 the DAGs show the contemporaneous causal flows corresponding 

to the imposed time tier restrictions. In Figure 4-2, Singapore>Rotterdam means 

Singapore market is closed before Rotterdam market opens on the same calendar day. 

NY-U.S. Gulf means the two markets are in the same time tier. There are four possible 

time tier restrictions. That is, (1) no time restriction (Singapore – Rotterdam – U.S. Gulf 

– NY), (2) Singapore > Rotterdam – U.S. Gulf – NY, (3) Singapore –Rotterdam > U.S. 

Gulf – NY, (4) SP > Rotterdam > U.S. Gulf. – NY. Cases (1) and (2) give DAG-1 and 



56 

 

cases (3) and (4) give DAG-2. For any time-tier restriction, Singapore does not influence 

any other markets in contemporaneous time. 

Let’s note that the two DAGs show that there is no connection between the price 

series in Singapore and any other price series, which means that Singapore market does 

not influence any other markets in contemporaneous time. DAG-1 informs us the 

existence of some relationships between gasoline prices in the four markets, but does not 

give us the definite causality directions. DAG-2 shows that Europe (Rotterdam) market 

directly affects NY market and NY market directly affects U.S. Gulf Coast market, but 

Europe (Rotterdam) market indirectly affects U.S. Gulf Coast market via NY market. It 

is worth noticing that the U.S. Gulf Coast market is an information sink which is 

affected by other markets but does not affect any other markets in contemporaneous time.  

Now we use DAG-2 to give the identifying restrictions for the structural VECM 

and test the over-identification using the likelihood-ratio (LR) test. More specifically, we 

have DAG-2 place zeros on the matrix G  which solves 'GG eΣ=Σε . Given a four 

variable system we only need 6 ( 2/)1( −kk = 4(4-1)/2) restrictions to get a just- identified 

model. But DAG-2 imposes 10 restrictions, and thus these over- identifying restrictions 

can be tested via an LR test.  

According to the LR test the directed graph restriction results in a 2χ  statistic of 

3.7062 with 4 degree of freedom. The corresponding p-value is 0.4472 and it is larger 

than 0.05. Thus the over- identifying restriction can not be rejected at a 5% significance 

level, which suggests that the restrictions are consistent with the data.  
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Dynamic Behavior of the Variables in the VECM System 

 

In this section the dynamic price relationships are summarized through analysis of both 

impulse response functions and forecast error variance decomposition. An impulse 

response function traces out the response of a variable of interest to an exogenous shock.  

The impulse response analysis is a device to display the dynamics of the 

variables tracing out the reaction of each variable to a particular shock at time (t). Figure 

4-3 presents the impulse response functions (IRF) for the VECM model identified 

through DAG-2 results.  
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        Figure 4-3. Impulse response functions for the VECM model identified through DAG-2 
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The impulse response functions in Figure 4-3 show that the time period in which 

a shock in a market affects the other market is very short and most fluctuations become 

almost constant within a week at most. We can observe that the effect on the two U.S. 

markets from the shock in Rotterdam market is bigger than that from Singapore. Also 

the effect on the Rotterdam market from the shock in NY market is bigger than that from 

Singapore. Actually the effects to other markets from the shocks in Singapore market are 

almost negligible. Among the two U.S. markets NY market dominates U.S. Gulf Coast 

market, which means that gasoline trading area dominate the shocks from gasoline 

producing area.  

Another tool for interpreting a VECM is the forecast error variance 

decomposition (FEVD) which provides complementary information on the dynamic 

behavior of the variables in the system. Since variance decomposition separates the 

variation in an endogenous variable into the component shocks to the VECM, the 

variance decomposition provides information about the relative importance of each 

random innovation in affecting the variables in the VECM. 

The forecasted error variance decompositions (FEVDs) based on the DAG-2 are 

presented in Table 4-6. Entries in Table 4-6 give the percentage of forecast error 

variance at horizon h, which are attributable to shocks from each other series including 

itself. We list steps or horizons of 0 (contemporaneous time) to 5 period differences and 

10, 20 and 30 days ahead (longer horizon). In each row they add up to 100%. 

Let’s note that the zero values on horizon of 0 (contemporaneous time) in FEVDs 

are due to the zero restrictions placed on the matrix G  by DAG-2. Among them the zero  
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Table 4-6.  FEVD for the VECM Identified through DAG-2 

Decomposition of Variance 
for NYp  

Decomposition of Variance 
for GulfSUp ..  Horizon 

NYp  ..SU
Gulfp  ROTp  SPp  NYp  ..SU

Gulfp  ROTp  SPp  

0 71.59 0.00 28.41 0.00 53.81 24.83 21.36 0.00 

1 71.23 0.50 26.16 2.11 52.76 25.31 21.17 0.77 

2 67.34 0.91 28.94 2.81 49.20 27.00 22.72 1.09 

3 63.23 1.57 31.58 3.64 45.21 29.43 23.98 1.38 

4 59.17 2.24 34.36 4.23 41.46 31.82 25.15 1.56 

5 55.47 2.94 36.86 4.74 38.16 34.05 26.09 1.70 

10 42.30 5.74 45.67 6.29 27.57 41.59 28.83 2.01 

20 30.43 8.43 53.58 7.57 19.56 47.64 30.63 2.17 

30 25.13 9.63 57.12 8.12 16.40 50.20 31.21 2.20 

Decomposition of Variance 
for ARAp  

Decomposition of Variance 
for SPp  Horizon 

NYp  ..SU
Gulfp  ROTp  SPp  NYp  ..SU

Gulfp  ROTp  SPp  

0 0.00 0.00 100.00 0.00 0.00 0.00 0.00 100.00 

1 11.68 1.46 85.94 0.93 23.61 0.08 9.68 66.64 

2 15.05 1.59 81.92 1.45 28.42 0.29 9.46 61.83 

3 15.84 1.82 80.52 1.83 29.81 0.38 10.45 59.36 

4 15.58 2.03 80.32 2.07 29.45 0.53 10.91 59.12 

5 14.97 2.24 80.55 2.25 25.21 1.06 12.44 61.30 

10 12.14 2.91 82.33 2.63 21.41 1.49 13.40 63.69 

20 9.89 3.38 83.90 2.83 20.07 1.66 13.75 64.52 

30 9.07 3.54 84.50 2.90 19.98 1.68 13.77 64.58 

(note) NYP∆  is the first differenced value of NYP , and NYP   is the conventional gasoline regular spot  

            price (FOB) in the New York Harbor. 
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values in decomposition of variance for SPp  come from the zero restrictions on G  due 

to the disconnection from Singapore to other markets in DAG-2. On the contrary, the 

zero values of the first two columns in decomposition of variance for ARAp  come from 

the zero restrictions on G  because of the unilateral influence from Rotterdam market to 

the U.S. markets in DAG-2.  

From Table 4-6 we can observe that the volatility in all of the markets is 

explained predominantly by the innovations in their own market in the short-run: in case 

of 1 day time horizon, for the NY market, about 71% of volatility is explained by its own 

innovations, and about 26% of the volatility is explained by the innovation in Rotterdam 

market but less than 3% of the volatility in NY market is explained by the innovation in 

Singapore market and U.S. Gulf Coast market.  

In case of the U.S. Gulf Coast market, in the very short-run time period, about 

50% of the volatility is explained by the innovations in NY market, but less than 30% of 

the volatility is explained by the innovation in its own market. From this result we 

conclude that the U.S. Gulf Coast market is much dependent on the NY market in the 

short-run.  

For long-run time horizon the volatilities in Rotterdam, Singapore and U.S. Gulf 

Coast markets are still heavily dependent on the innovations of their own market. But the 

NY market shows different pattern from the other three markets in the long-run. As 

shown in Table 4-6 the volatilities in NY market is heavily explained by the innovations 

in Rotterdam market. With 30 days time difference about 57% of the volatility in NY is 
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explained by the innovations in Rotterdam market, but only 25% of volatility is 

explained by its own innovations.  

In summary, FEVD shows that in all markets, except the U.S. Gulf Coast market, 

current and past shocks in their own market explain the most of the volatility in their 

own market in the Short-run. But the U.S. Gulf Coast market is much dependent on the 

NY market in short-run. FEVD shows that the two U.S. markets are affected much by 

the shock from Rotterdam markets. But FEVD also reveals the influence of the shocks 

from NY, U.S. Gulf Coast and Singapore markets do not play an important role in 

explaining the volatility in Rotterdam market.    

 

Conclusion 

 

This paper combined structural VECM model and directed acyclic graphs (DAGs) to 

facilitate a more in-depth exploration of the structure of interdependence in international 

gasoline markets using spot FOB gasoline prices. We explored the direction of causality 

between innovations across gasoline markets through a VECM and applied directed 

acyclic graphs as an aid to identifying the structural VECM. 

The DAG with two time-tier restrictions showed the ARA and NY market played 

important roles in the information flow. With the same time tier environment the DAG 

clearly showed that Rotterdam market led the NY in contemporaneous time. DAG 

showed that the Singapore and U.S. Gulf Coast markets did not show any influences on 

the other markets in contemporaneous time. Further, in contemporaneous time, the DAG 
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showed that Singapore market did not have any connection to other markets in 

information flow.  

Our empirical evidence as derived through the VECM models suggest that there 

is a substantial amount of interdependence among the international gasoline spot markets. 

The impulse response functions (IRF) showed that the impacts from one market were 

rapidly transmitted to other markets and the impacts were very shortly lived. Further, the 

empirical results from forecast error variance decomposition (FEVD) indicated that 

current and past shocks in their own market explain the most of the volatility in their 

own markets in the short-run. 
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CHAPTER V 

 

OVERALL CONCLUSION 

 

 

The main objectives through the dissertation were twofold: One is to measure the 

consumer welfare in U.S. meat consumption, and the other is the empirical exploitation 

of the time series methodology.  

In chapter II the welfare effects of a set of price changes on the U.S. meat 

consumption was investigated in a multivariate framework. The price and quantity data 

used are quarterly time series data of beef, pork and chicken in U.S. We first 

investigated the consumer behavior depending on a linear expend iture system (LES) 

which is consistent with the theory of utility maximization and has been extensively 

applied for the past several decades as a basis of deriving empirically estimable demand 

equations. Compensating variation (CV) measure associated with the LES was derived 

and evaluated based on the set of parameters estimated from the LES.  

One of the interesting findings is that the combined CV with the same rate of 

price changes in the three meats is larger than the sum of CVs with price changes in 

individual meats separately. This result suggests that the more the number of 

commodities in price changes the more the consumer utility decrease under the situation 

that consumer budgets are fixed. Also the result indicates that it is more preferable to 

estimate welfare change from a demand system as a whole instead of estimating welfare 

change through a single demand function separately. Secondly, the simulation results 
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showed that the amount of consumer welfare change for each meat is not same across 

the meats under the same percentage change of price. Thirdly, the simulation results also 

showed that when all the prices are doubled the total amount of CV reaches almost the 

same amount of total current quarterly expenditures for the three meats. That is to say, so 

long as meats are concerned, the minimum amount of money to be compensated to make 

the consumers stay at the prior utility level is approximately equal to the additional 

expenditure that is caused by the price changes setting the quantity consumed at current 

level. 

In chapter III, we applied the compensating variation (CV) approach for the 

measurement of consumer welfare losses associated with beef price changes. We applied 

the long-run cointegrating relationship in vector error correction model (VECM) to 

estimate the Marshallian demand function. Apparently, the use of long-run cointegration 

relationship in VECM in deriving the direct Marshallian demand function to measure the 

consumer welfare change is the first attempt in the literature. This is one of the 

contributions of the study. Basically our methodology is similar with the one suggested 

by Hausman (1981).  

Data used in this study consist of quarterly per capita consumption, quarterly per 

capita disposable income and price series for beef. Compensating variation (CV) 

measure was derived and evaluated based on the set of parameters estimated from the 

long-run cointegrating equation of the vector error correction model (VECM). We 

simulated the compensating variation (CV) with various levels of beef price changes. 

The simulation results with various levels of price changes revealed that the CV 
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measures derived using the Marshallian demand function were compatible with the CV 

measures derived using linear expenditure system (LES).  

In chapter IV, an empirical framework to summarize the interdependence of four 

international gasoline markets (New York, U.S. Gulf Coast, Rotterdam and Singapore) 

was presented. For that purpose, the dynamic structure of gasoline prices from four 

international markets was investigated by a structural vector error correction model 

(VECM) and directed acyclic graphs (DAGs). The DAG representation provided a 

structure of causality among these markets in contemporaneous time.  

NY, Rotterdam (the Antwarp, Rotterdam, and Amsterdam area in the 

Netherlands) and Singapore markets are the main hubs of petroleum products markets in 

each area. The data series used in this analysis are daily conventional gasoline regular 

spot price (FOB) in the New York Harbor, U.S. Gulf Coast and Rotterdam (ARA). For 

the Singapore market leaded regular gasoline spot price (FOB) data were used.  

The unit root tests suggested by Dickey-Fuller (1979) and Phillips-Perron (1988) 

showed that all the gasoline price series had unit roots. Even though unit root test 

showed that the individual price series might be non-stationary, the trace test suggested 

by Johansen (1991, 1992) showed that there existed a linear combination of the 

individual series which was stationary, thus we concluded that the gasoline price series 

had a co-movement over time.  

Based on the unit root and trace test results we applied vector error correction 

model (VECM) to the four international gasoline price series. The likelihood ratio (LR) 

tests for the determination of the deterministic terms of VECM proposed by Johansen 
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(1991, 1992) and Lütkepohl (2005) suggested that the VECM should have a constant 

term and the constant term should be included in the cointegration space.  

To solve the identification problem inherently contained in structural VECM, we 

applied data-based restrictions in imposing over- identifying restrictions on the structural 

VECM. That is, the identification was achieved from directed acyclic graphs (DAGs) 

derived from contemporaneous VECM innovations.  

DAG showed that there was no connection between the price series in Singapore 

and any other price series, which meant that Singapore market did not influence any 

other markets in contemporaneous time. DAG also showed that Europe (Rotterdam) 

market directly affected NY market, and NY market directly affected U.S. Gulf Coast 

market, but Europe (Rotterdam) market indirectly affected U.S. Gulf Coast market via 

NY market. It is worth noticing that the U.S. Gulf Coast market was an information sink 

which is affected by other markets but did not affect any other markets in 

contemporaneous time. The LR test for the over- identifying restriction showed that the 

restrictions derived from DAG are consistent with the data.  

Based on the contemporaneous structure and lagged relationships captured by the 

VECM model, the dynamics of the model were studied through impulse response 

functions and forecast error variance decompositions. 

The impulse response functions showed that the time period in which a shock in 

a market affects the other market was very short and most fluctuations became almost 

constant within a week at most. We observed that the effect on the two U.S. markets 

from the shock in Rotterdam market is bigger than that from Singapore. Also the effect 
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on the Rotterdam market from the shock in NY market was bigger than that from 

Singapore. Actually the effects to other markets from the shocks in Singapore market 

were almost negligible.  Among the two U.S. markets NY market dominated U.S. Gulf 

Coast market, which meant that gasoline trading area dominate the shocks from gasoline 

producing area.  

Forecast error variance decompositions (FEVD) showed that in all markets, 

except the U.S. Gulf Coast market, current and past shocks in their own market 

explained the most of the volatility in their own market in the Short-run. But the U.S. 

Gulf Coast market was much dependent on the NY market in short-run. FEVD showed 

that the two U.S. markets were affected much by the shock from Rotterdam markets. But 

FEVD also revealed the influence of the shocks from NY, U.S. Gulf Coast and 

Singapore markets did not play an important role in explaining the volatility in 

Rotterdam market. 



68 

 

REFERENCES 

 

 

Bernanke, B., M. Gertler, and M. Watson. 1997. “Systematic monetary policy and the 

effects of oil price shocks.” Brookings Papers on Economic Activity 1 :91-157. 

Boetel, B., and D. Liu. 2003. “Evaluating the effect of generic advertising and food 

health information within a meat demand system.” Agribusiness 19: 345-354. 

Breslaw, J., and B. Smith. 1995. “A simple and efficient method for estimating the 

magnitude and precision of welfare changes.” Journal of Applied Econometrics 10: 

313-327. 

Chickering, D. 2002a. “Learning equivalence classes of Bayesian-network structures.” 

Journal of Machine Learning Research 2: 445-498. 

Chickering, D. 2002b. “Optimal structure identification with greedy search.” Journal of 

Machine Learning Research 3: 507-554. 

Creedy, J. 1998. “Measuring the welfare effects of price changes: a convenient 

parametric approach.” Australian Economic Papers 37: 137-151. 

Creedy, J. 2006. “How to calculate welfare measure using only Marshallian demand  

functions.” The Australian Economics Review 39: 340-346. 

Deaton, A., and J. Muellbauer. 1980. Economics and Consumer Behavior. New York: 

Cambridge University Press.  

Dennis, J., H. Hansen, S. Johansen, and K. Juselius. 2005. CATS in RATS, version 2. 

Evanston, Illinois: Estima. 

Dickey, D., and W. Fuller. 1979. “Distribution of the estimators for autoregressive time 



69 

 

series with a unit root.” Journal of the American Statistical Association 74: 427-431. 

Doornik, J. 1998. “Approximations to the asymptotic distribution of cointegration tests.”  

Journal of Economic Survey 12: 573-593. 

Eales, J., J. Hyde, and L. Schrader. 2003. “Dealing with poultry in demand analysis.” 

Journal of Agricultural and Resource Economics 23: 558-567. 

Enders, W., 2003. Rats Programming Manual, Evanston, Illinois: Estima.  

Energy Information Administration, Office of Oil and Gas, U.S. Department of Energy, 

2008. “Petroleum Marketing Monthly: January 2008.”  

Foster, W., and R. Just. 1989. “Measuring welfare effects of product contamination with 

consumer uncertainty.” Journal of Environmental and Management 17: 266-283. 

Gao, X., and J. Shonkwiler. 1993. “Characterizing taste change in a model of U.S. meat 

demand: correcting for spurious regression and measurement errors.” Review of 

Agricultural Economics 15: 313-324. 

Greene, W. 2000. Econometric Analysis, 4th edition. Upper Saddle River: Prentice Hall.  

Godfrey, L. 1988. Misspecification Tests in Econometrics. New York: Cambridge 

University Press Cambridge.  

Hausman, J. 1981. “Exact consumer’s surplus and deadweight loss.” American 

Economic Review 71: 662-676. 

Hayes, K., and S. Porter-Hudak. 1987a. “Regional welfare loss measures of the 1973 oil 

embargo: a numerical methods approach.” Applied Economics 19: 1317-1327. 

Hayes, K., S. Porter-Hudak. 1987b. “Deadweight loss: Theoretical size relationships and 

the precision of measurement.” Journal of Business & Economic Statistics 5: 47-52. 



70 

 

Hudson, D., D. Hite, A. Jaffar., and F. Kari, 2003. “Environmental regulation through 

trade: the case of shrimp.” Journal of Environmental Management 68: 231-238. 

Irvine, I., and W. Sims. 1998. “Measuring consumer surplus with unknown Hicksian 

demands.” American Economic Review 88: 314-322. 

Johansen, S. 1991. “Estimation and hypothesis testing of cointegrating vectors in 

Gaussian vector autoregressive models.” Econometrica 59: 1551–1580. 

Johansen, S. 1992. “Determination of cointegration rank in the presence of linear trend.” 

Oxford Bulletin of Economics and Statistics 54: 383-397. 

Judge, G., C. Hill, W. Griffiths, and H. Lütkepohl. 1988. Introduction to the Theory and 

Practice of Econometrics, 2nd edition. New York: John Wiley & Sons, Inc. 

Lütkepohl, H., 2005. New Introduction to Multiple Time Series Analysis. Berlin: 

Springer.  

Mas-Colell, A., M. Whinston, and J. Green, 1995. Microeconomic Theory, New York: 

Oxford University Press.  

MacKinnon, J. 1996. “Numerical distribution functions for unit root and cointegration 

tests.” Journal of Applied Econometrics 11: 601-618. 

McKenzie, G., and I. Pearce. 1976. “Exact measures of welfare and the cost of living.” 

Review of Economic Studies 43: 465-468. 

Meek, C. 1997. Graphical Models: Selecting Causal and Statistical Models. Pittsburgh : 

Unpublished Ph.D. Dissertation, Philosophy Department, Carnegie Mellon 

University. 

Moschini, G., D. Moro., and R. Green. 1994. “Maintaining and testing separability in 



71 

 

demand systems.” American Journal of Agricultural Economics 76: 61-73. 

Phillips, P. and P. Perron. 1988. “Testing for a unit root in time series regression.” 

Biometrika 75: 335-346. 

Powell, A. 1974. Empirical Analytics of Demand Systems. Farnborough: Lexington 

books. D. C. Heath Ltd. 

Silberberg, E., and W. Suen. 2001. The Structure of Economics: A Mathematical 

Analysis. Boston: McGraw-Hill.  

Sims, C. 1986. “Are forecasting models usable for policy analysis.” Federal Reserve 

Bank of Minneapolis Quarterly Review 10: 2-16. 

Tonsor, G., and T. Marsh. 2007. “Comparing heterogeneous consumption in U.S. and 

Japanese meat and fish demand.” Agricultural Economics 37: 81-91. 

Varian, H. 1992. Microeconomic Analysis. New York: Norton. 

Vartia, Y. 1983. “Efficient methods of measuring welfare change and compensated 

income in terms of ordinary demand functions.” Econometrica 51: 79-98. 

Willig, R. 1976. “Consumer’s surplus without apology.” American Economic Review 66: 

589-597. 

Zabalza, A. 1982. “Compensating and equivalent variation, and the dead weight loss of 

taxation.” Economica 49: 355-359. 



72 

 

VITA 

 

 

Sang-Cheol Shin received his Bachelor of Science degree in Economics from 

Sogang University, Seoul, Republic of Korea, in 1992. He worked for Korea Energy 

Economics Institute as an energy economist from 1994 to 1999. He worked for Texas 

Transportation Institute and Texas Agricultural Experiment Station as a graduate 

research assistant (RA) during his stay at Texas A&M University. His research interests 

include Time Series, Econometrics and Statistics, Demand Theory and Consumer 

Welfare, Transportation Economics, and Energy Economics.   

 Mr. Shin may be reached at 501Dong 308Ho, DongA-APT, KwiIn-Dong, 

DongAn-Ku, AnYang-Si, KyungGi-Do, Republic of Korea. His email is 

sinnsc@hanmail.net. 


