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ABSTRACT

The Identification of Recurrent Tertiary Motifs
by Interactions of Protein

Secondary Structure Units. (April 2003)

Hamilton Courtney Hodges
Department of Biochemistry & Biophysics
Texas A&M University

Fellows Advisor: Dr. Jerry W. Tsai
Department of Biochemistry & Biophysics

Proteins are the molecular machines that drive the processes of the cell; they carry out
the functional and structural instructions outlined in an organism’s genome. At their
simplest, these biological catalysts are comprised of linear chains of amino acids that
fold into unique three-dimensional structures. One of the goals of structural biology is to
predict a protein’s three-dimensional structure from its amino acid sequence. One
important aspect of protein structure is the manner by which the non-covalent or weak
interactions bring about a protein’s fold. Often called tertiary interactions, these non-
covalent interactions are often between amino acid residues that are distant in the linear
sequence but close in three-dimensional space. Through an informatics analysis of
recurrent lertiary contacts, we have derived a database of recurrent tertiary motifs. A
group of 691 high-resolution, non-redundant protein structures was obtained. For each
protein in this source data, we found all secondary structure units: alpha helices, beta
strands, beta hairpins, and loops. We also identified three physical interactions between
the secondary structure units: (1) hydrogen bonds were found by a continuous energy
potential; (2) salt bridges were determined by a distance cutoff between oppositely
charged atoms; and (3) hydrophobic contacts were derived from Voronoi polyhedra
around carbon atoms. From the interactions between secondary structures, we identified
the 21,100 protein substructures defined by tertiary interactions. These pieces of
proteins were then clustered based on structural similarity into 4,039 groups. Each
group represents a tertiary motif. Such a high number of recurrent contact pairs from a
non-redundant sample source suggests that there is at least some level of redundancy for
these non-covalent tertiary interactions. Applications for this tertiary motif database are
currently being developed, with special interest in tertiary structure prediction.
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INTRODUCTION

Protein structure is often thought of as a hierarchical system — one in which every level
in the hierarchy is regulated by the chemistry and physics of the protein’s amino acid
sequence. Moving up these levels, it is relatively easy to see how local chemistry
dictates local structures like a-helices and 3-hairpins: hydrophobic collapse and main-
chain hydrogen bonds bring about these secondary structures in cooperative
thermodynamic steps. Characterizing the global fold or topology of a protein, however,
is @ much more complicated matter and is the subject of a great number of inquiries.

The sheer complexity of predicting protein tertiary structure is due to the vast number of
physical interactions that give rise to a given fold. Many aim to understand how proteins
fold into their characteristic tertiary structures, and any insight into this complex

biophysical problem would be of legitimate scientific value.

To better understand the predominant forces and principles in protein folding, a number
of groups have adopted computational and informatics tools. By employing large data
sets, researchers can analyze natural trends and evaluate fundamental hypotheses that
would otherwise be difficult to examine. In the case of proteins, a few tools already

exist to examine secondary structure and to a lesser extent, tertiary structure.

1In 1983, Kabsch and Sander developed DSSP, which defines secondary structure for

This thesis follows the style and format of Protein Science.



each residue in a solved structure | 1]. DSSP relies on definitions of secondary structure,
which are based on hydrogen bonding patterns and torsional ¢/ angles. These
secondary structure assignments allow one to consistently define secondary structure
across all classes of proteins. More recently, Gail Hutchinson and Janet Thornton
incremented the usefulness of structure classification by including code for motif
detection in their PROMOTIF utility [2]. Super secondary elements and other features
like B-hairpins, 3-bulges, a-f-a and Greek Key motifs are explicitly defined by
PROMOTIF, and these can be obtained from a solved protein structure along with the

same secondary structure definitions provided by DSSP.

Despite the amount of work completed thus far for the characterization of secondary
structure, there exists a relative dearth of information about the organization of tertiary
structure. This is not to say that tertiary structure is of no interest; on the contrary, the
level of interest in tertiary structure is manifest by the biennial Critical Assessment of
Structure Prediction (CASP, http.fipredictioncenter.llnl.gov/). In this assessment,
experimenters are provided the sequences to proteins whose structures have yet to be
released. These experimenters use tried as well as novel methods to predict the three-

dimensional structures for these target sequences.

In the fourth CASP, David Baker and his group performed quite handily by employing a
Monte Carlo-based fragment buildup routine called “Rosetta™ [3]. Motivated perhaps by

this method’s success, a few groups have set about trying to obtain a minimum fragment



set necessary to describe backbone tertiary structure. For example, the Rosetta fragment
set is a clustered set of 9mer fragments with an adjoining library of small 3mers for
backbone refinements. Kolodny, et al, have also developed a similar library and have
shown that these types of fragment sets are sufficiently diverse to describe the backbone
topology of most proteins [4]. One of the problems associated with the fragment-based
methods is the complexity cost associated with building up structures from shorter
fragments [5]. Some have proposed to reduce this complexity by studying larger, super-
secondary motifs instead of shorter fragments [6, 7, 8, 9]. But as the residue length of
the fragments increases, the fragment set needed (o describe known protein structures
increases beyond what is useful. Others have therefore chosen to focus on the methods
used to cluster these libraries to improve the selection of diverse fragments [5]. All of
this overlooks a constant criticism of fragment-based tertiary structure prediction
schemes: the fragments are only defined within a local, sequential scope. For this
reason, it is virtually impossible for fragment-based methods to cope with explicit side-
chain packing with residues more distant in sequence space. As evident from the recent
CASP 5 novel fold and comparative modeling predictions {unpublished], this is the

current bottleneck for the field.

The use of local fragments also frustrates many for a more philosophical reason: it fails
to answer any biophysical questions. Recent work on biologically relevant fragments
illustrates this understanding. Voigt, et al, in their work with hybrid {3-lactamases, find

that there are units of protein structure that are untouched by recombination events [10].



Unfortunately, these results are hardly useful for structure prediction because of the
limited scope of their sample set. There is growing awareness that approaches that
maintain a more physical view of protein structure will be better suited for
computational studies. One suggested approach would take into account the interactions
of secondary structure elements that give rise to topology [11]. Already there have been
some attempts to categorize on a gross level all the possible f-strand pairing
configurations [12, 13], and individual efforts to analyze helix:helix angle preferences
[14], but an exhaustive catalogue of all possible secondary structure contact motifs has

not yet been created.

Simple mathematical as well as all-atom models both suggest that a fundamental step in
the folding process is the coupling of local and non-local interactions [15, 16].
Onuchic’s work suggests that those local interactions that give rise to pockets of
secondary structure early in the folding pathway are critical, but in order to bring about a
stable tertiary fold, these must coincide with favorable non-local interactions that bring
the secondary structural units together. Furthermore, it is assumed that divergent
evolution would tend to stabilize the residues that form these non-covalent interactions.
Any non-conservative mutation that destroyed a particular intramolecular contact would
destabilize the fold by reducing the peptide’s structural rigidity, thereby increasing its

topological frustration.

For this reason, it is appropriate to inquire into the arrangement of protein structure at



these sites bridging secondary structure elements. In this study, I attempt to show that
there are conserved sites of interactions between secondary structure units and that the
side-chain packing arrangements at these points are critical for understanding the
thermodynamic stability of natural proteins, Furthermore, a fragment library is created
in this study, which will allow for an informatics analysis of these non-covalent “hinge”

contacts.

MATERIALS AND METHODS
Source Data
In order to identify recurring tertiary motifs present in the PDB without overweighting a
particular protein family or topology, we used Dunbrack's high-resolution subset of non-
redundant proteins, culled-pdb (what is now called PISCES) [17]. Only crystallographic
structures with resolutions better than 1.8 A and sequence identity of less than 20% were
chosen for this study. This set was chosen so as to limit the amount of redundancy in
sequence space. Any peptides with chain breaks were rejected to simplify computation.

In all, 691 protein structures were selected for analysis: a list of these structures is given

in Table 1.

Computer Resources

The present study was run on a PC with dual 1 GHz Intel Pentium I11 CPUs running Red
Hat Linux 7.0. The software that we developed employs the C library used by Gerstein

in his earlier work [18].



Table 1. Source Protein Structures

1191
16pk
lal2
la3a
ladi
la62
labm
1a73
Lla8d
ta8e
laBo
1a9x
laba
lafw
lagj
lah7
laho
laie
1ajj
lajs
lach
laop
laqu
laqz
larb
latg
lad
lavw
laxn
layl
layx
lazo
1bOu
1b2p
Ib3a
1bba
b8z
1b9w
[bb1
Ibbz
1bd0
Ibdo
Ibeb
Ibeh
Ibfg
Ibge
Ibgf
1bkb
1bkf
Ibkr

1bm8
1bn7
Tbup
Tbx4
1bx7
Ibxa
Tbxo
Ibyi
tbyq
1c0p
Telk
Iell
1c24
1c3p
1c3w
ledq
152
1cSe
1c75
1eTk
teBe
lc9o
lee8
leew
tecz
Icex
legs
fchd
Icip
leje
leme
lenv
legd
legm
leru
lesl
lese
lesh
tetj
letq
Tevg
lexq
lcys
1cy9
lcyo
lcaf
lezp
1d02
1do6
1doc

1dod
ldiq
1d2s
1d2v
1d4o
1d4x
1d5n
1d5t
1d7p
1dgw
1dbf
1dbo
ldel
1dci
ldes
tdf4
Idfm
1dg6
Idgf
ldgw
[din
1dj0
1dkO
1d12
1dif
dlw
ldmg
Ldn]
ldos
tdow
Idoz
Idp7
Idpj
1dps
ldge
1dqz
Idst
Idsz
1dtd
1dvj
ldwk
ldxg
1dyS
ldyp
ldzk
tdzo
1e29
le2k
le30
tede

ledm
1es8
leSk
leSm
leéu
1e71
1e8S
leb6
ledm
leex
leg9
legw
lej8
lejg
lelk
lelu
Telw
Len2
Leon
lep0
lepx
legj
lego
lerz
lesY
Letl
feul
leuj
leuv
levl
levy
tewd
lewf
leyh
lezm
lezw
110j
Ifle
12t
1f3u
1f46
1f5n
If5w
160
1f7d
17
1186
118e
1194
1192

ifaz
Ifeq
Ifcy
1fe6
1fg7
1fgl
gy
fi2
Ifiu
1
kS
1fim
it
1fm0
1fn8
1fn9
Ifna
1fo8
1fp2
1fpo
1fgt
1fs1
[fs5
1157
Ifsg
1ft5
Ifvg
1fvk
1fw9
1x2
1fxm
1fye
1fzk
1g2b
1g2r
1g2y
1g3p
Igdi
ledy
1g55
lgsa
lg5t
1g60
161
1266
1gbs
1g6u
1gbx
1g7a
1g8e

Lg8q
g0
1892
1ga6
1gad
1gbg
1gbs
lgei
lgeq
lgcu
lgd0
1gf?
1gk8
1gk9
tekl
lgkm
Igmi
lgmu
Lgmx
1gnl
Ignu
1g03
1gplt
Igp6
lgpe
Igpi
Igv
lgut
lgvp
Igxl
1gxS
Th2r
Ihdg
Thar
Thax
1hiq
1h5u
1h61
Thef
1h6h
1h6u
1h70
1h72
Lh75
th7n
Lh80
1h8d
1h8u
tho7
1h99

liat
1id0
lido
lifc
ligq
liho
Lihr
1ii5
liib
lij2
lijq
Lijv
lijy
tikh
likp
Tikt
lim5
lind
tinl
lioo
1liqs
liqz
lirq
lisu
Litx
Liug
liua
lixh
1§77
1j79
1j7x
183
1j8r
1j8u
1j96
1j98
1j9b
1j9%
Ljak
Ljat
Ljay
1jo3
1jb9
1jbe
Ljcl
1jd0
1je00
Ljek
Ljer
Let

1jf2
1jf8
1jfb
1jfx
ligl
1jg8
1jh6
Ljhd
1jhf
Ljhg
1jhj
1jid
1jiw
1jjt
Lijy
1jk3
1jke
Ljks
1jkx
1j10
it
1jm0
1jmk
ijni
1jp3
jp4
ljge
1jr8
Ljsr
Ijtg
1juh
1jw9
1jx6
1jyl
1jy2
ljya
ljye
1jyh
Ljyk
1j28
ljzg
1kOi
1kOm
1k20
1k2y
1k3i
Ikdg
1k4i
1kdy
1k51




Table 1 Continued.

k55 Tlmb Iqex Islu 2erl Babp
1k6f 1in4 lgez Isml 2fch
k6w 107 lgdl Tsvf 2fdn
1k6x 1pl lgdd Iswu 2hft
1K75 1Iri 1ge3 1tid 2igd
1X7¢ Imép Igfm ltea 2ilk
1k92 Imfa Igft 1tfe 2lis
1k94 Tmfm Igge 1thf 2mem
tkal Imgt 1qgi Ithy 2mbr
IKaf Imla 1qgv Ithx 2nac
Ikbg (mmi lagw 16f 2nle
Ikeq imof Ighd Itml 2pth
Ikgd mol 1gh5 ltoa 2pvb
Ikhe tmpg 14h8 ftvx 2rme
Tkhx 1mrj Lghy Itx4 2sga
Ikic Imrp Iqj4 Ityv 2sic
1kid Imsk Lgjs lubi 2sns.
1kk1 Imty (gjc lugi 2spe
1kka Imug igjp lunk 2tgi
1koe Imun Igkr luro 2tps
1kp6 Imwp 1910 lute 2vhb
Ikpf Inbe Iqiw lutg 3bum
1kpt Infp Iqmy Lvee 3cao
lkq3 Inkd Iqna Ivfy 3chb
Ikyf Inkr 1qnf Lvhh 3cla
Ikgr Inls Iqnr Ivie 3eyr
1ke7 Inox Iqop Ivns 3eip
tks9 Inpk lqgs st 3ezm
Iksh lops 1qq9 wap 3grs
Iktg Inul Laqf Twer 3hts
Iktp Inxb lqqq Twib 3t
Tku3 loaa Lgre 1whi 3nul
1kv5 lopd igs! lyge 3pnp
1kv7 lor3 1gst Izin 3pro
Ikve lore Iqtn 256b 3pvi
Tkwf Ipa2 Igto 2a0b 3pyp
Ikyp Ipef 1qts Jacy 3seb
Lkzk Ipda Iqtw 2uhj 3sil
i Ipgs 1qu9 2arc 3Istd
113k Ipgt 1qus 2bbk 3vub
16x 1pin 1ra9 2bdp deug
7m I1pmi 11b9 2bop 4ger
117u 1ppn lige 2bte 4uag
1lam 1ppt Irhs 2cpg 4ubp
Tlbu Lpsr lrie 2ete 4xis
by Lpym 1sbp b 6rlx
1js \qau Isbw 2dpm 7a3h

11kk Lgb7 lsgp 2eng Tode




Partitioning of Secondary Structure

For each peptide chain, secondary structure was defined by PROMOTIF [2].
PROMOTIF identifies the secondary structure for each residue, and was used rather than
DSSP [1] so that B-hairpins would also be identified. We chose a four-state secondary
structure definition, consisting of (1) hairpins, (2) helices, (3) B-strands, and (4) loops.
Each structure was then cut into smaller fragments according to secondary structure
assignments, such that each break was located at the interface between two secondary
structure segments. Only secondary structure units containing 4 or more residues were
considered. The B-hairpins were defined to be two consecutive anti-parallel B-strands
with less than 9 intervening residues between them. Because we also desired to capture
the loop regions, contiguous turn and coil residues were merged and identitied as single
loops. These filters limited the noise of the secondary definitions and ensured that the

loop regions were not broken.

Contact Determination

The contacts (hydrophobic interactions, hydrogen bonds, and salt bridges) between each
cut segment were then determined. This was accomplished by a program that was
written in-house, which we call “ssContacts,” for secondary structure contacts. For
ssContacts, a pseudo-potential was developed that contains a hydrogen bond term, a salt
bridge term, and a van der Waals interaction term. Each of these is described in the

sections below.



Hydrogen Bonds

To identify and measure the interaction of hydrogen bonds, we used the potential
developed by Fabiola, et al [19]. We used this implicit hydrogen bond potential rather
than an explicit one, because crystallographic structures do not resolve protons, due to
their lack of electron density. This potential is based upon the distance between a donor
atom (e.g. a nitrogen) and an acceptor atom (e.g. an oxygen), as well as the C-D..A bond
angle, where C, D and A denote the carbon attached to the donor atom, the donor atom,

and the acceptor atom, respectively. The computation of the potential is given below.

o) ()

In the above expression, ¢ and o are weighting factors, set at 13.5 keal mol” and

E

W = &) cos'(0-6,)

mRO, respectively, with R, being the optimal distance between the donor and
acceptor (2.9 A). Also, R,,, is the distance (in A) between the donor and acceptor atoms.
@is the C-D..A bond angle, while 6, is chosen to be 115° or 155°, whichever is closest to
the measured 6. These values were chosen so that the ideal H-bond had a value of 2.0
kcal mol'. This potential is double-welled, centered about 115° and 155°, with an ideal

distance of 2.9 A.

Salt Bridges

In our structures, electrostatic interactions were computed in a much simpler fashion.

Our method was adapted from Kumar and Nussinov [20], in which both positively and



negatively charged atoms are first identified. For simplicity, a neutral pH is assumed, so
that the N-terminal nitrogen, the C-nitrogen atoms of lysine, as well as the e-, the M-,
and the n’-nitrogen atoms of arginine are considered positively charged nitrogens.
Negatively charged oxygens are defined to be the last oxygen of the C-terminus, the €'
and £>-oxygen atorns of glutamate, as well as the §'- and &-oxygen atoms of aspartate.

The potential for salt bridges is given below.

E,, =1kcal mol” x
5B

This results in an ideal energy of 1 kcal mol, centered at a distance of 2.6 A between
the oppositely charged atoms. This potential diminishes with 1/R,. In the case of salt
bridges that also have hydrogen bonds, both the electrostatic salt bridge contributions

and the hydrogen bond values are considered.

Van der Waals Contacts

For greater accuracy in the identification of hydrophobic contacts, Voronoi polyhedra
[21, 22] were employed to pinpoint the exact neighbor and hydrophobic surface area of
each hydrophobic interaction. These polyhedra are used to divide the three-dimensional
space around each atom into atomic volumes. These are used because the atomic
volumes are not consistent across all atoms, and because packing in proteins is
asymmetric [22]. By using Voronoi polyhedra, each hydrophobic contact could be
weighted according to the amount of shared surface area between the polyhedra that

surround two carbon atoms. The use of Voronoi polyhedra has been shown to be more



precise and accurate than traditional radial cutoffs in this context [22]. The contribution
of van der Waals interactions to the contact potential is given below.

E,,, =0.045 keal mol” A2 x ¢,
In the above expression, ¢ denotes the shared face-surface area (in A% between the
polyhedra surrounding two carbon atoms. The scaling constant 0.045 keal mol”" was
found in to be consistent with experimentally determined values for hydrophobic

interactions [23].

Defining a Motif with Energetic Potentials

To ensure that only those interactions that give rise to tertiary structure were considered,
only the contacts between atoms greater than 10 residues apart are considered; thus, the
local i—>i+4 contacts that appear in a-helices are not considered. Furthermore,
especially with van der ‘Waals contacts, there were more than a few interactions whose
energies were quite small (<< 0.1 kcal mol ). The aim of this project is to look at only
those interactions that significantly contribute to the native topology of the protein, so
we considered two secondary structure segments (o be in contact if their energies of
interaction sum to at least 2.0 kcal mol . This ensures that those segments with
negligible interactions are overlooked, in favor of those segments that are held more

strongly together.



Clustering

The resulting motifs were first separated according to each segment’s secondary
structure type: helix:hairpin contact pairs were partitioned from helix:helix contact pairs,
and so on. In addition to this first partitioning, we tried two different more refined
clustering methods. For the first method, we clustered the structures based on the
number of residues prior to clustering by RMSD. In contrast, the second method relied
on a difference-in-length term coupled with an a-carbon RMSD term. In all, our
hierarchical clustering algorithm was similar to methods used in previous studies [24,

25]. Both of these methods are described further in the sections below.

Method 1: Clustering by Length First

After the initial separation based on secondary structure assignments, the contact pairs
were partitioned by the number of residues each segment contained. The bins were
defined with bins at residue length cutoffs of 4n (n is an integer = 1) for each segment;
for example, a contact pair of residue lengths n,=6 and n,=18 would be separated from
another contact pair of lengths n,=6 and 7,=20. Thus the residue lengths of each
segment were considered. The clustering based on residue length is needed before the
final clustering, which is based off of a-carbon RMSD. These contact pairs were
clustered using a greedy multi-centered clustering algorithm developed in-house. With
this scheme, each motif is compared against each of the cluster centers. If no valid

match is found, that motif becomes the first member of a new cluster. With the addition



of any new motif to a cluster, the cluster center is recomputed. This center is defined to
be the “most average” motif — that is, it has the lowest RMSD score when compared to

all members of its own cluster.

The score used in the clustering algorithm is composed of a structural term, defined by
the a-carbon root mean squared deviation (RMSD). Since clusters contained diverse
sequences, we could not perform an all-atom RMSD calcalation. Initially, the alignment
utility DALI [26] was presumed to be best for this purpose; however, the number of
residues of each segment was often below the threshold required for the DALI algorithm
to function. Therefore, the least-squares RMSD between two contact pairs (each of
which contain two segments) was chosen to measure structural similarity. The RMSD is

defined by the following expression:

= x ) -y ) ()
RMSD = ‘v e

N
In the above equation, the sum of the squared distances between the a.-carbons in three-
dimensional Cartesian space is divided by the total number of comparisons; the root of

this value yields the RMSD.

However, determining the RMSD was made somewhat more complicated by the fact
that each motif contains two segments of varying lengths. To overcome this, the RMSD
was calculated only for the maximum common number of residues for each segment.

For the larger of the two segments, the middle residues were chosen to best represent



that segment. The threshold RMSD value to use when clustering was determined
empirically by finding a value that resulted in 20% singletons. In other words, 20% of
the structures would not cluster into groups at the RMSD chosen for each secondary-
structure and residue-length bin. This was chosen in order to account for the fact that
some contact types are much more restricted in space (eg, strand-strand interactions)

than others (like helix-loop interactions).

Method 2: Difference-in-Length Term

Although clustering only by RMSD resulted in clustered motifs of similar orientations, it
did not discriminate between structures of vastly different lengths. For this reason, we
tried adding a difference-in-length term to the overall clustering score. The overall score

for a given motif when compared to a cluster center was defined by:
score = RMSD + %(All +AL),

where RMSD is in units of A, and A\, and A, represent the integer differences in
residue lengths between the center and the member for the first and second segments,
respectively. This added term results in an extra penalty when comparing two motifs
that contain segments of differing lengths. For this method, the cutoft score used was
8.0; this was found to best cluster similar motifs together while ensuring small structural
anomalies (e.g. p-bulges) were ignored. Each of these motifs was ultimately clustered
by secondary structure type, three dimensional similarity (RMSD), and length of each

segment.



Contact Maps
Contact maps were made for each cluster. These maps show the placement and type of
contact for each motif. In order to combine the contacts for all the members of a cluster

into a single contact map, each member was superimposed onto the cluster center.

For each structural contact, both segments were superimposed independently onto their
respective cluster center segment, and equivalent residues were defined by the smallest
a-carbon to -carbon distance, if that distance was less than 2 A. If the smallest
distance is greater than 2 A, then that residue was considered to have no equivalent on
the cluster center. After the superposition and defining of equivalent residues relative to
the cluster center, the contact map was created based on that cluster center. For this,
cach contact on a member was evaluated as if it occurred on the equivalent residues of
the cluster center. Each contact map is simply the sum of the contacts for a given motif.
Since each tertiary motif contains structures of nearly identical configuration, the contact

points are expecied to overlap considerably.



RESULTS

By using ssContacts, we obtained a total of 21,100 tertiary contact pairs. Each of these
contact pairs was then clustered by using the first algorithm described in the Methods
section. Table 2 summarizes the data for these clusters in addition to their energetic
parameters. The RMSD cutoffs used in this method were variable; their histogram is
given in Figure 1. It is clear from an inspection of the energy data that our potentials
yield reasonable results - the helix:helix motifs display a high level of hydrophobic
packing (through van der Waals interactions), while strand:strand motifs yield far more
hydrogen bonding. This is consistent with generally understood packing arrangements

for each of these types of secondary structures.

The distribution of sequence separations between each contact pair is given in Figure 2
with the top curve representing all contact pairs, and the bottom curve representing only
the cluster singletons. In this histogram, we see that the bulk of the contact pairs have
intervening segments of less than 50 residues. The distribution also shows that the

probability of two segments being in contact decreases with their sequence separation.

We also found a very strong linear correlation between the number of residues in a
protein and the number of tertiary contact pairs (Figure 3). Initially this seemed trivial,
but after noting that these contact pairs have wildly variable lengths (compare the 150-

residue coiled-coil motifs with a simple 8-residue strand:strand motif), this finding is



Table 2. Cluster Data and Energetic Analysis

Number of Number

Secondary Contact of Number Avg Hbond AvgSB Avg VDW
Structure Type| Pairs  Clusters of Singles Energy Energy Energy

Helix:Helix 3195. 1467. 735. 0.97 (1.60) 0.22 (0.66) 4.36(2.98)
Helix:Hairpin 1401. 615, 311 1.08 (1.77) 0.13 (0.50) 3.37 (1.93)
Helix:Strand 2178. 838. 446. 1.24 (1.85) 0.07 (0.35) 2.26 (1.09)
[Helix:Loop 5978. 2301. 1231. 3.21(2.84) 0.11(0.46) 1.88(1.41)
[Hairpin:Hairpin 526. 231. 121. 2.89(3.55) 0.12(0.53) 3.96 (1.99)
[Hairpin:Strand 920. 358. 193. 4.12(3.06) 0.07 (0.30) 3.41(1.74)
[Hairpin:Loop 1512 637. 328. 221 (1.93) 0.12(0.46) 2.03 (1.29))
Strand: Strand 1794. 599. 366. 4.23 (2.17) 0.05(0.30) 2.70 (1.28)
IStrand:Loop 2028. 797. 412. 2.47 (1.54) 0.05 (0.33) 1.21(0.91)
ILoop:Loop 1568. 679. 340. 2.46 (1.90) 0.08 (0.38) 1.59 (1.09)
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seen to be a bit more interesting. Such a tight correlation suggests that these tertiary

contact motifs be considered as modular units of tertiary structure.

The results from the second method of clustering were discarded because the similarity
score used turned out not to be a very good metric. For instance, in comparing two
contact paits, if they contained the same number of residues, the RMSD cutoff
effectively became 8§ A. Conversely, if the two pairs were structurally identical, but one
was longer than the other, the score might not fall beneath the threshold required for
similarity. The difference-in-length term only served to perturb the RMSD cutoff in a
way that was not always desired. Mathematically, we were reducing RMSD and residue
length into one unidimensional score; since these two terms are not orthogonal or linear
in our metric space, this was not a good choice. For this reason, we decided to stay with

the original method of first clustering by length, then by a-carbon RMSD.

The top ten most populous clusters for each secondary structure class were then

analyzed. Descriptions of each class of motif are given in the following sections.

Helix:Helix

The helix:helix motifs were the second most common contact pairs in all of the library.
There were 3,195 contact pairs, and 1,467 recurrent motif structures were obtained from
this data set. The most common helix:helix motif (00.012012.0071) is shown in Figure

4, with its corresponding contact map in Figure 5. As seen on the contact map, and as
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Figure 5. Helix:Helix 00.012012.0071 Contact Map

The above contact map and those that follow represent the atomic interactions between
two secondary structure units. The numbers along the x-axis represent the residues in
the first segment, and those along the y-axis represent the residues on the second
segment. Green defines a van der Waals contact, red denotes a salt bridge, and blue
defines a hydrogen bond. Intensity of color defines the strength of the interaction.
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shown on Table 2, these helix:helix motifs displayed a much larger tendency for
hydrophobic van der Waals contacts than polar contacts. Previous work by Bowie [14]
illustrated that helix packing favored orthogonal helix:helix structure packing
arrangements, where the two axes of the helices are perpendicular (90°) to each other.
We therefore expected that our clustering bin with the highest number of members

would be filled with a helix:helix motif with orthogonal packing.

We were obviously surprised to see that two of the three most recurrent motifs yielded
an angle of nearly 0° — seemingly contrary to previous work. This result can be
rationalized though, by remembering that our clustering considers the whole of structural
similarity, with such details as relative locations and three-dimensional orientation. That
said, what our helix:helix motif data suggests is that those helix packing arrangements
centered near 0° are more similar to each other structurally, than the motifs at the more

preferred angles are similar to each other.

1t could be that, while the Q angle developed by Bowie displays certain preferences, it
may not take into account three-dimensional similarity: two motifs, both at 90°, could
have other significant differences, for example the relative location of the contacts
between the two helices. In other words, the single-dimensional index € may not
provide a full picture of how helices pack against each other. More exhaustive studies
focusing exclusively on the helix:helix motifs in our library would be necessary to

provide an in-depth analysis of the discrepancies between this and previous work,



Helix:Hairpin

The helix:hairpin motifs are also of interest, since the packing arrangements between o
and P secondary structure elements had been well-characterized in the 1980s [27, 28].
In the work of Scheraga, et al, they found four classes of energetically favorable
helix:hairpin arrangements, each characterized by the orientation of the axis of the helix
relative to the direction of the B-strands. The most favorable of their four interactions
was an axis of the helix roughly parallel with the direction of the strands. Also low in
energy was the arrangement roughly perpendicular to the strands, as well as a diagonal
packing arrangement. According to their work, each of these was a low-energy
configuration because of the attractive non-covalent side-chain-side-chain interactions

present between the two secondary structure elements.

In our motif library, the most common helix:hairpin motifs were of the parallel variety,
as seen in Figure 6 (01.016020.0002, also 01.016016.0012). Also, the diagonal
arrangement also appears to be quite common (motif 01.008012.0003). As Alan Fersht
noted in his study with barnase [27], the interdigitated (or ‘knobs in grooves’) residue
packing results in a high amount of van der Waals interactions between the a-helix and
the anti-parallel -sheet. Our data suggests that these complementary hydrophobic
interactions seem to be the most significant in securing these o/ intramolecular
contacts, as illustrated by the contact map shown in Figure 7, and summarized also in

Table 2.
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Figure 7. Helix:Hairpin 01.016020.0002 Contact Map
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Helix:Strand

As would be expected, the helix:strand motifs maintain much of the same type of
packing arrangements as the helix:hairpin motifs. The predominant form each of the
motifs takes is an a-helix whose axis is almost parallel to a B-strand, as seen in Figure 8
(motif 02.012004.0152, also 02.016004.0122 and 02.020004.0025). As noted above,
Scheraga, et al, calculated this to be the lowest energy configuration, due to favorable
side-chain-side-chain interactions between the two secondary structure segments [28].
‘We do note the presence of some diagonally oriented motifs (for example,
02.020004.0040), but interestingly these seem to appear with less regularity than in the
helix:hairpin motifs. This may be due to the fact that we considered hairpins
independently of “plain” p-strands — thus, the -segments in the helix:strand bins may
over-represent the parallel B-sheets, simply because the consideration of hairpins as

separate would remove those anti-parallel strands from consideration.

Owing to the somewhat constant nature of the orientations of these helix:strand motifs,
the largest partitioning seems to be occurring at the clustering by residue length stage. It
is interesting to note that while any strand could be considered in contact with a helix by
simply one good hydrogen bond, the bulk of the motifs in our library show the entire
length of the extended strand to run along the helix (see Figure 9). Obviously, there
seems to validate Scheraga, et al, in that these motifs do appear to be common, which

does imply some sort of structural stability.






Figure 9. Helix:Strand 02.012004.0152 Contact Map
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Helix:Loop

If we consider only the highly recurrent motifs in our sample, the helix:loop structures
were typically of very little sequence separation. Most of these highly populated clusters
motifs involved loops that trailed or preceded a-helices, which is striking because only
28% of our starting data had sequence gaps of less than 3 residues. This suggests that
those helix:loop motifs with greater sequence gaps between the two segments are much
more variable than those with no sequence gaps. A typical helix:loop motif of the more
recurrent variety displays one or more hydrogen bond between the loop and the helix,
and the two secondary structure clements have zero residues separating them. Such a
motif is illustrated by Figures 10 and 11 (motif 03.012004.0204). More motifs
maintaining this type of configuration are 03.012004.0054, 03.012004.0057,

03.008004.0140, 03.012004.0225, and 03.016004.0002.

This lack of diversity in the conserved motifs could simply be due to the fact that a loop
is classified as such precisely because it is not a fixed, rigid structure. If it were the case
that a loop had enough contact along the face of an «-helix, the extended segment might
instead have been classified as a $-strand. In other words, the presence of interactions
that fix the segment in place may be a critical factor in fixing the extended 8

configuration instead of the more unordered loop structure.
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Figure 11. Helix:Loop 03.012004.0204 Contact Map
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Hairpin:Hairpin

These motifs were perhaps the most irregular group on our sample set. The top two
most recurrent motifs (11.016016.0022 and 11.012012.0018) formed stacked 3 motifs,
in a structure that could be described as the stacking of two small sheets, one on top of
another. Tt is interesting to note that in both of these structures, the f-hairpins are
parallel to each other; that is, their turns are both pointing in the same direction (see
Figures 12 and 13). Itis also worth noting that this type of orientation allows for
relatively simple packing — the top hairpin must simply be shifted by one residue’s
length to be in register with the bottom hairpin for complementary grooves-in-ridges
side-chain packing. The third most populated cluster, motif 11.012012.00053,
represented a structural motif of the more expected variety. This configuration is a
single long sheet, brought about by the interaction of two hairpins. In this case, the
hairpins are in an anti-paralle] orientation with main-chain hydrogen bonding, and the

sheet has the familiar propeller-twist architecture seen in other large B-sheets.

Altogether, the hairpin-hairpin motifs were decidedly the least common type of
interactions between secondary structure elements. Only 526 out of 21,100 contacts (or
under 3%) of the total intramolecular contacts were of this type. This sort of data might
be useful in scoring novel folds in tertiary structure prediction — the lack of consistency
for this type of motif might imply energetic instability, but it could just as easily

represent an evolutionary happenstance.
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Figure 13. Hairpin:Hairpin 11.016016.0022 Contact Map
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Hairpin:Strand

The most populated clusters in our database for hairpin:strand motifs are filled with anti-
parallel sheet-like structures. In this case, the B-strand is oriented perpendicular with
respect to the B-hairpin, forming nice anti-parallel propeller-twist -sheet motifs
(12.016004.0041, 12.012004.0049, 12.020004.0009, 12.016008.0004, and
12.020008.0011). This is illustrated in Figures 14 and 15 by motif 12.016004.0041. As
summarized on Table 2, these structures have a slightly higher preference for hydrogen
bonding and slightly lower preference for van der Waals interactions than the related
hairpin:hairpin motifs. This may be because of the increased propensity to form anti-
parallel 3-sheets with more main-chain hydrogen bonding, rather than to stack on top of

each other, as noted above for some of the hairpin:hairpin clusters.

Hairpin:Loop

Much like the helix:loop motifs, the hairpin:loop clusters tend to be well-populated by
contiguous segments, that is, segments with zero intervening residues between them. Of
the highly populated clusters, roughly half of them have loops that precede the hairpins
(e.g. motifs 13.020004.0007 and 13.012008.0011); the other half contains loops that
immediately follow hairpins (e.g. motifs 13.016004.0054 and 13.016004.0077). In both
cases, there seems to be a moderate amount of hydrogen bonding and van der Waals
interactions (cf. Table 2). The hairpin:loop motif 13.020004.0007 is shown in Figure 16,

as well as its contact map in Figure 17.
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Figure 15. Hairpin:Strand 12.016004.0041 Contact Map
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Figure 17. Hairpin:Loop 13.020004.0007 Contact Map
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The only structurally consistent arrangement these motifs share is that the loop tends to
attach one strand of the hairpin to the other strand, opposite the side of the hairpin’s turn.
This closure of the f-hairpin may serve to further stabilize the hairpin structure.
Although the interactions seen in this group are not typically electrostatic in nature, this
“anti-unzipping” type of hairpin stabilization would be consistent with previous
electrostatic studies on the 3, region in the IgG-binding domain of protein G [29]. These
intramolecular contacts may be important for certain hairpins that lack stabilizing

interactions at their ends to prevent unzipping.

Strand:Strand

The strand:strand motifs consistently had the highest populated clusters of any other
group. This is probably due to the quite fixed, consistent conformations that 3-sheets
adopt, Only one of the ten most highly populated clusters formed an anti-parallel f3-
sheet (motif 22.004004.0121), the others were all parallel (eg, motits 22.004004.0003,
22,004004.0198, and 22.004004.0181). An example of the parallel sheet is given in
Figure 18, with its contact map in Figure 19. The top ten highly recurrent clusters all
contained contact pairs from the n=1 bin (i.e. the residue lengths were between 4 and 7
for both segments), and each maintained the typical main-chain hydrogen bonding
pattern seen in their respective types of B-sheets. The anti-parallel motifs maintained
straight-on main-chain hydrogen bonds, while the parallel motifs displayed bifurcated

main-chain hydrogen bonds across the strands.






Figure 19. Strand:Strand 22.004004.0003 Contact Map
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The high selectivity for residue length may be due to under-representation of longer
strands in our sample set, or may be an artifact of using RMSD as a structural metric.
As the length of an extended structure grows, a “lever-arm effect” can take place, where
local deviations far from the ends make it difficult to globally superimpose the two
structures well. This gives rise to higher RMSD scores, and may in part explain the

preference for short strands in this group.

Strand:Loop

The following last two groups were very diverse; in evaluating the highly conserved
motifs, we realized that there is much diversity in the strand:loop clusters. Very few
trends stick out, except to say that, on average, more of the interactions were from

hydrogen bonding instead of van der Waals packing.

Loop:Loop

Likewise, the loop:loop clusters were very diverse, with little consensus in their
configurations. These clusters also tended to be constrained mainly by hydrogen bonds
more than van der Waals interactions. The lack of a clear trend in either of these last
motifs may be indicative of the sheer number of proteins we are sampling. Evolution
may not tend to conserve loop regions in particular; on the contrary, it is commonly
thought that loop regions rather than scaffold regions tend to confer specificity to a given

protein.
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DISCUSSION

The results from our clustering suggest that there is some level of redundancy for tertiary
contact motifs. And this should probably be expected: since the evolution of protein
structure will tend to maintain stability of a given fold, it is not at all surprising that
certain motifs would thus appear regularly. As we have defined them, these tertiary
contact motifs are contacts between residues distant in sequence space but are
nevertheless near in three-dimensional space — thus they tend to be the points that confer
topology to a protein structure. Divergent evolution, it is assumed, would tend to
conserve the types of interactions at these contact points, so that the topology would not
change significantly as the protein evolves. Therefore, these points along the protein

backbone must play a critical role in securing the protein’s structure.

Now that the packing of residues at these conserved points can be systematically
analyzed, this will undoubtedly help to predict how specific mutations might alter the
physical stability of a protein. Furthermore, the problem of predicting idealized packing
arrangements can now be probed from an informatics perspective with our fragment
library, since our motif library contains a great deal of information about how specific
residues pack in three-dimensional space against other residues further down in

sequence.
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In addition, the methods developed in this study will also be used in study of protein
interaction sites. The connectivity of secondary structure that presents an
oligomerization domain can be catalogued, and this connectivity can be probed in other
proteins to scan for potential interactions. Since proteins are thought to have co-evolved
[30], divergent evolution can be assumed; this would be expected to ease the prediction
of interactions for a given protein system. This type of approach could also obviate
many of the problems associated with induced-fit interactions by analyzing the protein

structure only at these conserved, non-covalent hinge contact sites.
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