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Abstract 

Whenever integrated circuits are manufactured, a certain percentage of those circuits wiH be 

defective. Defective circuits present problems for both the manufacturers who wish to maintain a 

good reputation with their customers and the consumers who depend upon the correct operation 

of the products they buy. Thus, testing must be done to detect which parts are defective so that 

they are not sold to unwitting consumers. Most current testing methods involve generating test 

patterns that will detect single stuck-at faults. Unfortunately, however, the single stuck-at fault 

model cannot adequately describe all of the potential defects that may occur. The requirements 

for exciting a fault vary depending upon the specific model (stuck-at, bridge, etc. ) being used, but 

the observation of the fault always requires that the erroneous logic value be propagated to a 

primary output. The proposed new method of automatic test pattern generation involves 

deterministically observing all of the sites in the circuit as many times as possible while randomly 

exciting the defects which may occur. This research demonstrates the importance of site 

observation on the detection of defects and shows some of the inefficiencies and shortcomings of 
the current stuck-at fault ATPG. 



Introduction 

The Need for Testing and ATPG 

In any large scale manufacturing process, a certain percentage of the final products will be 

defective and not meet the predefined specifications. For example, a company which makes 

compact disks may find that some of their CDs won't play because they are scratched. A 

corporation which makes clothes may find that some of the seams were not sewn correctly or that 

the material used for their shirts was stained. Regardless of the type of product being sold and 

what kinds of defects may occur during production, it is in the company's best interest to find 

which items do not measure up to standards so that they are not sold to unwitting consumers. 

Any company which does not filter out the faulty products will find their repeat business shrinking 

as customers choose to buy from a corporation that is more reliable. Thus, defect detection is a 

critical step in any manufacturing process. 

The manufacture of complex integrated logic circuits is no exception. Many types of 

defects may occur when producing integrated circuits. Some defects are global in nature and are 

incredibly easy to spot [KAPU92]. For example, a large scratch may cut across the entire silicon 

wafer. In that case, it is obvious that the chips made of scratched silicon should not be sold to the 

company's customers. Unfortunately, however, many defects affect only a small physical area and 

cannot be discovered by a quick visual inspection. These defects are called point defects 

[KAPU92], and they are often caused by contamination during fabrication [OSBU88]. For 

example, a small piece of conducting material may erroneously connect two points which should 

not be connected. Part of the circuit could be permanently shorted to ground, or two points 

which should be connected might not be, Because these and many other potential problems are 



unlikely to be found visually, other methods must be used to separate the "good" chips from the 

defective or "bad" ones. 

One difficulty involved in testing integrated logic circuits for defects arises from the fact 

that the tester does not have access to all of the interior points within the circuit. The tester only 

has access to the primary inputs and the primary outputs. Thus, one way of discovering which 

circuits are defective involves applying the same logic values to the primary inputs of a circuit 

which is known to be good (meets the design specifications) and the circuit being tested. If the 

primary outputs match, nothing can be concluded except that for this particular set of primary 

inputs the two circuits give the same "answer. " There is always a possibility that the circuit being 

tested could still show itself to be defective if a different set of primary inputs is applied, 

However, if the primary outputs of the circuits show different values, the circuit being tested is 

known to be defective 

and can be thrown 

Known "good" circuit 

away. These two 

situations are 

Circuit which passes test. 
May or may not be 
defective. 

Circuit which fails test. 
Is known to be 
defective. 

1 

demonstrated in Figure 

I. The primary inputs 

are located on the left 

of each circuit, and the 

primary outputs are 

located on the right. 

Figure 1 



Because circuits which pass the test for a given set of primary inputs may still be defective 

for a different set of input logic values, one of the most obvious ways of ensuring that no 

defective parts are sold is to test each circuit for every possible input combination. Unfortunately, 

this is not practical for most real-life circuits because the number of possible input combinations is 

too big. Since each primary input must have one of two possible values (0 or 1) the number of 

possible input combinations is equal to 2' where n is the number of primary inputs [Kapur92]. 

Thus, for a circuit with only 30 primary inputs, the number of possible input combinations is 

approximately one billion. Testing each circuit a billion times is too time-consuming and too 

expensive to be reasonable in an industrial setting, so methods must be devised to determine 

which input combinations are most likely to detect defective circuits. 

Currently, the input combinations (also called test vectors) used to test logic circuits are 

chosen through algorithms which perform automatic test pattern generation, or ATPG. Certain 

types of defects are modeled as faults, and the ATPG algorithm searches for test vectors which 

will detect those faults [WANG95] by creating a difference at the primary outputs between the 

good and the bad circuits. Current methods of ATPG chose the appropriate test vectors using 

deterministic excitation of the chosen faults and deterministic observation of the points where 

those faults may occur. Most ATPG algorithms try to detect single stuck-at faults. The stuck-at 

fault model was originally published by R. D. Eldred in 1959 [ELDR59]. 

Detection of Single Stuck-at f&aults through Deterministic Observation and Excitation 

Single stuck-at faults are models in which a point in the circuit is permanently "stuck" at 

either a logic one or a logic zero regardless of the value determined by the rest of the circuit's 

logic. In a real circuit, a point in the circuit could be "stuck-at zero" (s-a-0) if the point was 



erroneously shorted to ground. A point might be "stuck-at-one" (s-a-I) if the point was 

permanently shorted to the power supply, Vcc. Thus, stuck-at faults are models of defects which 

might actually occur in real circuits. Current methods of ATPG use deterministic excitation and 

deterministic observation to find test vectors which will detect stuck-at faults. 

Deterministic excitation involves ensuring that there is a difference at the point where the 

defect occurs between the good circuit and the bad circuit. Thus, the primary inputs must be 

chosen so that a logic one should be present at a point s-a-0 and a logic zero should be present at 

a point s-a-1. For an example of deterministic excitation, see Figure 2. If a test is to be devised 

which will detect point P s-a-0, the output of AND gate ¹1 should be a logic one in the good 

circuit. In order for this to occur, primary input A must be equal to one and primary input B must 

be equal to one. 

A 
Point P s-a-0 Truth Table for AND Gate 

AND ¹1 

OR 

In1 In 2 
0 0 
0 1 

1 0 
1 1 

Out 

D 
AND ¹2 

To excite P s-a-0, choose A=1 and 
B=1. 

Figure 2 

Deterministic observation chooses the values of primary inputs which will propagate the 

value of the point in question to a primary output. This propagation to a primary output is 

necessary because the tester has no access to the interior points of the circuit. Thus, deterministic 

observation ensures that any difference between the good and bad circuits which occurs at the 



actual location of the fault can be observed by the tester at the primary outputs. For an example 

of deterministic observation, see Figure 3. In order to observe the value of point P at the primary 

output X, point P must determine the output of the OR gate. In order for this event to occur, the 

other input to the OR gate must be a zero. Obviously, this means that the output of AND gate ¹2 
must be a zero. Thus, either C must equal zero or D must equal zero to deterministicaBy observe 

the fault P s-a-O. 

A 

6 

C 
D 

AND ¹1 

AND 4Q 

Point P s-a-0 

X 
OR 

In1 In 2 
0 0 
0 1 

1 0 
1 1 

Out 

Truth Table for OR gate 

To propagate point P to the primary output 
X choose C=O or D=O 

Figure 3 

Thus, in order to detect point P s-a-0 in the circuit in Figure 3 any of the following test 

vectors witt suffice: 

A B C D 

1 1 0 0 
1 1 0 1 

1 1 1 0 

Deterministic Observation and Excitation of Bridge Faults 

Unfortunately, all defects cannot be modeled as single stuck-at faults. One example of this 

situation is a bridge defect. A bridge defect occurs when two points in the circuit are erroneously 

connected. Depending upon the type of connection, it is possible that either an AND bridge or an 

OR bridge may be formed. If an AND bridge is formed, both connected points are forced to the 



lowest value dictated by the circuit's logic at either point. For example, if there is an AND bridge 

between point P and point Q, and the circuit's logic dictates that point P should be at a logic zero 

while point Q should be at a logic one, both P and Q will be at logic zero in the defective circuit. 

If an OR bridge is formed, both points are forced to the highest value dictated by the circuit's 

logic at either point. For example, if an OR bridge exists between point P and point Q, and the 

circuit's logic dictates that point P should be at a logic zero while point Q should be at a logic 

one, both P and Q will be at logic one in the defective circuit. 

In order to deterministically excite a bridge fault, the primary inputs must be chosen so 

that the two points connected by the bridge are at different logic levels. Since the bridge will force 

both points to the same logic level, a difference will then exist between the good and bad circuit. 

For an example of a circuit containing a bridge fault, see Figure 4. 

A 

B 
C AND 

P 

OR 

OR bridge 

D 
E AND 

OR 

Figure 4 

Assume that we want to find a test which will excite the fault which occurs when an OR 

bridge connects point P to point Q. This test will need to set point P to logic one and point Q to 

logic zero or set point P to logic zero and point Q to logic one. The circuit's logic will set point P 

to a logic one if both B=l and C=1. Then, in order to set point Q equal to zero, either D or E 



must equal zero. On the other hand, the circuit's logic will set point P to zero if B=O or C=O, and 

point Q should be set to one when D I and E=l. Thus, the chart below shows the values of the 

primary inputs which wiB excite an OR bridge between point P and point Q, 

8 C F 

Note: The X's signify "don't care" values where either a one or a zero will be acceptable. 

Once the bridge fault has been excited, deterministic observation requires that the point at 

the incorrect logic value must be observed at the primary output. Therefore, if the circuit's logic 

dictated that point P should be equal to zero while point Q should be equal to one, point P must 

be observed since the OR bridge will force both P and Q to logic one, and P will be in error in the 

defective circuit. In order for this to occur, point P must determine the output of the OR gate 

connected to primary output X. Primary input A must be set equal to zero. However, if the fault 

was excited by setting point P equal to one and point Q equal to zero, point Q must be observed 

at a primary output to detect the error. In this case, point Q must determine the output of the OR 

gate connected to primary output Y, and primary input F must be set equal to zero. 

The input vectors which will deterministically excite and observe an OR bridge connecting 

point P with point Q are listed in the table on the next page. 



The Problem with Current Single Stuck-at Fault ATPG 

Unfortunately, no single fault model will encompass all types of defects [WANG95), and it 

is impossible to know what types of defects are present in a circuit before they are found. Yet, 

currently most ATPG algorithms search for tests which will detect single stuck-at faults. Once a 

test is found for a stuck-at fault, other tests which would also detect that fault are no longer 

considered. There is a possibility that a test vector for a modeled stuck-at fault will fortuitously 

detect a non-modeled defect in the actual circuit, but there is no guarantee, and the quality of the 

test set depends upon how many non-targeted defects can actually be detected [BUTL90] 

[BUTL91a] [BUTL91b]. Unfortunately, it is almost certain that some of the discarded tests are 

the only tests which will detect some non-targeted defects, and this fact limits the effectiveness of 

the test set. However, regardless of the type of defect involved, the point where the defect occurs 

must be observed at the primary output for detection to take place. This fact can be seen by 

examining the conditions for deterministic observation of stuck-at faults and bridge faults noted 

earlier. In each case, the value of the point in the circuit which had been forced to an incorrect 

logic value had to be propagated to a primary output. Yet, the conditions necessary for excitation 

were considerably more varied depending upon the type of fault being targeted. 

When single stuck-at fault ATPG is used, each point in the circuit is observed at least 

twice, once for the point stuck-at one and once for the point stuck-at zero. This research has 
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shown that (1) observation of points in the circuit is crucial to the detection of non-targeted 

defects, and the number of defects escaping detection decreases dramatically as the number of 

observations increases, (2) current algorithms which detect single-stuck at faults leave 

considerable room for improvement in the average probability of observation of points in the 

circuit, and (3) an algorithm which takes into account the depth of points from the primary 

outputs and the probability of observation of those points will be able to more efficiently allocate 

resources and increase the number of observations of points far from the primary outputs. As a 

result, a better algorithm for ATPG would involve deterministic observation of as many sites as 

many times as possible with the probabilistic excitation of the defects which may occur. 

Methods 

The data analyzed in this research was collected using a fault simulator program written by 

Mike Grimaila. The program reads the circuit topography from a file and the test input vectors 

from another file. The primary outputs of the circuit are calculated for a good circuit and then 

for circuits containing faults. If the primary outputs of the faulty circuit and good circuit do not 

match, that fault is said to be detected. Because the program checks for the detection of each 

point in the circuit being s-a-0 and s-a-l, whether or not each point in the circuit has been 

observed for a specific input vector can also be determined. Excitation of either a s-a-0 fault or a 

s-a-1 fault is assured because each point in the circuit must be at either a logic zero or a logic one. 

Thus, if either a s-a-0 or a s-a-1 fault is detected, that point in the circuit must have been 

observed, and if neither stuck-at fault was detected, the point was not observed for that input 

vector. Therefore, information about the observation of circuit nets is also listed. 



The circuits used in this analysis are benchmark circuits known as C432 and C499 

published by F. Brglez and H. Fujiwara [BRGL85]. These circuits have 432 and 499 sites 

respectively where a defect could possibly occur. C432 contains 36 inputs, 7 outputs, 40 

inverters, and many other gates including 4 AND gates, 79 NAND gates, 19 NOR gates, and 18 

XOR gates. C499 is a slightly larger circuit. It contains 41 inputs, 32 outputs, 40 inverters, and 

56 AND gates, 2 OR gates, and 104 XOR gates. 

The test vectors for the vector file where generated either randomly or through an ATPG 

program called Atalanta which attempts to find vectors which will detect both the s-a-0 and s-a- I 

fault at each point in the circuit. Data analysis and graphing were done using programs written in 

C, Excel spreadsheets, and gnuplot. 

Results and Data Analysis 

Average Observation Probability over All Sites 

The proposed new method of ATPG involving deterministic observation with probabilistic 

excitation requires that each point in the circuit be observed as many times as possible. As a 

result, one of the first tasks was to find the average observation probability over all points in the 

circuit. One thousand simulations of circuit C432 were done with three different kinds of input 

vectors. The generation of input vectors varied so that random vectors and vectors generated by 

ATPG both with and without fault dropping were used. (When fault dropping occurs, the ATPG 

algorithm does not look for input vectors to detect faults found by previous tests[WANG96]. As 

a result, the number of vectors generated is less. However, the ATPG algorithm was run again 

with a different seed value to generate the same number of vectors as those with fault dropping so 
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that the comparison would be valid. ) The average observation probability over all points in the 

circuit was recorded after each simulation and used to create Graphs Al-A3 in the appendix. 

It can be seen from these graphs that the curves are roughly bell-shaped and approach 

normal distributions. The distribution is also narrow in that there is not a great deal of variation 

between the largest and smallest observation probabilities. The probability of observation over all 

sites is approximately equal to 21% when random vectors are used, 24% when the input vectors 

are generated by ATPG without fault dropping, and 25% when the input vectors are generated by 

ATPG with fault dropping. Thus, there is a slight increase in observability over all sites when a 

set of ATPG generated vectors is used instead of randomly generated vectors. This increase is 

probably a result of the fact that the ATPG algorithm is actively trying to observe points in the 

circuit, and if 100% fault coverage is attained, each point in the circuit is guaranteed to be 

observed at least twice. In addition, the very slight increase in probability of observation which 

occurs when fault dropping is used (as opposed when no fault dropping is used) is probably a 

result of the fact that the same number of input vectors were used in both simulations. Thus, 

points in the circuit which were dilficult to observe were targeted more often when the vectors 

were generated with fault dropping. It is also interesting to note that the average observation 

probability over all circuit sites is not very large, and there is room for improvement of 

observation probability if an algorithm was developed to increase that probability. In contrast, if 

the average observation probability had already been 85% or 90%, the potential gains from 

changing the ATPG algorithm would have been smalL 
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Observation Probability by Level 

The data discussed in the previous section involved the average probability of observation 

over all sites in the circuit. This average probability is important, but it can also be misleading. 

Some sites are observed much more often than others. For example, the primary outputs are 

always observed simply because they are primary outputs, and the tester has direct access to 

them. In contrast, a point in the interior of the circuit is nearly always less likely to be observed 

because the signal in question must propagate through several gates in order to reach the primary 

output. Because of this fact, the average probability of observation for circuit sites as a function 

of circuit depth was also investigated. 

There is more than one way to assign a level to sites within a circuit. One involves 

counting the number of gates from the primary inputs to the point in question. This method is 

referred to as forward leveling. An alternative method involves counting the number of gates 

from the primary outputs to the point in question. This count will give the back level of the point 

in question. Average probabilities of observation for C432 and C499 were plotted versus both 

the forward and back level. The simulations for C432 were done with random vectors, with fault 

dropping, and without fault dropping. The simulation for C499 was done without fault dropping. 

Each probability graphed is the average of the observation probabilities for circuit sites at a 

particular level averaged over 1000 simulations. These graphs can be found in the appendix as A4 

through Al l. 

Graphs A4 through A7 show the probability of observation versus forward level. The 

forward level was taken as the maximum number of gates from the primary inputs to the point in 

question. A number of conclusions can be drawn from the graphs for C432 (A4-A6). First, the 

use of random vectors as opposed to vectors generated by ATPG has little influence on the 
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observation probabilities. Only levels one through five show any discernible improvement by 

running the ATPG algorithm, and that improvement is not incredibly large. In the best case, the 

observation probability appears to double, and in most cases, any increase is considerably less, 

Thus, once again, using a current ATPG algorithm which searches for tests that detect single 

stuck-at faults does not dramatically increase the probability of observation above that reached by 

random vectors 

Another conclusion which can be drawn from these graphs is that no particular pattern 

emerges which would readily show where in the circuit the least observable points are located, 

C432 has very low observation probabilities followed by very high observation probabilities and 

C499 has fairly constant observation probabilities except in levels nine through thirteen where it 

decreases dramatically. One reason for this phenomenon is that this method of assigning level 

does not ensure that the primary outputs (which have an observation probability of one) are at the 

final level. Instead, they are allowed to skew the previous level averages with their high 

observation probability. Thus, this version of forward leveling is not an ideal method to draw any 

conclusions on probability of observation vs. circuit depth. 

An alternative method is back leveling. The back level is defined as the minimum number 

of gates from the point in question to the primary output. The minimum number of gates is taken 

because this is the path through which the value of the point in question is most likely to 

propagate and reach a primary output. Therefore, this is the path most likely to determine the 

observation probability. 

As can be seen from the graphs for C432 (Ag-AID), this method yields much cleaner 

results than forward leveling. First, the number of levels has decreased. Second, a definite 

pattern has emerged — the probability of observation decreases in a roughly exponential fashion 
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until the primary inputs are reached where the probability of observation increases, This trend 

makes perfect sense. All of the primary outputs are placed at level one and have a probability of 

observation of one. As the circuit depth increases (the point is farther from the primary output) 

the probability of observation decreases until points near the primary inputs are reached. The 

probability of observation increases near the primary inputs because there are more fan-out gates 

in that part of the circuit. These fan-out gates allow more path choices for the propagation of the 

value of the point in question and thus increase the probability of observation. It should also be 

noted that, once again, the use of an ATPG algorithm makes little difference in the probability of 

observation in comparison to the random vectors case. 

This method of back leveling was also used to analyze the observation probabilities from 

C499 simulations without fault dropping. This graph is not as clean as the one for C432 because 

the probability of observation does not follow the same almost constant decrease as the back level 

increases. This phenomenon is a result of circuit topology. For example, all of the gates at level 

4 have an unexpectedly high probabiTity of observation because their outputs are connected to fan 

gates. Thus, the same phenomenon which occurs near the primary inputs of most circuits also 

occurs at level 4, leading to a jump in the probability of observation. 

The average probability that a logic value was a one (ones density) was also plotted for 

each back level. These graphs can be found as A12 through A15 in the appendix. The graphs 

from C432 simulations with random vectors and with vectors generated by ATPG are A12 

through A14. These graphs show that although there is some variation with respect to level, the 

ones density does not appear to show a true trend with respect to depth from the primary outputs. 

The average ones density is also greater than 50% for the most part, and this situation is probably 

a result of the large number of NAND gates present in C432. Two-input NAND gates have an 
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output of one approximately 75% of the time if the input vectors are random, and the high 

prevalence of NAND gates in C432 could therefore be expected to skew the logic values in favor 

of a one. 

Ones density was also plotted for the C499 simulation without fault dropping (See A15). 

Although there appears to be slightly more variation in the average ones density compared to the 

results for C432, once again there doesn't appear to be a clear trend with respect to level. (Note 

that the scale is different for the C499 graph, and this accentuates the appearance of the variation. 

In reality, the variation is not significantly different from the C432 case. ) However, unlike the 

C432 case, the average ones density is less than 50%. This phenomenon is a result of the types of 

gates present in the circuit. C499 contains more AND gates than C432, and several of these 

AND gates have 4 or 5 inputs. These several-input AND gates are especially likely to have an 

output of zero, and both these zeros and their propagation through the circuit serve to decrease 

the average ones density. 

An important conclusion can be drawn from all of the graphs plotted as a function of 

circuit depth from the primary outputs: the probability of observation varies significantly with 

back level and tends to decrease as depth from the primary outputs increases. However, ones 

density does not vary as greatly with respect to circuit depth and does not follow a general 

pattern. Since ones density is related to the excitation of faults, excitation is not highly dependent 

on circuit depth. On the other hand, observation is very dependent upon circuit depth. Current 

methods of ATPG divide resources fairly evenly across circuit sites. Thus, the same amount of 

importance is attached to finding patterns which will observe a primary output and detect a stuck- 

at fault there as is attached to finding patterns which will observe points deep within the circuit 

where observation is much less likely to occur. This uniform targeting of circuit sites is a waste of 
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resources. Since points near the primary outputs are likely to be observed anyway, a better 

distribution of resources would involve targeting those sites in the interior of the circuit for which 

the probability of observation is much less. One way to determine which sites should be targeted 

more often would be to choose those sites on the basis of back level. For example, in C432 levels 

seven and eight have very low probabilities of observation, and more time and computing 

resources could be devoted to observing these points. Thus, an algorithm which generates tests 

for deterministic observation with probabilistic excitation should concentrate on finding those 

tests which allow the observation of the least observable points in the circuit (levels 7 and 8 for 

C432). 

The Effect of Observation on Defect Level 

Although the previous two sections have demonstrated that current methods of ATPG do 

not significantly increase the probability of observation over all points in the circuit and do not 

concentrate resources where they are needed the most, these two conclusions would be 

unimportant if observation was not an essential part of detecting defects. The true test of any 

ATPG algorithm is how many defective parts will be erroneously labeled as "good" after all the 

input vectors generated have been tried [BUTL9 I b]. Thus, a better set of test vectors will allow 

fewer defective parts to escape the testing process. This figure of merit which shows the false 

i pass ratio is known as the defect level. 

For the calculations of defect level, the defects were 

:::. assumed to be disjoint. As the testing process progresses, each 

' i/; 
'f!l„'; part is either good, known to be defective, or an undetected 

~&/i': defective part. These situations can be seen in Figure 5. 

Y+D+U =1. 0 

Figure 5 
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The block represents all of the parts which have been produced in a manufacturing 

process. After the process has been completed, some portion of the parts will meet specifications 

and not be defective. This fraction of the parts which is not defective is called the yield. The rest 

of the parts are defective. As testing progresses, some of the defective parts are detected while 

the rest remain undetected. The parts which are known to be defective are thrown out, and the 

problem arises from the undetected defective parts — the parts which erroneously passed the test. 

The defect level is defined as 

DL= I'+ U 

where Y+D+U= LO. Thus, the defect level is defined as the fraction of the parts which remain 

after testing that are still defective. 

Because defect level is the most important parameter for evaluating the effectiveness of 

testing processes, analysis was done regarding how the defect level for C432 decreases as more 

tests are run and more points are observed. For these simulations, bridges were htserted into 

C432 as surrogates and tests devised to detect single-stuck at faults were run. The bridges were 

the model for non-targeted defects in a circuit, and the detection of the bridges was used as an 

indication of how the defect level would decrease in an actual testing process. 

For the calculations of defect level, a yield of 0. 9 was assumed, and the number of bridges 

which had been detected versus the total number of bridges which had been inserted into the 

circuit was counted. Graph A16 in the appendix shows how the defect level decreases after each 

test vector is run. The pass number increases by one with each test vector. The value for DL 

plotted is the average value over several simulations, and the error bars show plus or minus two 
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standard deviations above and below that average. As should be expected, the defect level is 

equal to 0. 1 when no tests have been run (pass number=0) because no defects have yet been 

detected. As the pass number increases, the defect level decreases. However, the rate of 

decrease also decreases as the number of vectors run increases suggesting that, at some point, 

very little improvement returned for the effort. This decrease in the rate is a result of the fact that 

the remaining surrogates are more dificult to find. 

The defect level was also plotted versus the total number of observations over aU circuit 

sites for the C432 simulations. This plot can be found as A17 in the appendix. The graph clearly 

shows that the defect level is a function of the number of observations and strongly suggests that 

increasing the number of observations of points in the circuit will dramatically decrease the defect 

level. Thus, it clearly supports the proposal of deterministic observation with probabilistic 

excitation. 

Conclusion 

The new proposed method of ATPG shows great promise because of the high correlation 

between observation of points in the circuit and defect detection. Current ATPG algorithms did 

not significantly improve the observation of sites when compared to vectors generated randomly. 

This result indicates that there is considerable room for improvement in the observation of circuit 

sites which may be exploited by an ATPG algorithm designed to observe as many points in the 

circuit as many times as possible. 

Current ATPG algorithms also poorly allocate resources. Equivalent importance is 

attached to finding tests which will deterministicaUy excite and observe stuck-at faults near the 

primary outputs and tests which will detect those faults deep within the circuit. The circuit sites 
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near the primary outputs are generally much more likely to be observed, and there are often more 

tests available which will detect those faults. A better allocation of resources would involve 

spending more effort trying to deterministically observe the points in the interior of the circuit 

which do not have a high probability of observation. The points near the primary output will 

often be observed simultaneously, and the overall probability of observation should increase. 

One way of determining which circuit sites should be targeted for deterministic 

observation more often would be to assign priorities on the basis of circuit depth from the primary 

outputs. An alternative would be to do fault simulation and actually target the least observed sites 

specifically. The advantage of the level method is that a running tally of observations from circuit 

simulation would not have to be made. The disadvantage is that circuit topology (the kinds of 

gates, number of inputs to those gates, and presence of fan-outs) could mean that sites with a high 

probability of observation may be located at a level whose sites are assumed to be rarely 

observed, and sites with a low probability of observation may be found at a level with a generally 

high observation probability. Thus, resources could once again be misallocated. 

Finally, this research has shown that the defect level is highly linked to the total 

observations of sites in the circuit. This indicates that increasing the number of observations will 

decrease defect level and allow fewer defective parts to reach consumers. Thus, deterministically 

observing as many sites in the circuit as many times as possible should decrease the defect level. 

Since defect level is the ultimate indicator of the success of the testing process, deterministic 

observation with random excitation should be an improvement over current methods of single 

stuck-at fault ATPG. 

Future research will require devising tests specifically for deterministic observation with 

random excitation. These vectors can then be used to see at what point the random excitation of 
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defects is no longer sufficient to obtain a significant decrease in defect level. For example, it may 

be necessary to ensure that the ones density which results from the chosen test vectors is between 

a maximum and minimum level in order to ensure better excitation of defects. However, the 

research already completed has shown that the new proposed method of ATPG holds great 

potential. 
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Average Observation Probability by Forward Level for C432 Simulation with Randomized 
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