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ABSTRACT

Geometric Sufficient Conditions for

Compactness of the ∂-Neumann Operator. (August 2006)

Samangi Munasinghe, B.A., Mansfield University;

M.S., Lehigh University

Chair of Advisory Committee: Dr. Emil J. Straube

For smooth bounded pseudoconvex domains in Cn, we provide geometric con-

ditions on (the points of infinite type in) the boundary which imply compactness of

the ∂-Neumann operator. This is an extension of a theorem of Straube for smooth

bounded pseudoconvex domains in C2.
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CHAPTER I

INTRODUCTION

The existence and regularity properties of the solution to the ∂-equation, ∂u = α,

are important problems in several complex variables. On a bounded pseudoconvex

domain Ω in Cn, the existence of the solution was first given by Hörmander in ([13]).

The inverse N of the complex laplacian � = ∂∂
∗
+ ∂

∗
∂ is the ∂-Neumann operator.

The operator N can be used to give the solution to the ∂-equation that is orthogonal

to the space of holomorphic functions (or in general to the space of ∂-closed forms).

This solution is given by ∂
∗
Nα, and since it is the one orthogonal to the kernel of ∂,

it is the solution with the minimal norm.

Here we are interested in the compactness of the ∂-Neumann operator. Con-

sequences of compactness of N include global regularity of N ([14]) and Fredholm

theory of Toeplitz operators ([12], [22]).

A well known sufficient condition for compactness of N introduced by McNeal

is condition (P̃ ) ([16]). Condition (P̃ ) is a generalization of the sufficient condition

property (P ) of Catlin ([3]). A domain satisfies property (P ) if there exist sufficiently

smooth functions with uniform bound and arbitrarily large Hessians. Condition (P̃ )

replaces the uniform bound, with functions whose gradients are uniformly bounded

in the metric induced by the Hessians of the functions.

Examples of domains satisfying condition (P̃ ) are strictly pseudoconvex domains,

or more generally domains of finite type ([3]). Condition (P̃ ), however, is more general

than finite type. Domains with finitely many infinite type points, or more generally

domains with infinite type points having 2-dimensional Hausdorff measure zero, also

satisfy property (P ) ([1]).

This thesis follows the style of Transactions of the American Mathematical Society.
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The equivalence of condition (P̃ ) and compactness of N is known only on some

special classes of domains. This equivalence on smooth bounded pseudoconvex Har-

togs domains in C2 was recently proved by Christ and Fu ([6]). On domains that are

locally convexifiable, compactness of the ∂-Neumann problem, condition (P̃ ), and

absence of analytic discs in the boundary are all equivalent ([10]). If the boundary

contains discs, then the condition (P̃ ) fails ([16]). However, the absence of discs from

the boundary is not enough to imply condition (P̃ ) or compactness of N ([20]). In C2,

compactness excludes discs from the boundary ([11]). For domains in higher dimen-

sions, however, it is not known whether discs in the boundary obstruct compactness

in general. However, if the Levi form has at most one degenerate eigenvalue, discs in

the boundary obstruct compactness even in higher dimensions ([18]).

Until recently, all known compactness results were proved via verifying prop-

erty (P )/ condition (P̃ ). Given that it is not understood how much stronger than

compactness property (P )/ condition (P̃ ) are, it is of interest to have an approach

to compactness that does not rely on verifying property (P ) or condition (P̃ ). This

dissertation is a contribution to that circle of ideas.

For domains in C2, Straube gave new geometric conditions that are sufficient

for compactness, moreover, the compactness proof does not proceed via verifying

condition (P̃ ). In fact, whether these geometric conditions are sufficient for condition

(P̃ ) to be satisfied is not yet known. Our result here is an extension of Straube’s

theorem to higher dimensions. The theorem in C2 is the following ([21]).

Theorem 1. Let Ω be a C∞-smooth bounded pseudoconvex domain in C2. Denote by

K the set of boundary points of infinite type. Assume that there exist constants C1,

C2 > 0, C3 with 1 ≤ C3 < 3/2, and a sequence ǫj > 0∞j=1 with lim
j→∞

ǫj = 0 so that the

following holds. For every j ∈ N and p ∈ K there is a (real) complex tangential vector
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field Zp,j of unit length defined in some neighborhood of p in bΩ with max|divZp,j| ≤ C1

such that F ǫj

Zp,j

(

B(p, C2(ǫj)
C3) ∩ K

)

⊆ bΩ \ K. Then the ∂̄-Neumann operator on Ω

is compact.

Here F ǫj

Zp,j

(

B(p, C2(ǫj)
C3) ∩ K

)

is the flow of the vector field Zp,j at time t, which we

assume exist for all initial points in
(

B(p, C2(ǫj)
C3) ∩ K

)

.

The idea of the proof of the theorem above is the following. To estimate the L2

norm of u near a point of infinite type, one expresses u there in terms of u in a patch

which meets the boundary in a relatively compact subset of the set of finite type

points, plus the integral of the derivative of u in the direction ZP,j. While the first

term is estimated using subelliptic estimates, the second is estimated by the length of

the curve ǫj times the L2-norm of ZP,ju. In C2, this L2 norm can be estimated by the

L2-norm of ∂u and ∂
∗
u, because ZP,j is complex tangential, and domains in C2 satisfy

so-called maximal estimates. Finally, the overlap and divergence issues coming from

the integral of ZP,ju are taken care of by the uniformity built into the assumption in

the theorem.

Straube’s theorem fails in Cn for n ≥ 3 when transcribed verbatim (see [21]).

For the extension of this theorem to Cn for n ≥ 3, we need more control over the

vector fields given above. In the higher dimensional case, we impose control over the

vector fields in the theorem by requiring the vector fields to be in complex tangential

direction satisfying additional conditions. We denote by Hρ(X(ξ), X(ξ)) the Levi

form of ρ(ξ) applied to the vector X(ξ).

Theorem 2. Let Ω be a C∞-smooth bounded pseudoconvex domain in Cn. Denote

by K the set of boundary points of infinite type. For all points ξ in a neighborhood

of K in bΩ, denote by λ0(ξ) the smallest eigenvalue of the Levi form at ξ. Assume

that there exist smooth complex tangential unit vector fields X1, . . .Xm, defined on
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bΩ near K so that Hρ(Xi(ξ), Xi(ξ)) ≤ Cλ0(ξ), for some constant C, a sequence

{ǫj}∞j=1 with lim
j→∞

ǫj = 0, and constants C1, C2 > 0, C3 with 1 ≤ C3 < n+1
n

so

that the following holds. For every j ∈ N and p ∈ K there is a vector field Zp,j ∈

span
R
(ReX1, ImX1, . . . ,ReXm, ImXm) of unit length, defined in some neighborhood of

p in bΩ with max
p,j

|divZp,j| ≤ C1, such that F ǫj

Zp

(

B(p, C2(ǫj)
C3) ∩ K

)

⊆ bΩ \ K. Then

the ∂̄-Neumann operator on Ω is compact.

The proof of the above theorem differs from Straube’s theorem in estimating

‖Zpu‖2. The techniques used to obtain the necessary estimates are from a paper of

Derridj ([8]), where he obtains the equivalence of “maximal estimates” (see Definition

27) with the condition that all the eigenvalues of the Levi form be comparable.

We use these methods on the vector fields Zp,j. The terms which involve ‖Z̄p,ju‖2

can be easily estimated using the Kohn-Morrey formula. Using integration by parts,

estimates on ‖Z̄p,ju‖2, and finally the hypothesis on the vector fields, we can show

estimates similar to maximal estimates hold for ‖Zp,ju‖2.
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CHAPTER II

BASICS OF ∂-NEUMANN PROBLEM

Let Ω ∈ Cn, n ≥ 2 be a smooth bounded domain. A smooth (p, q) form on Ω can be

expressed as

f =
∑

I,J

′
fI,J dzI ∧ dz̄J ,

where I = (i1, . . . , ip) and J = (j1, . . . , jq) are multiindices,
∑′

I,J

means summation

over strictly increasing multiindices, dzI = dzi1 ∧ . . .∧ dzip and dz̄I = dz̄i1 ∧ . . .∧ dz̄iq ,

and fI,J ∈ C∞ (Ω). Functions fI,J are defined for arbitrary I and J so that they are

antisymmetric.

Denote the space of all smooth (p, q) forms on Ω by C∞
(p,q)(Ω). For f ∈ C∞

(p,q)(Ω),

define

∂qf =
∑

I,J

n
∑

k=1

∂fI,J

∂z̄k
dz̄k ∧ dzI ∧ dz̄J .

Let L2
(p,q)(Ω) be the (p, q) forms whose coefficients are square integrable with

respect to Lebesgue measure on Cn, and let dV = in dz1 ∧ dz̄1 ∧ . . . ∧ dzn ∧ dz̄n be

the volume element. If f =
∑′

I,J

fI,J dzI ∧ dz̄J and g =
∑′

I,J

gI,J dzI ∧ dz̄J are two

(p, q) forms in L2
(p,q)(Ω), we define the inner product on L2

(p,q)(Ω) by

〈f, g〉 =
∑

I,J

′
〈fI,J , gI,J〉 =

∑

I,J

′
∫

Ω

fI,J gI,J dV

‖f‖2 =
∑

I,J

′
∫

Ω

|fI,J |2dV.

A (p, q) form u ∈ L2
(p,q)(Ω) is in Dom(∂q) if ∂u defined in the sense of distribution
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belongs to L2
(p,q+1)(Ω). Since Ω is bounded we have C∞

(p,q)(Ω) ⊆ Dom(∂q).

Lemma 3. The operator ∂q : L2
(p,q)(Ω) −→ L2

(p,q+1)(Ω) is a closed, densely defined

operator.

By this lemma, the operator ∂q has a Hilbert space adjoint. We denote this

adjoint by ∂
∗

q. A (p, q +1) form f belongs to the Dom(∂
∗

q), if there exist a (p, q) form

g ∈ L2
p,q(Ω) such that for every φ ∈ Dom(∂q) ∩ L2

(p,q)(Ω) we have

〈f, ∂φ〉 = 〈g, φ〉.

Then ∂
∗
f = g. For a (p, q + 1) form f to be in the Dom(∂

∗

q) it must satisfy the

boundary condition given below.

Lemma 4. Let Ω be a bounded domain with C1 boundary bΩ and ρ be a C1 defining

function for Ω. For any f ∈ Dom(∂
∗

q) ∩ C1
(p,q+1)(Ω), f must satisfy

∑

k

fI,kJ
∂ρ

∂zk
= 0 on bΩ for all I, J

with |I| = p and |J | = q.

This adjoint ∂
∗
f can also be expressed explicitly as,

∂
∗

qg = (−1)p−1
∑

I,J

′
n
∑

k=1

∂gI,kJ

∂z̄k
dzI ∧ dz̄J

for a (p, q + 1) form in the Dom(∂
∗

q), where the individual derivatives are taken as

distributions (with the resulting forms in L2
(p,q)(Ω) ).

Proposition 5. Let Ω be a bounded domain in Cn having C2 defining function ρ with

|∇ρ| ≡ 1 on bΩ. Let f be a (0, q)-form (1 ≤ q ≤ n) that is in the domain of (∂
∗
)

and that is continuously differentiable on Ω, and let a be a real-valued function that
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is twice continuously differentiable on Ω, with a ≥ 0. Then

‖√a ∂f‖2 + ‖√a ∂
∗
f‖2 =

∑

K

′
n
∑

j,k=1

∫

bΩ

a
∂2ρ

∂zj∂zk

fjKfkKdσ

+
∑

J

′
n
∑

j=1

∫

Ω

a
∣

∣

∣

∂uJ

∂z̄j

∣

∣

∣

2

dV

+ 2Re〈
∑

K

′
n
∑

j=1

ujK
∂a

∂zj

dzK , ∂
∗
u〉

−
∑

K

′
n
∑

j,k=1

∫

Ω

∂2a

∂zj∂zk
ujKukKdV.

The proposition given above can be used to show that compactly supported forms are

not dense in Dom(∂) ∩ Dom(∂
∗
) in the graph norm f → ‖f‖ + ‖∂f‖ + ‖∂∗

f‖. The

case a = 1 is the Kohn-Morrey formula, and will be used in the proof of Theorem 26.

Therefore, we state it here for convenience.

‖∂f‖2 + ‖∂∗
f‖2 =

∑

K

′
n
∑

j,k=1

∫

bΩ

∂2ρ

∂zj∂zk

fjKfkKdσ

+
∑

J

′
n
∑

j=1

∫

Ω

∣

∣

∣

∂uJ

∂z̄j

∣

∣

∣

2

dV

(2.1)

With the operators ∂ and ∂
∗

we now have for 0 ≤ p ≤ n and 0 ≤ q ≤ n − 1, the

∂-complex

. . .L2
(p,q−1)(Ω)

∂(p,q−1)

⇄
(∂(p,q−1))∗

L2
(p,q)(Ω)

∂(p,q)

⇄
(∂(p,q))∗

L2
(p,q+1) . . .

Definition 6. Let �(p,q) = ∂(p,q−1)(∂(p,q−1))
∗ + (∂(p,q))

∗∂(p,q) be the operator from

L2
(p,q)(Ω) to L2

(p,q)(Ω) such that Dom(�(p,q)) = {f ∈ L2
(p,q)(Ω)‖ f ∈ Dom(∂(p,q)) ∩

Dom((∂(p,q−1))
∗), ∂(p,q)f ∈ Dom((∂(p,q))

∗) and (∂(p,q))
∗f ∈ Dom(∂q−1)}.

The operator �(p,q) defined above is a linear, closed, densely defined, and self-adjoint
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operator ([5], Proposition 4.2.3). This and the L2 existence theorem for ∂ on pseu-

doconvex domains (Definition 7), can be used to show the existence of the inverse

of �(p,q) on pseudoconvex domains. The inverse of �(p,q) is the ∂-Neumann operator

Nq. Before we state the L2 existence theorem for the ∂-Neumann operator, we need

the definition of a pseudoconvex domain. There are several equivalent definitions of

pseudoconvexity. We first give a definition that applies to smooth domains ([5]).

Definition 7. Let Ω ∈ Cn be a smooth bounded domain, and ρ a (smooth) defining

function of Ω. We say that Ω is pseudoconvex at p ∈ bΩ if

n
∑

k,l=1

∂2ρ

∂zk∂zl
(p)ξkξl ≥ 0, for all ξ ∈ C

n satisfying
n
∑

k=1

∂ρ

∂zk
ξk = 0. (2.2)

We say that Ω is a pseudoconvex domain if every point p in the boundary of Ω is

pseudoconvex. We call the domain strictly pseudoconvex if the inequality (2.2) is

strict at each point of Ω.

Definition 8. A function φ : Ω → R on an open subset Ω in Rn, is called an

exhaustion function for Ω if for every c ∈ R the set {x ∈ Ω|φ(x) < c} is relatively

compact in Ω.

Definition 9. A function φ defined on an open set Ω ⊂ Cn, n ≥ 2, with values in

[−∞, +∞) is called plurisubharmonic if

1. φ is upper semicontinuous,

2. for any z ∈ Ω and ω ∈ Cn, φ(z + τω) is subharmonic in τ .

For non-smooth or unbounded domains Ω, we define pseudoconvexity by the

following ([5]).

Definition 10. An open domain Ω in Cn is called pseudoconvex if there exists a

smooth strictly plurisubharmonic exhaustion function φ on Ω.
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We now state the theorem which shows the L2-existence of a solution to the

∂-equation, ∂u = f , when the domain is pseudoconvex ([5]).

Theorem 11. Let Ω be a bounded pseudoconvex domain in Cn. For every f ∈

L2
(p,q)(Ω), with 0 ≤ p ≤ n, 1 ≤ q ≤ n and ∂f = 0, one can find u ∈ L2

(p,q−1)(Ω) such

that ∂u = f and

q

∫

Ω

|u|2dV ≤ eδ2

∫

Ω

|f |2dV,

where δ = sup
z,z′

|z − z′| is the diameter of Ω.

The following theorem gives the existence of the ∂-Neumann operator on pseu-

doconvex domains and some basic properties of the operator ([5]).

Theorem 12. Let Ω be a bounded pseudoconvex domain in Cn, n ≥ 2. For each

0 ≤ p ≤ n and 1 ≤ q ≤ n, there exist a bounded operator N(p,q) : L2
(p,q)(Ω) → L2

(p,q)(Ω)

such that

1. R(N(p,q)) ⊂ Dom(�(p,q)),

N(p,q)�(p,q) = �(p,q)N(p,q) = I on Dom(�(p,q)).

2. For any f ∈ L2
(p,q)(Ω), f = ∂∂

∗
N(p,q)f + ∂

∗
∂N(p,q)f .

3. ∂N(p,q) = N(p,q+1)∂ on Dom(∂), 1 ≤ q ≤ n − 1.

4. ∂
∗
N(p,q) = N(p,q−1)∂

∗
on Dom(∂

∗
), 2 ≤ q ≤ n.

5. Let δ be the diameter of Ω. The following estimates hold for any f ∈ L2
(p,q)(Ω):

‖N(p,q)f‖ ≤ eδ2

q
‖f‖,

‖∂N(p,q)f‖ ≤
√

eδ2

q
‖f‖,

‖∂∗
N(p,q)f‖ ≤

√

eδ2

q
‖f‖.
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A. Compactness of the ∂-Neumann operator

Compactness of N(p,q) can be reformulated in several different ways. These equivalent

conditions are given in the lemma below ([11]). In our proof we will use the third

condition, which is called a compactness estimate. We drop the subscripts to ∂ from

now on when there is no confusion as to the form level where ∂ acts.

Lemma 13. Let Ω be a bounded pseudoconvex domain, 1 ≤ q ≤ n. Then the following

are equivalent:

1. The ∂-Neumann operator N(p,q) is compact from L2
(p,q)(Ω) to itself.

2. The embedding of the space Dom(∂) ∩ Dom(∂
∗
), provided with the graph norm

u → ‖∂u‖ + ‖∂∗
u‖, into L2

(p,q)(Ω) is compact.

3. For every ǫ > 0 there exist a constant Cǫ > 0 such that

‖u‖2 ≤ ǫ(‖∂u‖2 + ‖∂∗
u‖2) + Cǫ‖u‖2

−1 (2.3)

when u ∈ Dom(∂) ∩ Dom(∂
∗
).

4. The canonical solution operators ∂
∗
Nq : L2

(0,q)(Ω) → L2
(0,q−1)(Ω) and ∂

∗
Nq+1 :

L2
(0,q+1)(Ω) → L2

(0,q)(Ω) are compact.

Note that compactness is a local property. The ∂-Neumann operator Nq on Ω (Ω

sufficiently regular) is compact if and only if every boundary point has a neighborhood

U such that the corresponding ∂-Neumann operator on U ∩ Ω is compact (see for

example [11] Lemma 1.2). Therefore, when verifying a compactness estimate (2.3) it

is enough to consider forms in Dom(∂)∩Dom(∂
∗
) supported in a small neighborhood

of a boundary point.

On smooth bounded pseudoconvex domains a theorem of Kohn and Nirenberg

([14]) shows that compactness of Nq implies global regularity, i.e., Nq preserves
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Sobolev spaces with positive indices. Therefore, compactness of the ∂-Neumann oper-

ator gives regularity of the solution to the ∂ equation, ∂u = f . In fact, the canonical

solution operator ∂
∗
Nq also satisfies exact Sobolev estimates. Before stating the the-

orem, we need a few definitions.

The Sobolev space W s(Ω), for any domain Ω ⊆ Rn and s ≥ 0, is defined as the

space of restrictions of all functions u ∈ W s(Rn) to Ω. The norm on W s(Ω) is given

by

‖u‖s = inf
U∈W s

U|Ω=u

‖U‖s(Rn).

The theorem of Kohn and Nirenberg is the following.

Theorem 14. ([14]) Let Ω be a bounded pseudoconvex domain in Cn with smooth

boundary. Let 1 ≤ q ≤ n. If Nq is compact on L2
(0,q)(Ω), then Nq is compact (in

particular, continuous) as an operator from W s
(0,q)(Ω) to itself, for all s ≥ 0.

It is also true that if Nq is compact as an operator from W s
(0,q)(Ω) to itself for

some s ≥ 0, then Nq is compact in L2
(0,q)(Ω). So, compactness of Nq on one W s0

(0,q)(Ω)

gives compactness on all W s
(0,q)(Ω), s ≥ 0 ([11]).

Another consequence of compactness of the ∂-Neumann operator is compactness

of the commutators between the Bergman projection (projection onto the space of

holomorphic functions on L2
(0,q)(Ω)) and multiplication operators. This property is

important for the Fredholm theory of Toeplitz operators. ([22], [12])

Theorem 15. ([4], [11]) Let Ω be a bounded pseudoconvex domain in Cn. Assume

that for some q, 0 ≤ q ≤ n − 1, the canonical solution operator ∂
∗
Nq+1 is compact.

Let M be a function that has bounded first order partial derivatives on Ω. Then

the commutators [Pq, M ] between the Bergman projection Pq and the multiplication

operator by M is compact on L2
(0,q)(Ω).
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Note that by Lemma (13) compactness of either Nq or Nq+1 implies the compactness

of [Pq, M ]. It is also true that, the compactness of [Pq, M ] imply compactness of the

canonical solution operator ∂
∗
Nq+1 restricted to forms with holomorphic coefficients

([19]).

B. Sufficient conditions for the compactness of the ∂-Neumann operator.

We now consider some well known sufficient conditions for compactness. We will from

now on only consider the case q = 1, i.e., the compactness of the operator N1. It

is enough to show compactness of N1 for the following reason. Compactness of Nq

implies the compactness of Nq+1 ([17]). Therefore, if the compactness of N1 can be

established we have the compactness of Nq for all 1 ≤ q ≤ n. Catlin showed in ([3]),

that a compactness estimate holds in any pseudoconvex domain which satisfies the

condition property (P ).

Definition 16. For a bounded pseudoconvex domain Ω we say that bΩ satisfies

property (P ) if for every positive number M there is a plurisubharmonic function

λ ∈ C∞(Ω), with 0 ≤ λ ≤ 1, such that for all z ∈ bΩ

n
∑

k,j=1

∂2λ

∂zk∂zj
(z)wkwj ≥ M |w|2, for all w ∈ C

n.

We have given Catlin’s original definition here, although there are weaker versions

that suffice for compactness. For example, it is enough to have, for every M > 0,

a C2-smooth function λ, with 0 ≤ λ ≤ 1, defined in Ω only near bΩ such that the

Hessian of λ is at least M .

McNeal ([16]) introduced a generalization of property (P ), condition (P̃ ), that

still implies compactness. Condition (P̃ ) replaces the boundedness condition in prop-

erty (P ) by that of a self-bounded complex gradient.
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Definition 17. ([16]) We say that the domain Ω satisfies condition (P̃ ) if, for every

M > 0, there exists φ = φM ∈ C2(Ω) such that

1. φ has self-bounded complex gradient:

∣

∣

∣

n
∑

k=1

∂φ

∂zk

(z)ζk

∣

∣

∣

2

≤
n
∑

j,k=1

∂2φ

∂zk∂zl

(z)ζkζ l

for all ξ = (ξ1, . . . , ξn) ∈ Cn and z ∈ Ω.

2. The sum of any q eigenvalues of the matrix ( ∂2φ
∂zk∂zl

)(z) is greater than or equal

to M , for all z ∈ bΩ.

To see that property (P ) implies condition (P̃ ), it suffices to consider the family of

functions µM := eλM , where λM is the family of functions given by property (P ).

McNeal’s theorem mentioned above is the following.

Theorem 18. ([16]) Let Ω ∈ Cn be a smooth bounded pseudoconvex domain and

1 ≤ q ≤ n. If Ω satisfies the condition (P̃ ), then Nq is compact.

The simplest examples of domains satisfying property (P ) are strictly pseudo-

convex domains. Another more general class of domains that satisfy property (P )

are ones that satisfy a condition called finite 1-type. There are different definitions of

type. While they are all the same when the domain is in C2, they differ for domains

in Cn for n > 2. We use as our definition of 1-type D’Angelo’s type ([7]).

A point p ∈ bΩ is called a finite 1-type point if the following holds:

Definition 19. bΩ is of finite 1-type at p in the sense of D’Angelo if the maximal

order of contact with bΩ at p, of 1-dimensional analytic varieties is finite.

The finite type condition is an open condition ([7]). Therefore the set of infinite

type points is a compact set in bΩ ⊆ Cn. A domain is of finite type if all points in the
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boundary of the domain are of finite type. The two theorems by Catlin given below

show, that if a domain is of finite type, then the domain satisfies property (P ).

Theorem 20. ([3]) Let Ω be a smoothly bounded pseudoconvex domain of finite type

in Cn. Then the boundary of Ω satisfies property (P).

Since the ∂-Neumann operator is compact in domains that satisfy property (P ),

compactness holds in all domains of finite type. Catlin also proved that a subelliptic

estimate holds on domains that satisfy finite 1-type. Subellipticity is a stronger

condition than compactness.

Definition 21. Let p be a boundary point of the bounded pseudoconvex domain Ω.

A subelliptic estimate of order ǫ is said to hold near p if there are a neighborhood U

of p, ǫ > 0, and a constant C > 0, such that

‖u‖ǫ,U∩Ω ≤ C(‖∂u‖0 + ‖∂∗
u‖0), (2.4)

for all u ∈ Dom(∂) ∩ Dom(∂
∗
).

Theorem 22. ([2]) Let z0 be a point in the boundary of a smooth bounded pseudo-

convex domain. Then there is a neighborhood V of z0 such that 2.4 holds for some

ǫ > 0 if and only if the domain is of finite 1-type at p.

The exact relationship between property (P ) (or condition (P̃ )) and compactness

of the ∂-Neumann operator is not known. There are, however, special classes of

domains on which this relationship is completely understood. One such class of

domains is the class of locally convexifiable domains. In fact, more is known when a

domain is locally convexifiable.

Definition 23. A domain is called locally convexifiable if for every boundary point

there is a neighborhood, and a biholomorphic map defined on this neighborhood, that

takes the intersection of the domain with the neighborhood onto a convex domain.
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For locally convexifiable domains the following is true.

Theorem 24. ([11], [10]) Let Ω be a bounded pseudoconvex domain in Cn which is

locally convexifiable, and let 1 ≤ q ≤ n. The following are equivalent:

1. The ∂-Neumann operator N1 is compact.

2. The boundary of Ω does not contain any analytic variety of dimension greater

than or equal to 1.

3. The boundary of Ω satisfies property (P1).

4. The boundary of Ω satisfies condition (P̃ ).

In fact, there are versions of property(P ) and condition (P̃ ) for q-forms ([11],

[16]). Then, theorem 24 remains true for q ≥ 1 as well. Recall that we mentioned

as a consequence of compactness of Nq, the commutator [Pq−1, zj ] is compact and

also that the compactness of [Pq−1, zj ] gives the compactness of ∂
∗
Nq restricted to

forms with holomorphic coefficients. When the domain is convex, compactness ∂
∗
Nq

on forms with holomorphic coefficients gives compactness on all of L2
(0,q)(Ω) (see [10],

Remark (2)), which by (2.3, part (4)) is equivalent to the compactness of the ∂-

Neumann operator. Therefore, on convex domains the equivalent conditions above

are also equivalent to compactness of [Pq−1, zj ], 1 ≤ j ≤ n.

The equivalence of compactness of N1, property (P ), and condition (P̃ ) on

smooth bounded pseudoconvex Hartogs domains in C2 was recently established by

Christ and Fu ([6]). Pseudoconvex Reinhart domains are “almost” locally convexifi-

able, and on such domains we have the following theorem (see [11], Theorem 5.2).

Theorem 25. Let Ω be a bounded pseudoconvex Reinhardt domain in Cn, 1 ≤ q ≤ n.

If the boundary of Ω does not contain an analytic variety of dimension greater than

or equal to q, then the ∂-Neumann operator Nq on (0, q)-forms is compact.
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Condition (P̃1) always excludes discs from the boundary. However, unlike the

convexifiable domains, in general domains absence of analytic discs from the boundary

is not enough to guarantee condition (P̃1) ([20]). Absence of discs in the boundary is

also not sufficient for the compactness of the ∂-Neumann operator ([15]).

There are no known examples of domains with compact ∂-Neumann operator

that do not satisfy property (P ) (hence condition (P̃ )), but the exact relationship

between property (P ) and compactness of the ∂-Neumann operator is not known for

general domains. Since compactness is usually proved by verifying property (P ), it

is of considerable interest that the theorem in ([21]) and the main result here are not

proved by verifying property (P )/ condition (P̃ ). However, whether our theorem will

provide examples of domains with compact ∂-Neumann operator that do not satisfy

property (P )/ condition (P̃ ) is open.
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CHAPTER III

A GEOMETRIC CONDITION THAT IMPLIES COMPACTNESS OF THE

∂-NEUMANN OPERATOR

Theorem 26. Let Ω be a C∞-smooth bounded pseudoconvex domain in Cn. Denote

by K the set of boundary points of infinite type. For all points ξ in a neighborhood

of K in bΩ, denote by λ0(ξ) the smallest eigenvalue of the Levi form at ξ. Assume

that there exist smooth complex tangential unit vector fields X1, . . .Xm, defined on

bΩ near K so that Hρ(Xi(ξ), Xi(ξ)) ≤ C λ0(ξ), for some constant C, a sequence

{ǫj}∞j=1 with lim
j→∞

ǫj = 0, and constants C1, C2 > 0, C3 with 1 ≤ C3 < n+1
n

, so that

the following holds. For every j ∈ N and p ∈ K there is a real vector field Zp,j ∈

span
R
(ReX1, ImX1, . . . ,ReXm, ImXm) of unit length, defined in some neighborhood of

p in bΩ with max
p,j

|divZp,j| ≤ C1, such that F ǫj

Zp

(

B(p, C2(ǫj)
C3) ∩ K

)

⊆ bΩ \ K. Then

the ∂̄-Neumann operator on Ω is compact.

Remark: The assumption of the existence of the family of vector fields X1 . . .Xm

satisfying

Hρ(Xj(ξ), Xj(ξ)) ≤ C λ0(ξ) (3.1)

is an additional hypothesis needed to extend the theorem from C2. In C2, X1 = L,

where L is the unique complex tangential vector field of of type (1, 0) on bΩ. In

particular, Theorem 26 generalizes the main result in ([21]). This main result does

not generalize to Cn without some further assumption, such as the one made here.

To see this, consider a smooth bounded convex domain in C3 which is strictly convex,

except for an analytic (affine) disc in the boundary. Then one can flow along complex

tangential directions from points of the disc into the set of strictly (pseudo) convex

boundary points as required in the second part of the assumption in the theorem.
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Nonetheless, by a result of Fu and Straube ([11]), the ∂-Neumann operator on (0, 1)-

forms is not compact on such a domain.

The assumption (3.1) is also satisfied in the cases given below.

(1) When there exist a smooth complex tangential vector field in the direction

of the smallest eigenvalue, this vector field X1 satisfies the condition (3.1). Such a

vector field always exists when the Levi form has at most one degenerate eigenvalue:

the unit vector field in the direction of the smallest eigenvalue (well defined near K)

is smooth.

(2) When the eigenvalues of the Levi form are all comparable, any finite collection

of complex tangential vector fields X1, . . . , Xm will satisfy the condition (3.1).

Definition 27. A domain Ω satisfies a maximal estimate at 0 for (0, 1) forms, if there

is a neighborhood V of 0 and a constant C > 0 so that

n
∑

j,k=1

‖Ljuk‖2 +
n−1
∑

j=1

k=1,...,n

‖Ljuk‖2 ≤ C(‖∂u‖2 + ‖∂∗
u‖2 + ‖u‖2),

for all u ∈ Λ(0,1)(V ).

It is shown in ([8]) that the eigenvalues of the Levi form are all comparable if

and only if Ω satisfies ”maximal estimates”. In this case any vector field Xi will give

Hρ(Xi(ξ), Xi(ξ)) ≤ λmax(ξ)|Xi(ξ)|2

≤ C λ0(ξ)|Xi(ξ)|2,

where C is independent of ξ. Consequently, the condition that Zp,j ∈ span
R
(ReX1,

ImX1, . . . , ReXm, ImXm) is void.

(3) We return to case (1) above: assume the Levi form has at most one degen-

erate eigenvalue. Then, the Levi form can be diagonalized near each point p ∈ K
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([18]). This gives a different perspective on (1), and also a constructive way to find

fields X not necessarily in the direction of the smallest eigenvalue, but still satisfying

(3.1). The construction is as follows. For every p ∈ K, there is a basis (not neces-

sarily orthogonal) of the complex tangent vectors Xp(ξ), Y p
1 (ξ), . . . , Y p

n−2(ξ) for ξ in

a neighborhood Vp of p, with eigenvalues µp
i (ξ) corresponding to Y p

i (ξ) all positive

in this neighborhood and Xp(ξ) the eigenvector associated to the smallest eigen-

value µp
0(ξ) of the Levi form, which in this new basis is given by a diagonal matrix.

Note that the non-zero eigenvalues will change (from the eigenvalues of the Levi

form in Euclidean basis) in general, when the basis is not orthogonal. Denote by

λ0(ξ), λ1(ξ), . . . , λn−2(ξ), the eigenvalues of the Levi form in Euclidean coordinates,

with λ0(ξ) the smallest eigenvalue. Since we have assumed that the Levi form has at

most one zero eigenvalue, λ1(p), . . . , λn−2(p) and µp
1(p), . . . , µp

n−2(p) are all non-zero

and λ0(p) = 0 = µp
0(p), we may assume that on the neighborhood Vp of p

λ0(ξ) ≤ η and µp
0(ξ) ≤ η,

where η = 1
2

min
ξ∈Vp

{µp
1(ξ), . . . , µ

p
n−2(ξ), λ1(ξ), . . . , λn−2(ξ)}. Also, note that λ0(ξ) = 0

if and only if µp
0(ξ) = 0 (although these two eigenvalues may not be the same when

they are different from zero).

Denote by T (1,0)(bΩ) the (1, 0)-forms in the (complex) tangent space of the bΩ.

Any Y ∈ T (1,0)(bΩ) can be expressed as

Y = b0X
p + b1Y

p
1 + · · ·+ bn−2Y

p
n−2.

Then,
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Hρ(Y, Y ) = µp
0|b0|2 + µ1|b1|2 + · · · + µn−2|bn−2|2

≥ µp
0

(

|b0|2 + · · ·+ |bn−2|2
)

≥ µp
0C|Y |2

Since λ0(ξ) is the smallest eigenvalue of the Levi form in Euclidean coordinates,

we have

λ0(ξ) ≥ µp
0(ξ)C or µp

0(ξ) ≤
1

C
λ0(ξ), for all ξ ∈ Vp.

This gives us that

Hρ(X
p(ξ), Xp(ξ)) = µp

0(ξ) ≤ Cλ0(ξ),

for all ξ ∈ Vp. Therefore, the eigenvector Xp satisfies the condition (3.1) of the

theorem in the neighborhood Vp.

Let Vp1, . . . , Vpl
be a finite open covering of the set K of infinite type points by

neighborhoods obtained as above. This gives finitely many vector fields Xpi defined on

Vpi
, for 1 ≤ i ≤ l. Let {φi}l

i=1 be a partition of unity subordinate to Vp1 , . . . , Vpl
. Let

X =
l
∑

i=1

φiXpi
. Since the Levi form is a positive semi-definite Hermitian form, by the

Cauchy-Schwarz inequality we have Hρ(Xpi
, Xpj

) ≤ Hρ(Xpi
, Xpi

)1/2 Hρ(Xpj
, Xpj

)1/2.

Therefore, we get

Hρ

( l
∑

i=1

φiX
pi(ξ),

l
∑

i=1

φiXpi(ξ)

)

=

( l
∑

i,j=1

φi φj Hρ(X
pi, Xpj)

)

.

l
∑

i=1

Hρ(X
pi, Xpi)

. λ0(ξ).

That is, the vector field X has the property (3.1).

Derridj showed in ([9], Theorem 7.1), that if maximal estimates hold at p ∈bΩ,
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and p is a weakly pseudoconvex point, then the Levi form of Ω cannot be diagonal-

izable near p when Ω is a domain Cn for n ≥ 3. Therefore, the cases (1) and (2) are

in some sense at opposite ends of the spectrum.

The only part of the proof in Straube’s theorem that uses the dimension is the

use of the maximal estimates. Therefore, the proof below follows the proof in ([21])

except for the maximal estimates. The method used to obtain estimates here is similar

to the methods used in ([8]) to obtain maximal estimates in C2.

Now we give the proof of Theorem 26.

Proof. First we note that we can extend the vector fields Zp from bΩ to a neighbor-

hood of bΩ by letting them be constant along the real normal, so that these vector

fields, still denoted by Zp, are complex tangential to the level sets of the boundary

distance.

The first part of the proof follows ([21]). We reproduce it here for the reader’s

convenience. We verify that a compactness estimate (2.3) holds. For a given ǫ > 0

fix j so that ǫj < ǫ. By a standard covering theorem (see [23] Theorem 1.3.1), we

may choose a subfamily P of the closed balls from {B(P, C2

10
(ǫj)C3)|P ∈ K} so that

P is pairwise disjoint, and the corresponding closed balls of radius C2

2
(ǫj)

C3 , and

hence the open balls of radius C2(ǫj)
C3 , still cover K. Because K is compact, we

obtain a finite family of open balls {B(Pk, C2(ǫj)
C3)|1 ≤ k ≤ N, Pk ∈ K} that covers

K, with the corresponding balls of radius C2

10
(ǫj)

C3 pairwise disjoint. By decreasing C2

if neccessary, we may assume that F ǫj

Zpk,j

(

B(p, C2(ǫj)
C3) ∩ K

)

is relatively compact in

bΩ \ K and that the vector field Zpk,j is defined in Vpk
, with B(pk, C2(ǫj)

C3) ⊂ VPk
.

So there exist open subsets Uk, 1 ≤ k ≤ N , of Ω, with

K ∩ B(pk, C2(ǫj)
C3) ⊆ Uk ⊆ B(pk, C2(ǫj)

C3)

(3.2)
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and

F ǫj

Zpk,j
(Uk) ∩ K = ∅.

(3.3)

To verify (2.3), let u ∈ C∞
(0,1)(Ω) ∩ Dom(∂

∗
). Then

‖u‖2
0 =

∫

 

N
S

k=1
Uk

!

∩Ω

|u|2 +

∫

Ω\

 

N
S

k=1
Uk

!

|u|2. (3.4)

Because Ω \
(

∪N
k=1 Uk

)

does not intersect K, we can apply subelliptic estimates

([2]) to estimate the second term on the right hand side of (3.4).

So there exist s > 0 and C > 0 such that the restriction of u to a neighborhood

U in Ω of Ω \
(

∪N
k=1 Uk

)

belongs to W s
(0,1)(U) and

‖u‖2
W s

(0,1)
(U) ≤ C(‖∂u‖2

0 + ‖∂∗
u‖2

0).

The interpolation inequality for Sobolev norms gives

∫

Ω\
( N
S

k=1
Uk

)

|u|2 ≤ ‖u‖L2
(0,1)

(U)

≤ ǫ

C
‖u‖2

W s
(0,1)

(U) + Cǫ‖u‖2
−1 (3.5)

≤ ǫ(‖∂u‖2
0 + ‖∂∗

u‖2
0) + Cǫ‖u‖2

−1.

We first note that we can extend the fields Zpk,j from bΩ to the inside of Ω by a

fixed distance by letting them be constant along the real normal. In order to simplify

the notation, we will use Zk to denote the vector field Zpk,j. To estimate the first

term on the right hand side of (3.4), fix k, 1 ≤ k ≤ N . Then
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∫

Uk∩Ω

|u|2 =

∫

Uk∩Ω

∣

∣

∣
u(F ǫj

Zk
(x)) −

∫ ǫj

0

Zku(F t
Zk

(x))dt
∣

∣

∣

2

dV (x)

≤ 2

∫

Uk∩Ω

|u(F ǫj

Zk
(x))|2dV (x) (3.6)

+ 2

∫

Uk∩Ω

∣

∣

∣

∫ ǫj

0

Zku(F t
Zk

(x))dt
∣

∣

∣

2

dV (x).

The first term on the right hand side of (3.6) can be estimated as follows:

∫

Uk∩Ω

|u(F ǫj

Zk
)|2dV (x) =

∫

F
ǫj
Zk

(Uk∩Ω)

|u(y)|2det(∂x/∂y)dV (y) (3.7)

≤ 2

∫

F
ǫj

Zk
(Uk∩Ω)

|u(y)|2dV (y).

We have used here det(∂x/∂y) for the Jacobian of the diffeomorphism F−ǫj

Zk
:

F ǫj

Zk
(Uk ∩Ω) → Uk ∩Ω. The uniform bound on the divergence of Zk, implies that the

rate of change of the volume element under the flows generated by the Zk’s is uniformly

bounded. This gives that det(∂x/∂y) ≤ exp(tC1) ≤ exp(ǫjC1) ≤ exp(ǫC1) ≤ 2 for ǫ

small enough. We have used this bound in the inequality above.

By (3.3), we can use subelliptic estimates again to estimate the last term of (3.7).

Subelliptic estimates, together with the interpolation inequality of Sobolev norms as

in (3.5), give

∫

F
ǫj
Zk

(Uk∩Ω)

|u(y)|2dV (y) ≤ ǫ

2N
(‖∂u‖2

0 + ‖∂∗
u‖2

0) + Cǫ‖u‖2
−1. (3.8)

We now estimate the second term on the right hand side of (3.6). Using the
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Cauchy-Schwarz inequality, Fubini’s theorem, and the bound on det(∂x/∂y),we obtain

∫

Uk∩Ω

∣

∣

∣

∫ ǫj

0

Zku(F t
Zk

(x))dt
∣

∣

∣

2

dV (x) ≤ ǫj

∫

Uk∩Ω

∫ ǫj

0

|Zku(F t
Zk

(x))|2dtdV (x)

= ǫj

∫ ǫj

0

∫

Uk∩Ω

|Zku(F t
Zk

(x))|2dV (x)dt (3.9)

= ǫj

∫ ǫj

0

∫

Ft
Zk

(Uk∩Ω)

|Zku(y)|2det(∂x/∂y)dV (y)dt

≤ 2ǫj

∫ ǫj

0

∫

Ft
Zk

(Uk∩Ω)

|Zku(y)|2dV (y)dt.

Combining the estimates (3.6) through (3.9) and summing over k, the first term

on the right hand side of (3.4) can be estimated by

∫

 

N
S

k=1
Uk

!

∩Ω

|u|2 ≤
N
∑

k=1

∫

Uk∩Ω

|u|2

≤
N
∑

k=1

[2ǫ

N
(‖∂u‖2

0 + ‖∂∗
u‖2

0) + Cǫ‖u‖2
−1 (3.10)

+ 4ǫj

∫ ǫj

0

∫

F
ǫj

Zk
(Uk∩Ω)

|Zku(y)|2dV (y)dt
]

≤ 2ǫ(‖∂u‖2
0 + ‖∂∗

u‖2
0) + Cǫ‖u‖2

−1

+ 4ǫj

∫ ǫj

0

( N
∑

k=1

∫

Ft
Zk

(Uk∩Ω)

|Zku(y)|2dV (y)

)

dt.

The constant Cǫ is allowed to change its value from one occurrence to the next.

Since the vector fields satisfy Zk ∈ span
R
(ReX1, ImX1, . . . , ReXm, ImXm), and
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|Zk| = 1, we have that

|Zku(y)|2 . m

m
∑

i=1

2

[

|ReXiu(y)|2 + |ImXiu(y)|2
]

. m
m
∑

i=1

(

|Xku(y)|2 + |Xku(y)|2
)

. (3.11)

We have used here that the vector fields X1, . . . , Xm can be extended using a

cutoff function to all of bΩ. This will preserve the crucial property (3.1). Then, these

vector fields can be extended further to a neighborhood of bΩ by defining them to be

constant along the real normal of bΩ, and then to all of Ω by multiplying again by a

suitable cutoff function.

No point of Ω is contained in more than C(C2)(ǫj)
2n−2nC3 of the sets F t

Zk
(Uk∩Ω),

1 ≤ k ≤ N , where C(C2) denotes a constant depending only on C2. In fact, if Q is a

point of in F ǫj

Zk
(Uk ∩Ω) ∩F ǫj

Zm
(Um ∩Ω), then by the triangle inequality, the distance

between F−t
Zk

(Q) and F−t
Zm

(Q) is no more than 2t ≤ 2ǫj . Therefore, B(pm, C2

10
(ǫj)

C3) ⊆

B(pk, 2ǫj + 2C2(ǫj)
C3 + C2

10
(ǫj)

C3). Since the balls B(pm, C2

10
(ǫj)

C3), 1 ≤ m ≤ N , are

pairwise disjoint, comparison of volumes gives the upper bound C(C2)(ǫj)
2n−2nC3 on

how many of them can be contained in B(pk, 2ǫj +2C2(ǫj)
C3 + C2

10
(ǫj)

C3). Combining

(3.10, 3.11) and the bound on the overlap we have,
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∫

 

N
S

k=1
Uk

!

∩Ω

|u|2 ≤ 2ǫ(‖∂u‖2
0 + ‖∂∗

u‖2
0) + Cǫ‖u‖2

−1 + 4ǫj

∫ ǫj

0

(

C(C2)(ǫj)
2n−2nC32m×

m
∑

i=1

∫

Ω

[

|ReXiu(y)|2 + |ImXiu(y)|2
]

dV (y)

)

dt

≤ 2ǫ(‖∂u‖2
0 + ‖∂∗

u‖2
0) + Cǫ‖u‖2

−1 + 8m ǫj

∫ ǫj

0

(

C(C2)(ǫj)
2n−2nC3×

m
∑

i=1

∫

Ω

(

|Xku(y)|2 + |Xku(y)|2
)

dV (y)

)

dt.

So far the argument has followed ([21]). In C2, the last term on the right hand

side of (3.10) can be estimated using maximal estimates. In our situation, we need a

different approach.

We show next the following estimate for each 1 ≤ i ≤ m,

‖Xiu‖2 + ‖Xiu‖2 ≤ C
(

‖∂u‖2
0 + ‖∂∗

u‖2
0

)

,

for some C independent of ǫ. Fix i and denote Xi by X. It suffices to argue locally,

since multiplication by a cutoff function preserves (3.1). We may, therefore, assume

that ∂ρ
∂zn

6= 0. Let

Lj =
∂ρ

∂zj

∂

∂zn
− ∂ρ

∂zn

∂

∂zj
for 1 ≤ j ≤ n − 1 and Ln =

n
∑

j=1

∂ρ

∂z̄j

∂

∂zj
.

Then Lj , 1 ≤ j ≤ n−1, are complex tangential and {Lj}n
j=1 is a local basis for the

complex vector fields of type (1,0) in a neighborhood of bΩ. Note that L1, . . . Ln are

defined in coordinate patches that are independent of ǫj ; consequently, the constants

involved in patching together these local estimates are independent of ǫj .

‖X̄u‖2 .
∑n

j=1‖L̄ju‖2 . ‖∂̄u‖2
0 + ‖∂̄∗u‖2

0, by the Kohn-Morrey formula. So it

remains to estimate ‖Xu‖2. For this we write X =
∑n

p=1 βp
∂

∂zp
, where βp ∈ C∞

(

Ω̄
)
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for all p. Then

‖Xu‖2 =

∫

Ω

Xu · Xu =

∫

Ω

n
∑

p=1

βp
∂u

∂zp
· Xu =

n
∑

p=1

∫

Ω

∂u

∂zp
· β̄pXu.

Using integration by parts and the fact that Xρ =
∑n

p=1 βp
∂ρ
∂zp

= 0 on bΩ, we have

‖Xu‖2 = −
n
∑

p=1

∫

Ω

u
∂

∂zp

(

β̄pXu
)

+
n
∑

p=1

∫

bΩ

u Xuβp
∂ρ

∂zp

= −
n
∑

p=1

[
∫

Ω

u βp
∂

∂zp

(

Xu
)

+

∫

Ω

u · Xu
∂

∂zp
(βp)

]

.

(3.12)

Since X is a C∞ vector field in a neighborhood of Ω̄, we have for some a ∈ C∞
(

Ω̄
)

‖Xu‖2 = −
n
∑

p=1

∫

Ω

u βp
∂

∂zp

(

Xu
)

+

∫

Ω

a u · Xu. (3.13)

Hence, for a suitable constant C (depending only on the fields Xi):

‖Xu‖2 = −
∫

Ω

u · X
(

X̄ū
)

+

∫

Ω

a u · Xu

.

[
∫

Ω

u ·
[

X̄, X
]

ū −
∫

Ω

ū · XX̄u

]

+ C (‖u‖ ‖Xu‖)

=

∫

Ω

u ·
[

X̄, X
]

ū + ‖X̄u‖2 + C (‖u‖ ‖Xu‖)

.

∫

Ω

u ·
[

X̄, X
]

ū + C
(

‖X̄u‖2 + ‖u‖2
)

+
1

2
‖Xu‖2,

(3.14)

where we have used Xρ = 0 on bΩ, and integration by parts for the third equality.

This gives

‖Xu‖2 . 2

∫

Ω

u ·
[

X̄, X
]

ū + C
(

‖X̄u‖2 + ‖u‖2
)

. 2

∫

Ω

u ·
[

X̄, X
]

ū + C
(

‖∂̄u‖2
0 + ‖∂̄∗u‖2

0

)

,

(3.15)

because ‖u‖ .
(

‖∂̄u‖0 + ‖∂̄∗u‖0

)

and ‖X̄u‖2 .
(

‖∂̄u‖2
0 + ‖∂̄∗u‖2

0

)

. As {Li, L̄i}n
i=1 is
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a basis for vector fields near bΩ, we write
[

X̄, X
]

in this basis. For this we find,

〈
[

X̄, X
]

, Ln〉 =
∑

p,q

β̄q
∂βp

∂z̄q
· ∂ρ

∂zp
, (3.16)

〈
[

X̄, X
]

, L̄n〉 = −
∑

p,q

βp
∂β̄q

∂zp
· ∂ρ

∂z̄q
, (3.17)

aj := 〈
[

X̄, X
]

, Lj〉 =
∑

p

β̄p

[

∂βn

∂z̄p

∂ρ

∂z̄j

− ∂βj

∂z̄p

∂ρ

∂z̄n

]

, (3.18)

and

bj := 〈
[

X̄, X
]

, L̄j〉 =
∑

p

−βp

[

∂β̄n

∂zp

∂ρ

∂zj

− ∂β̄j

∂zp

∂ρ

∂z̄n

]

. (3.19)

Therefore,

‖Xu‖2 .

∫

Ω

u ·
(

∑

p,q

β̄pβq
∂2ρ

∂z̄p∂zq

)

(

L̄n − Ln

)

ū

+
n−1
∑

j=1





∫

Ω

u · ajLj ū +

∫

Ω

u · bjL̄j ū





+ C
(

‖X̄u‖2 + ‖u‖2
)

.

∫

Ω

u ·
(

∑

p,q

β̄pβq
∂2ρ

∂z̄p∂zq

)

(

L̄n − Ln

)

ū

+
n−1
∑

j=1

‖aj‖∞ ‖u‖ ‖L̄ju‖ +
n−1
∑

j=1

∫

Ω

u · bj Lju

+ C
(

‖X̄u‖2 + ‖u‖2
)

.

(3.20)

Now we estimate the third term in the inequality above. Using integration by

parts we have,

∫

Ω

u · bj Lju =

∫

Ω

u · bj

(

∂ρ

∂z̄j

∂ū

∂z̄n

− ∂ρ

∂z̄n

∂ū

∂z̄j

)

= −
∫

Ω

bj ū L̄ju + O(‖u‖2)

(3.21)
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Since the vector field X is smooth there is a constant C independent of ǫ and k so

that max
1≤j≤n−1

{‖bj‖∞, ‖aj‖∞, ‖L̄jbj‖∞} ≤ C. Therefore,

n−1
∑

j=1

‖aj‖∞ ‖u‖ ‖L̄ju‖ +

n−1
∑

j=1

∫

Ω

u · bj Lju . C
[

‖u‖ ‖L̄ju‖ + ‖u‖2
]

. (3.22)

Now using this in (3.20) we have,

‖Xu‖2 .

∫

Ω

u · Hρ

(

X, X̄
)

Lnu +

∫

Ω

u · Hρ

(

X, X̄
)

L̄nu

+ C

[

‖u‖
n−1
∑

j=1

‖L̄ju‖ + ‖u‖2

]

+ C
(

‖X̄u‖2 + ‖u‖2
)

.

∫

Ω

u · Hρ

(

X, X̄
)

Lnu + C
[

‖u‖ ‖L̄nu‖
]

+ C
(

‖X̄u‖2 + ‖u‖2
)

.

∫

Ω

u · Hρ

(

X, X̄
)

Lnu + C
(

‖∂̄u‖2 + ‖∂̄∗u‖2
)

.

(3.23)

We now estimate the remaining term.

∫

Ω

Hρ

(

X, X̄
)

u Lnu = −
n
∑

j=1

∫

Ω

∂

∂z̄j

(

Hρ

(

X, X̄
)

u
∂ρ

∂zj

)

· ū

+
n
∑

j=1

∫

bΩ

Hρ

(

X, X̄
)

|u|2 ∂ρ

∂zj

∂ρ

∂z̄j

= −
n
∑

j=1

∫

Ω

∂u

∂z̄j
Hρ

(

X, X̄
) ∂ρ

∂zj
· ū +

n
∑

j=1

∫

Ω

|u|2 ∂ρ

∂zj

∂

∂z̄j
Hρ(X, X̄)

−
n
∑

j=1

∫

Ω

|u|2 Hρ(X, X̄)
∂2ρ

∂z̄j∂zj
+

n
∑

j=1

∫

bΩ

Hρ(X, X̄) |u|2 | ∂ρ

∂zj
|2

(3.24)
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We continue the estimate here.

∫

Ω

Hρ

(

X, X̄
)

u Lnu . −
∫

Ω

Hρ

(

X, X̄
)

ū L̄nu +

n
∑

j=1

∫

bΩ

Hρ(X, X̄) |u|2 | ∂ρ

∂zj
|2 + C ‖u‖2

. C
(

‖∂̄u‖2 + ‖∂̄∗u‖2
)

+ C

∫

bΩ

|u|2 Hρ(X, X̄)

. C
(

‖∂̄u‖2 + ‖∂̄∗u‖2
)

+ C

∫

bΩ

|u|2 λ0(ξ)

. C
(

‖∂̄u‖2 + ‖∂̄∗u‖2
)

+ C

∫

bΩ

∑

k,j

∂2ρ

∂z̄k∂zj

uj ūk

. C
(

‖∂̄u‖2 + ‖∂̄∗u‖2
)

.

We have used the assumption Hρ(Xp(ξ), Xp(ξ)) ≤ C λ0(ξ) above. The Kohn-Morrey

formula was used above to estimate terms with ‖X̄u‖2 and to estimate the boundary

integral in the third inequality by ‖∂u‖2 + ‖∂∗
u‖2. This gives us that ‖Xu‖2 ≤

C
(

‖∂̄u‖2 + ‖∂̄∗u‖2
)

, where C is a constant independent of k and ǫj .

With this estimate we now have
∫

 

N
S

k=1
Uk

!

∩Ω

|u|2 ≤ 2ǫ(‖∂u‖2
0 + ‖∂∗

u‖2
0) + Cǫ‖u‖2

−1

+ 4ǫjC(C2)(ǫj)
2n−2nC3

∫ ǫj

0

∫

Ω

C
(

‖∂u‖2
0 + ‖∂∗

u‖2
0

)

dt

≤ 2ǫ(‖∂u‖2
0 + ‖∂∗

u‖2
0) + Cǫ‖u‖2

−1

+ 4C(C2)(ǫj)
(2n+2)−2nC3C

(

‖∂̄u‖2
0 + ‖∂̄∗u‖2

0

)

.

Since the constants C(C2) and C are independent of ǫj , this estimates the first

term in the right hand side of (3.4). Combining the estimates for (3.4) and (3.5)

shows that there is a constant C independent of ǫ such that for all sufficiently small
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ǫ > 0, we have

‖u‖2
0 ≤ C(ǫ + (ǫ)(2n+2)−2nC3)(‖∂u‖2

0 + ‖∂∗
u‖2

0) + Cǫ‖u‖2
−1, (3.25)

which gives the required compactness estimate. We use the upper bound (n + 1)/n

of C3 here, i.e., 2n + 2 − 2nC3 > 0. This completes the proof of the theorem.

As for the case in C2, the following are corollaries to the theorem above. Again,

as in the theorem, we need some additional hypothesis here. We say that bΩ \ K

satisfies a complex tangential cone condition if there exists a finite open real cone Γ

in Cn ≈ R2n having the following property. For each p ∈ K there exists a complex

tangential direction so that when Γ is moved by a rigid motion to have vertex at p

and axis in that direction, the (open) cone obtained intersects bΩ in a set contained

in bΩ \ K.

Corollary 28. Let Ω be a C∞-smooth bounded pseudoconvex domain in Cn. Denote

by K the set of boundary points of infinite type. For all points ξ in a neighborhood of

K in bΩ, denote by λ0(ξ) the smallest eigenvalue of the Levi form. Assume that bΩ

satisfies the following conditions. There exist smooth, complex tangential, unit vector

fields X1, . . . , Xm, defined on bΩ near K so that Hρ(Xi(ξ), Xi(ξ)) ≤ C λ0(ξ), for some

constant C and all ξ such that the boundary of Ω satisfies a complex tangential cone

condition with the axis of the cone in span
R
(ReXp

1 , ImXp
1 , . . . ,ReXp

m, ImXp
m), for all

p ∈ K. Then the ∂̄-Neumann operator on Ω is compact.

An example like the one described after the statement of Theorem 26 shows that

it is not sufficient to just assume a weak complex tangential cone condition where

the axis of the cone at p ∈ K lies in the eigenspace associated with the minimal

eigenvalue of the Levi form at p.

On the other hand, when the Levi form of bΩ has at most one degenerate
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eigenvalue, there is a complex tangential vector field X and a constant such that

Hρ(X, X) ≤ Cλ0 near K (λ0 denotes again the smallest eigenvalue of the Levi form

at a point, see remark (3) after the formulation of Theorem 26). This results in a

formulation of the corollary that is as simple as the corresponding corollary in the

case of C2 in ([21]).

Corollary 29. Let Ω be a smooth bounded pseudoconvex domain in Cn; assume that

at each boundary point, the Levi form has at most one degenerate eigenvalue. If the

set K of boundary points of infinite type satisfies a cone condition with the axis of

the cone in the null space of the Levi form, then the ∂-Neumann operator on Ω is

compact.

Proof of Corollary 28. Let Z ∈ span
R
(ReXp

1 , ImXp
1 , . . . , ReXp

m, ImXp
m) be a smooth

non-vanishing vector field near each point p, with Z(p) in the direction of the axis

of the cone given by the cone condition. There is a smooth change of coordinates

Fp (smooth diffeomorphism) (u1, . . . , u2n−1) centered at p with respect to which Y =

F ′
p(p) (Z) = ∂

∂u1
and Fp(p) = 0. Let Γp = bΩ ∩ {cone at p}. Then Fp(Γp) contains

a cone in R2n−1 with vertex at 0 and axis u1. Therefore, the flow F t
Y satisfies the

conditions of the theorem with C3 = 1. The pull-back of this flow under Fp is the flow

F t
Z . Since Fp is a diffeomorphism we also have a C > 0 with 1

C
‖p − q‖ ≤ ‖Fp(q)‖ ≤

C ‖p−q‖. Therefore, F t
Z also satisfies the conditions of the theorem with C3 = 1.

Another corollary to the theorem is the following.

Corollary 30. Let Ω be a smooth bounded pseudoconvex domain in Cn, and K the

set of infinite type points of the boundary. For all points ξ in a neighborhood of K

in bΩ, denote by λ0(ξ) the smallest eigenvalue of the Levi form. Assume that bΩ

satisfies the following conditions. There exist smooth, complex tangential, unit vector
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fields X1, . . . , Xm, defined near K on bΩ so that Hρ(Xi(ξ), Xi(ξ)) ≤ C λ0(ξ), for

some constant C and all ξ, and such that for all p ∈ K there exist a unit vector field

Zp ∈ span
R
(ReX1, ImX1, . . . ,ReXm, ImXm) defined near p, a neighborhood Up of p,

and ǫp > 0 with F t
Zp

(Up ∩K) ⊆ bΩ \K for t ≤ ǫp. Then the ∂-Neumann operator on

Ω is compact.

A special case of the corollary arises when the set K is contained in a submanifold

M of holomorphic dimension zero, provided the vector fields X1, . . .Xm exist so that

span
R
(ReX1(p), ImX1(p), . . . , ReXm(p), ImXm(p)) 6= 0 for all p ∈ K. Fix p ∈ K, and

choose j so that Xj(p) 6= 0. Note that by assumption Hρ(Xj, Xj)(p) = 0 (since p is a

weakly pseudoconvex point). Therefore, because M has holomorphic dimension zero,

the real two dimensional plane spanned by ReXj and ImXj is not tangential to M

at p. Choose Zp in this plane, transverse to T R

p (M), and ǫp > 0 small enough. The

assumptions in the corollary are now easily seen to be satisfied. The corollary removes

the requirement that K be contained in a smooth submanifold of the boundary (of

holomorphic dimension zero).
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CHAPTER IV

CONCLUSION

The result considered in this thesis contributes to the understanding of boundary con-

ditions that imply compactness of the ∂-Neumann operator N . We have discussed

a generalization of a technique introduced by Straube in ([21]) for establishing com-

pactness that does not rely on property(P )/ condition(P̃ ). In particular our theory

gives examples of domains with compact ∂-Neumann operator. The obvious examples

arising in this manner also satisfy the well known sufficient conditions for compact-

ness, property(P ). Whether our geometric conditions are necessary for compactness

of N is not known. Straube showed in ([21]) that these conditions are necessary in

C2 modulo the radius of certain balls.

Another natural question is whether these geometric conditions in Theorem 26

imply property(P )/ condition(P̃ ), or whether there are examples of domains not

satisfying condition(P̃ ) but satisfying the geometric conditions discussed here. Since

an analytic disc in the boundary is enough for property(P )/ condition(P̃ ) to fail, one

approach to finding such examples is to construct a domain containing an analytic disc

but still satisfying the geometric conditions mentioned here. It is known, however,

that an analytic disc in the boundary of a domain in C2 is enough for compactness

to fail. Also, it is known that on locally convexifiable domains, the three conditions

compactness of N , property(P )/ condition (P̃ ) and absence of discs in the boundary

are all equivalent. Therefore, any such example will have to be in Cn with n ≥ 3 and

not locally convexfiable. Thus many interesting questions about compactness still

remain to be investigated.
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[18] Sönmez Şahutoğlu and Emil J. Straube, Analytic discs, plurisubharmonic hulls,

and non-compactness of the ∂-Neumann operator, Mathematische Annalen 334

(2006), 809–820.



37

[19] Norberto Salinas, Noncompactness of the ∂-Neumann problem and Toeplitz C∗-

algebras, Several complex variables and complex geometry, Part 3 (Santa Cruz,

CA, 1989), Proc. Sympos. Pure Math., vol. 52, Amer. Math. Soc., Providence,

RI, 1991, pp. 329–334.

[20] Nessim Sibony, Une classe de domaines pseudoconvexes, Duke Math. J. 55

(1987), no. 2, 299–319.

[21] Emil J. Straube, Geometric conditions which imply compactness of the ∂-

Neumann operator, Ann. Inst. Fourier (Grenoble) 54 (2004), no. 3, 699–710.

[22] U. Venugopalkrishna, Fredholm operators associated with strongly pseudoconvex

domains in Cn, J. Functional Analysis 9 (1972), 349–373.

[23] William P. Ziemer, Weakly differentiable functions, Graduate Texts in Mathe-

matics, vol. 120, Springer-Verlag, New York, 1989.



38

VITA

Name: Samangi Munasinghe

Address: Department of Mathematics,

Mailstop 3368,

Texas A&M University,

College Station, TX 77843-3368

Email Address: munasing@math.tamu.edu

Education: B.A., Mathematics, Mansfield University, 1994

M.S., Mathematics, Lehigh University, 1996


