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ABSTRACT

New Advances in Designing Energy Efficient Time Synchronization Schemes for

Wireless Sensor Networks. (August 2007)

Kyoung Lae Noh, B.S., Hanyang University, Seoul, Korea;

M.S., Hanyang University, Seoul, Korea

Chair of Advisory Committee: Dr. Erchin Serpedin

Time synchronization in wireless sensor networks (WSNs) is essential and sig-

nificant for maintaining data consistency, coordination, and performing other funda-

mental operations, such as power management, security, and localization. Energy

efficiency is the main concern in designing time synchronization protocols for WSNs

because of the limited and generally nonrechargeable power resources. In this disser-

tation, the problem of time synchronization is studied in three different aspects to

achieve energy efficient time synchronization in WSNs.

First, a family of novel joint clock offset and skew estimators, based on the

classical two-way message exchange model, is developed for time synchronization in

WSNs. The proposed joint clock offset and skew correction mechanisms significantly

increase the period of time synchronization, which is a critical factor in the over-

all energy consumption required for global network synchronization. Moreover, the

Cramer-Rao bounds for the maximum likelihood estimators are derived under two

different delay assumptions. These analytical metrics serve as good benchmarks for

the experimental results thus far reported.

Second, this dissertation proposes a new time synchronization protocol, called

the Pairwise Broadcast Synchronization (PBS), which aims at minimizing the number

of message transmissions and implicitly the energy consumption necessary for global
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synchronization of WSNs. A novel approach for time synchronization is adopted

in PBS, where a group of sensor nodes are synchronized by only overhearing the

timing messages of a pair of sensor nodes. PBS requires a far smaller number of

timing messages than other well-known protocols and incurs no loss in synchronization

accuracy. Moreover, for densely deployed WSNs, PBS presents significant energy

saving.

Finally, this dissertation introduces a novel adaptive time synchronization pro-

tocol, named the Adaptive Multi-hop Timing Synchronization (AMTS). According

to the current network status, AMTS optimizes crucial network parameters consider-

ing the energy efficiency of time synchronization. AMTS exhibits significant benefits

in terms of energy-efficiency, and can be applied to various types of sensor network

applications having different requirements.
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CHAPTER I

INTRODUCTION

A. Motivations

1. Wireless Sensor Networks

With the help of recent technological advances in micro-electro-mechanical systems

(MEMS) and wireless communications, low-cost, low-power, and multi-functional

wireless sensing devices have been developed. When these devices are deployed over

a wide geographical region, they can collect information about the environment and

efficiently collaborate to process such information by forming a distributed communi-

cation network, called the wireless sensor network (WSN). WSN is a special case of

wireless ad-hoc network, and assumes a multi-hop communication framework with no

common infrastructure, where the sensors spontaneously cooperate to deliver infor-

mation by forwarding packets from a source to a destination. The feasibility of WSNs

keeps growing rapidly, and WSNs have been regarded as fundamental infrastructures

for future ubiquitous communications due to a variety of promising potential appli-

cations: monitoring the health status of humans, animals, plants and environment,

control and instrumentation of industrial machines and home appliances, homeland

security, detection of chemical and biological threats and leaks, etc. [1]-[4].

When designing sensor networks, there are a number of important factors to be

considered such as tolerance to node failures, scalability, dynamic network topology,

hardware constraints, production cost and power consumption [1]. In general, the

lifetime of a sensor network is proportional to that of battery since the sensor nodes

The journal model is IEEE Transactions on Automatic Control.
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are usually inaccessible after deployment. Besides, due to the space limitations and

other practical constraints in sensor nodes, power is a scarce resource for practical

WSNs. For these reasons, the energy efficiency represents in general the top prior-

ity in designing WSNs among all the above mentioned design considerations. Data

communication is one of the most significant operations in WSNs and assumes a

huge portion of the overall energy consumption. Indeed, the energy required for data

communication is by far greater than the energy required for data processing in a

sensor node [4]. This dissertation focuses on the problem of time (clock) synchroniza-

tion, which is critical and mandatory for data communications, and one of the most

important features for developing energy efficient sensor networks as well.

2. Importance of Time Synchronization in WSNs

Time synchronization is a procedure for providing a common notion of time across

a distributed system. It is crucial for WSNs in performing a number of fundamental

operations, such as

• Data fusion: Data merging is a main operation in all distributed networks

for processing and integrating in a meaningful way the collected data, and it

requires some or all nodes in the network to share a common time scale.

• Power management: Energy efficiency is a key designing factor for WSNs since

sensors are usually left unattended without any maintenance and battery re-

placement for their lifetimes after deployment. Most energy-saving operations

strongly depend on time synchronization. For instance, the duty cycling (sleep

and wake-up modes control) helps the nodes to save huge energy resources by

spending minimal power during the sleep mode. Thus, network-wide synchro-

nization is essential for efficient duty cycling and its performance is proportional
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to the synchronization accuracy.

• Transmission scheduling: Many scheduling protocols require time synchroniza-

tion. For example, Time Division Multiple Access (TDMA) scheme, one of

the most popular communications schemes for distributed networks, is only

applicable to a synchronized network.

Moreover, many localization, security and tracking protocols also demand the nodes

to timestamp their messages and sensing events. Therefore, time synchronization

appears as one of the most important research challenges in the design of energy-

efficient WSNs.

In general, synchronization is considered a critical problem for distributed wire-

less ad-hoc networks due to their decentralized nature and the timing uncertain-

ties introduced by the imperfections in hardware oscillators and message delays in

physical- and MAC-layers. All these uncertainties cause the local clocks of different

nodes to drift away from each other over the course of a time interval. In the context

of Internet (the most popular distributed network), time synchronization has been

thoroughly studied and investigated in the literature. For Internet, the Network Time

Protocol (NTP) [5] is employed ubiquitously due to its diverse advantages, such as

scalability, robustness and self-configurability. The main advantages of NTP are that

it does not rely on GPS and is a software-based protocol which makes it flexible to

the type of hardware platforms [6]. However, NTP presents a number of challenges

when applied to WSNs due to the unique nature of sensor networks: limited power

resources, wireless channel conditions, and dynamic topology caused by mobility and

failure. Therefore, different types of synchronization schemes have to be explicitly

designed for WSN applications to cope with these challenges (see also the surveys in

[7]-[13] for additional motivations in this direction). In this dissertation, we study the
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problem of time synchronization for WSNs in three distinct areas aiming at achieving

energy-efficient global synchronization.

B. Outline and Contributions of This Dissertation

The main contents and contributions of this dissertation are summarized as follows.

In Chapter II, the general clock model for time synchronization is first introduced

and analyzed. Some important features that have to be considered when design-

ing time synchronization protocols for WSNs are presented. Besides, various delay

components in timing message delivery are categorized. Chapter III presents three

general and fundamentally different time synchronization approaches, namely, sender-

receiver, receiver-receiver, and receiver-only synchronization. These basic approaches

are analyzed and compared to illustrate the common and different characteristics

in clock synchronization of WSNs. Chapter IV categorizes and surveys the existing

time synchronization protocols for WSNs focusing mainly on the signal processing

aspects including the most recent developments in this field, and relates them to the

results presented in Chapter III. In addition, Chapter IV presents the results con-

cerning the importance and effectiveness of adaptive time synchronization schemes,

and introduces some important adaptive synchronization protocols as well.

In Chapter V, we study the joint clock offset and skew estimation mechanism

based on the two-way timing message exchange model assuming two different classes

of random delays in message delivery. A thorough analysis of the classical two-way

message exchange model between two nodes under the symmetric exponential and

normal noise models is carried out in this chapter. The contribution of this study is

threefold. First, we analyze and derive the maximum likelihood estimators (MLEs)

and corresponding Cramer-Rao lower bounds (CRBs) for the conventional clock offset
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model as described in [14], assuming Gaussian and exponential models for the random

delays, respectively. Second, we derive the joint maximum MLE and corresponding

CRB using a more realistic linear clock skew model assuming Gaussian random delays.

Third, novel and practical clock skew estimators, which do not require to know the

fixed portion of delays, are proposed. The introduction of a clock skew correction

mechanism prolongs the re-synchronization period significantly, and therefore far less

power resources will be required in the synchronization process. In fact, the proposed

clock synchronization mechanism can be directly applied to the conventional protocols

using simple and low complexity modifications, a feature which is very attractive for

WSNs consisting of cheap and small nodes.

Chapter VI proposes a novel time synchronization scheme referred to as the

Pairwise Broadcast Synchronization (PBS) protocol, which efficiently combines the

sender-receiver synchronization and receiver-only synchronization (newly developed

in this dissertation) approaches to achieve network-wide synchronization with a sig-

nificantly reduced number of synchronization messages, i.e., with lesser energy con-

sumption. This study brings two main contributions: 1. Development of a novel

synchronization approach which can be partially or fully applied for implementation

of new synchronization protocols and for improving the performance of existing time

synchronization protocols. 2. Design of a time synchronization scheme which signif-

icantly reduces the overall network-wide energy consumption without incurring any

loss of synchronization accuracy compared to other well-known schemes.

The extension of PBS to general multi-cluster sensor networks is also studied

in this chapter. Based on a hierarchical connection tree of the network, we propose

an energy-efficient pair selection algorithm which only investigates the connectivity

among children nodes in every parent-children group of the spanning tree. This chap-

ter shows that the proposed algorithm does not require a heuristic network connection
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search and can be easily combined with other level-based protocols by simply adding

a group-wise connection discovery procedure.

In Chapter VII, we propose an energy-efficient Adaptive Multi-hop Timing Syn-

chronization (AMTS) scheme with the goal of achieving a long-term network-wide

synchronization with minimal energy consumption. The main advantages of the pro-

posed AMTS scheme are as follows. First, it represents a significantly enhanced

extension of the popular Timing-sync Protocol for Sensor Networks (TPSN) protocol

[14] aiming at minimizing the overall energy consumption in large-scale and long-

lived sensor networks. Second, it is equipped with flexible mechanisms to adjust

the synchronization mode, the period of network-wide timing synchronization (re-

synchronization rate), and joint clock offset and skew estimators in order to achieve

long-term reliability of synchronization. Finally, as opposed to some other well known

protocols that perform very poorly in high-latency acoustic networks, AMTS provides

excellent performance for networks characterized by high propagation delays and pos-

sible clock skew variations, e.g., underwater acoustic sensor networks. In addition, the

proposed synchronization scheme helps to reduce significantly the energy consumption

compared to the conventional protocols and to increase the re-synchronization period,

which induces highly energy-efficient timing synchronization. Moreover, the adaptive

features present in AMTS make it applicable to various other types of wireless sensor

networks with different requirements and design objectives.
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CHAPTER II

SIGNAL MODELS FOR TIME SYNCHRONIZATION

A. Definition of Clock

Every individual sensor in a network has its own clock. The counter in a sensor is

increased in accordance with the zero-crossings or the edges of the periodic output

signal of the local oscillator. When the counter reaches a certain threshold value,

an interrupt is created and delivered to the memory. The frequency of the oscillator

and the threshold value determine the resolution of the clock. Ideally, the clock of a

sensor node should be configured such that C(t) = t, where t stands for the ideal or

reference time. However, due to the imperfections of the clock oscillator, the clock

function of the ith node is modeled as

Ci(t) = θo + θs · t + ε, (2.1)

where the parameters θo and θs are called clock offset (phase difference) and clock

skew (frequency difference), respectively, and ε stands for random noise.

Assuming the effect of random noise ε is negligible, from (2.1), the clock rela-

tionship between two nodes, say Node 1 and Node 2, can be represented by

C1(t) = θ(12)
o + θ(12)

s · C2(t),

where θ
(12)
o and θ

(12)
s are the relative clock offset and skew between Node 1 and Node

2, respectively. Thus, θ
(12)
o = 0 and θ

(12)
s = 1 when the two clocks are perfectly

synchronized. Suppose there are L nodes in the network, then the global network-

wide synchronization is achieved when Ci(t) = Cj(t) for all i, j = 1, · · · , L.

Time synchronization in wireless sensor networks is a complicated problem due
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to the following reasons. First, every single oscillator has its unique clock parameters

regardless of its type. For instance, according to the data-sheet of a typical crystal-

quartz oscillator commonly used in sensor networks, the frequency of a clock varies

up to 40 ppm, which means clocks of different nodes can loose as much as 40 ms

in a second. In other words, every single oscillator might assume a different skew

parameter ranging from −20 to 20 ppm.

Notice that in general, the clock skew θs is a time-dependent random variable

(RV) and there are two concepts used often in clock terminology regarding the na-

ture of time-dependent randomness present in clock parameters. These concepts are

referred to as short-term and long-term stabilities, respectively. For the oscillators

currently used in sensor networks, all these parameters are almost constant for short-

term time intervals [15]. Besides, the total power of the noise process is too small to

be effective in short time-spans [16]. Therefore, the parameters of a clock are assumed

to be constant for the time period of interest.

As far as the long-term stability is concerned, the clock parameters are subject

to changes due to environmental or other external effects such as temperature, at-

mospheric pressure, voltage changes, and hardware aging [15]. Hence, in general, the

relative clock offset keeps changing with time, which means that the network has to

perform periodic time re-synchronization to adjust the clock parameters.

B. Design Considerations

Time synchronization for conventional wired networks has been thoroughly studied

and a plethora of synchronization protocols have been proposed as surveyed in [1].

For wireless sensor networks, there are a number of unique and important factors to

be considered when designing time synchronization protocols as listed below.



9

• Energy consumption

Energy consumption is momentous in wireless sensor networks due to their lim-

ited and generally non-rechargeable power resources [17]. Hence, the design of

wireless sensor networks should be subjected to maintaining minimal energy

expenditure in each sensor node. Various types of power control procedures,

such as sleep/wake-up modes and dynamic routing controls, are commonly con-

sidered in this regard. Time synchronization is one of the critical components

contributing to energy consumption due to the highly energy consuming radio

transmissions for achieving clock synchronization. Indeed, the energy consump-

tion required for time synchronization of a node is approximately 17 % of the

total energy spent by a node [18]. Pottie and Kaiser showed in [4] that the

RF energy required to transmit 1 bit over 100 meters (i.e., 3 Joules) is equiv-

alent to the energy required to execute 3 millions of instructions. Therefore,

developing efficient synchronization algorithms represents an ideal mechanism

for trading computational energy for reduced (RF) communication energy. In

sequel, energy efficiency is the main concern in designing time synchronization

protocols.

• Latency

Latency in message delivery is a fundamental factor when designing commu-

nications networks. For the networks based on multi-hop transmissions like

wireless sensor networks, this is even more critical because the uncertainty in

message delivery significantly increases as the number of hops increases. Be-

sides, the effects of channel variations, mobility, and ad-hoc nature of wireless

sensor networks make this problem more complex. Efficient localization and

time synchronization protocols are necessary for reducing the latency error and
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jitter.

• Security and reliability

Network security has gained a huge attention in recent years as the networks

become more accessible and vulnerable due to the development of sophisticated

spying techniques and devices. Besides, unlike wired networks, far more frequent

message losses occur in wireless networks because of the time-varying nature of

wireless channels. Therefore, a mechanism to cope with message losses and

malicious attacks in time synchronization will be necessary for wireless sensor

networks.

• Network topology changes

The performance of a time synchronization protocol is closely related to the

network topology, i.e., it varies with the density and distribution of sensors in

the network. Therefore, any shift in the location or scale of sensors incurs a

network topology change, which requires at its turn a new self-configuration.

Mobility of the sensors and battery timeouts are the main reasons for this

change. Hence, for dynamic sensor networks, time synchronization protocols

should be able to adapt well to frequent network topology changes.

• Scalability

Scalability is another important factor in the design of synchronization proto-

cols. The computational complexity of synchronization algorithms becomes

a critical problem as the number of sensors becomes very large. Besides,

many other crucial MAC operations, such as multi-hop routing and network-

configuration, highly depend on the network scalability as well.
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C. Delay Components in Timing Message Delivery

The main role of time synchronization in a distributed network is to ensure a common

timescale for all the network nodes, and to provide the right temporal coordination

among all the nodes engaged in a collaborative and distributed interaction with the

physical environment. Timing mismatch arises mainly from different setup times of

nodes and time variations introduced by local oscillators running at different frequen-

cies. Environmental variations, such as temperature and aging, also drive local clock

oscillators run even unpredictably. All these uncertainties cause the local clocks of

different nodes to drift away from each other over the course of a time interval.

Assume two nodes need to be synchronized. One of the node sends its current

time to a neighboring node, if there is absolutely no delay in the message delivery,

that neighboring node can immediately know the difference between its clock and its

neighbor’s clock. Unfortunately, in a real wireless network, various delays affect the

message delivery, making time synchronization much more difficult than it seems to

be. In general, a series of timing message transmissions is required to estimate the

relative time offsets among nodes. In some sense, time synchronization in wireless

sensor networks can be regarded as a process of removing the non-deterministic delays

during timing message transmission over wireless channels.

There are a number of non-deterministic delays while transferring messages be-

tween nodes. Kopetz and Ochsenreiter for the first time analyzed the structure of

message delays and characterized the delay components according to the process of

message delivery [19]. The delay components in message delivery can be categorized

into

1. Send Time: the time spent in building the message at the application layer

including other delays introduced by the operating system when processing the
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send request. The send time is nondeterministic and can be up to hundreds of

milliseconds depending on the workload of the system.

2. Access Time: the waiting time for accessing the channel after reaching the MAC

layer. This is the most significant factor and highly variable according to the

specific MAC protocol. The access time is nondeterministic and varies from

milliseconds up to seconds depending on the current network traffic.

3. Transmission Time: the time for transmitting a message at the physical layer.

This delay can be estimated by the length of a message and the speed of radio

in the medium and is in the order of tens of milliseconds.

4. Propagation Time: the actual time for a message to transmit from the sender

to the receiver in a wireless channel. The propagation time is deterministic and

less than one microsecond, which is almost negligible comparing with the other

delay components.

5. Reception Time: the time required for receiving a message at the physical layer,

which is the same as the transmission time. In some cases, this delay has been

categorized as a part of the receive time to be presented next.

6. Receive Time: the time to construct and send a received message to the appli-

cation layer at the receiver. It can be viewed as the corresponding component

at the receiver side of the send time at the transmitter side, and can be time-

varying due to the variable delays introduced by the operating system.

Note that the time delay in message transmission is also depending on other

factors, such as hardware platform, error correction code, and modulation scheme.

The estimated time delay discussed above in each component is based on the MICA

platform [20], [21]. More detailed analysis can be found in [22]-[26].
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CHAPTER III

FUNDAMENTAL APPROACHES TO TIME SYNCHRONIZATION

Time synchronization in wireless sensor networks can be achieved by transferring a

group of timing messages to the target sensors. The timing messages contain the

information about the time-stamps measured by the transmitting sensors. There

exist two well-known approaches for time synchronization in wireless sensor networks,

which are categorized as sender-receiver synchronization (SRS) and receiver-receiver

synchronization (RRS). SRS is based on the traditional model of two-way message

exchanges between a pair of nodes. For RRS, the nodes to be synchronized first

receive a beacon packet from a common sender, then compare their receiving time

readings of the beacon packet to compute the relative clock offset. Most of the

existing time synchronization protocols rely on one of these two approaches. For

instance, the Network Time Protocol (NTP) [5] and the Timing-sync Protocol for

Sensor Networks (TPSN) [14] adopt SRS since they depend on a series of pairwise

synchronizations that assume two-way timing message exchanges. Notice also that

the Reference Broadcast Synchronization (RBS) protocol [27] relies on RRS since it

requires pairs of message exchanges among children nodes (except the reference) to

compensate their relative clock offsets.

Recently, a new approach for time synchronization, called the receiver-only syn-

chronization (ROS), was proposed. It aims at minimizing the number of required

timing messages and energy consumption during synchronization while preserving

a high level of accuracy [28]. This approach can be used to achieve network-wide

synchronization with much lesser timing messages than other well-known existing

protocols such as TPSN and RBS.

Next we will present and analyze each of these synchronization approaches and
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Fig. 1. Sender-receiver synchronization and receiver-only synchronization.

illustrate how the general design considerations can be resolved in these approaches.

For all these approaches, we only present the underlying signaling mechanisms for per-

forming pairwise synchronization, i.e., synchronizing a pair of nodes, since network-

wide synchronization can be simply achieved by performing a group of pairwise syn-

chronizations.

A. Sender-Receiver Synchronization

This approach is based on the classical two-way timing message exchange mechanism

between two adjacent nodes. Consider a parent Node P and one of its children node

Node A in Fig 1. The clock model for the two-way message exchange is depicted in

Fig. 2, where θ
(AP)
o denotes the clock offset between Node A and Node P and timing

messages are assumed to be exchanged multiple (N) times [7], [14]. Here, the time

stamps made during the ith message exchange T
(A)
1,i and T

(A)
4,i are measured by the

local clock of Node A, and T
(P)
2,i and T

(P)
3,i are measured by the local clock of Node

P, respectively. Node A transmits a synchronization packet, containing the value
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of time stamp T
(A)
1,i to Node P. Node P receives it at time T

(P)
2,i and transmits an

acknowledgement packet to Node A at T
(P)
3,i . This packet contains the value of time

stamps T
(A)
1,i , T

(P)
2,i , and T

(P)
3,i . Then, Node A finally receives the packet at T

(A)
4,i .

As discussed before, packet delays can be characterized into several distinct com-

ponents: send, access, transmission, propagation, and receive times. These delay

components are divided into two parts: the fixed portion d and the variable portion

Xi. The variable portion of delays depends on various network parameters (e.g.,

network status, traffic, etc.) and setup, and therefore no single delay model can

be found to fit for every case. Thus far, several probability density function (PDF)

models have been proposed for modeling random delays, the most widely deployed

ones being Gaussian, Gamma, exponential and Weibull PDFs [27], [29], and [30].

The Gaussian delay model is appropriate if the delays are thought to be the addi-

tion of numerous independent random processes. In [27], the chi-squared test showed

that the variable portion of delays can be modeled as Gaussian distributed random

variables (RVs) with 99.8% confidence. On the other hand, a single-server M/M/1

queue can fittingly represent the cumulative link delay for point-to-point hypothetical

reference connection, where the random delays are independently modeled as expo-

nential RVs [31]. Thus, we assume the random portions of delays are either normal

or exponentially distributed RVs.

Suppose that the clock frequencies of two nodes remain equal during the synchro-

nization period, and both X
(AP)
i and X

(PA)
i are normal distributed RVs with mean µ

and variance σ2/2. From Fig. 2, T
(P)
2,i and T

(A)
4,i can be expressed as

T
(P)
2,i = T

(A)
1,i + θ(AP)

o + d(AP) + X
(AP)
i , (3.1)

T
(A)
4,i = T

(P)
3,i + θ(PA)

o + d(PA) + X
(PA)
i , (3.2)
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Fig. 2. Clock synchronization model of SRS and ROS.

where θ
(PA)
o = −θ

(AP)
o , and d(AP) and X

(AP)
i denote the fixed and random portions of

timing delays in the message transmissions from Node A to Node P, respectively. By

defining the delays in up-link Ui , T
(P)
2,i − T

(A)
1,i and down-link Vi , T

(A)
4,i − T

(P)
3,i , the

ith delay observations corresponding to the ith timing message exchange are given

by Ui = θ
(AP)
o + d(AP) + X

(AP)
i and Vi = θ

(PA)
o + d(PA) + X

(PA)
i , respectively. Then, the

likelihood function based on the observations {Ui}N
i=1 and {Vi}N

i=1 is given by

L(θ(AP)
o , µ, σ2) = (πσ2)−

N
2 e

− 1
σ2

"
NP

i=1
(Ui−d(AP)−θ

(AP)
o −µ)2+

NP
i=1

(Vi−d(PA)+θ
(AP)
o −µ)2

#
,

where N stands for the number of message exchanges. Differentiating the log-

likelihood function leads to

∂ ln L(θ
(AP)
o )

∂θ
(AP)
o

= − 2

σ2

N∑
i=1

[θ(AP)
o + d(AP) − d(PA) − (Ui − Vi)].

The fixed portions of delays are mainly determined by the propagation delays, and

both up- and down-link channels have the same distance. Thus, the fixed portions of

delays d(AP) and d(PA) are assumed to be equal, and is denoted by d for the rest of
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this chapter. Indeed, the propagation delay is less than one microsecond for ranges

under 300 meters, hence almost negligible when compared to other dominant delay

components whose ranges are about hundreds of milliseconds [22]. The MLE of clock

offset is given by

θ̂(AP)
o = arg max

θ
(AP)
o

[ln L(θ(AP)
o )] =

U − V

2
. (3.3)

Thus, Node A can be synchronized to the parent node Node P by simply taking the

difference of the average delay observations U and V .

For exponential random delays X
(PA)
i and X

(AP)
i with the same mean λ, the

likelihood function based on the observations {Ui}N
i=1 and {Vi}N

i=1 becomes

L(θ(AP)
o , λ) = λ−2Ne

− 1
λ

NP
i=1

[Ui+Vi−2d] ·
N∏

i=1

I
[
Ui − θ(AP)

o − d ≥ 0, Vi + θ(AP)
o − d ≥ 0

]
,

where I(·) stands for the indicator function (i.e., I(·) is 1 whenever its inner condition

holds, otherwise being equal to 0). In [32], Jeske proved that the maximum likeli-

hood estimator of θ
(AP)
o exists when d is unknown and exhibits the same form as the

estimator proposed in [33] and [34], namely

θ̂(AP)
o =

min
1≤i≤N

Ui − min
1≤i≤N

Vi

2
, (3.4)

Notice from (3.3) and (3.4), it is clear that if only one round of message exchange is

performed (N = 1), the MLE of clock offset for both exponential and Gaussian delay

models become θ̂
(AP)
o = (U − V )/2, which is exactly the same clock offset estimator

adopted in [14].

Note that the clock offset between two nodes generally keeps increasing due to

the difference of clock parameters of each oscillator. Thus, applying the clock skew

correction mechanism increases the synchronization accuracy and guarantees the long-

term reliability of synchronization. In Chapter V, we derive the joint clock offset and
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skew estimators for the SRS approach. Besides, a family of robust and practical clock

offset and skew estimators which do not require prior knowledge of d is also proposed

in Chapter V.

B. Receiver-Only Synchronization

Due to the power constraint, the communication range of a sensor is strictly limited to

a (radio-geometrical) circle whose radius depends on the transmission power (see Fig.

1). In this figure, every node within checked area (e.g., Node B) can receive messages

from both Node P and Node A. Suppose that Node P is a parent (or reference)

node, and Node P and Node A perform a pairwise synchronization using two-way

timing message exchanges [14]. Then, all the nodes in the common coverage region of

Node P and Node A (checked region) can receive a series of synchronization messages

containing the information about the time stamps of the pairwise synchronization.

Using this information, Node B can be also synchronized to the parent node Node

P with no extra timing message transmissions. This approach is called receiver-only

synchronization (ROS). In general, all the sensor nodes lying within the checked area

can be synchronized by only receiving timing messages using ROS. Here, Node P and

Node A can be regarded as super nodes since they provide synchronization beacons

for all the nodes located in their vicinity.

In Fig. 1, consider an arbitrary node, say Node B, in the checked region. While

Node P and Node A exchange time messages, Node B can overhear these time mes-

sages. Hence, Node B is capable of observing a set of time readings ({T (B)
2,i }N

i=1) at its

local clock when it receives packets from Node A as depicted in Fig 2. Besides, Node

B can also receive the information about a set of time stamps {T (P)
2,i }N

i=1 obtained by

receiving the packets transmitted by Node P. Considering the effects of both clock



19

offset and skew, the reception time at Node P in the ith uplink message T
(P)
2,i is given

by

T
(P)
2,i = T

(A)
1,i + θ(AP)

o + θ(AP)
s · (T (A)

1,i − T
(A)
1,1 ) + d(AP) + X

(AP)
i , (3.5)

where θ
(AP)
s stands for the relative clock skew between Node A and Node P. Likewise,

the reception time at Node B in the ith uplink message T
(B)
2,i can be represented by

T
(B)
2,i = T

(A)
1,i + θ(AB)

o + θ(AB)
s · (T (A)

1,i − T
(A)
1,1 ) + d(AB) + X

(AB)
i , (3.6)

where θ
(AB)
o and θ

(AB)
s stand for the relative clock offset and skew between Node A

and Node B, d(AB) and X
(AB)
i denote the fixed and random portions of timing delays

in the message transmission from Node A to Node B, respectively. Here, X
(AB)
i is

assumed to be a normal distributed RV with mean µ and variance σ2/2.

The linear regression technique can be applied to synchronize Node B and com-

pensate the effects of the relative clock skew between Node P and Node B. Subtracting

(3.6) from (3.5) gives

T
(P)
2,i − T

(B)
2,i = θ(BP)

o + θ(BP)
s · (T (A)

1,i − T
(A)
1,1 ) + d(AP) − d(AB) + X

(AP)
i −X

(AB)
i . (3.7)

Since d(AB) and d(AP) are fixed values and X
(AB)
i and X

(AP)
i are normal distributed

RVs, the noise component can be defined by z[i] , µ′ + X
(AP)
i −X

(AB)
i , where µ′ ,

d(AP) − d(AB) and z[i] ∼ N (µ′, σ2). Let x[i] , T
(P)
2,i − T

(B)
2,i − µ′ and w[i] , z[i] − µ′,

then the set of observed data can be written in matrix notation as follows:

x = Hθ + w,

where x = [x[1] x[2] · · · x[N ]]T , w = [w[1] w[2] · · · w[N ]]T , θ = [θ
(BP)
o θ

(BP)
s ]T , and

H =




1 1

0 T
(A)
1,2 − T

(A)
1,1

· · · 1

· · · T
(A)
1,N − T

(A)
1,1




T

.
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Note that the noise vector w ∼ N (0, σ2I) and the matrix H is the observation matrix

whose dimension is N × 2. From [35, Theorem 3.2, p. 44], the minimum variance

unbiased (MVU) estimator for the relative clock offset and skew is given by θ̂ = g(x)

where g(x) satisfies

∂ ln p(x; θ)

∂θ
= I(θ)(g(x)− θ). (3.8)

Since the noise vector w is zero mean and Gaussian distributed, from the results in

[35, p. 85], the derivative of the log-likelihood function can be written as

∂ ln p(x; θ)

∂θ
=

HTH

σ2
[(HTH)−1HTx− θ], (3.9)

where HTH is assumed to be invertible. Therefore, comparing (3.8) with (3.9) yields

θ̂ = (HTH)−1HTx, (3.10)

I(θ) =
HTH

σ2
, (3.11)

where I(θ) is the Fisher information matrix. After some mathematical manipulations,

the joint clock offset and skew estimator can be expressed as




θ̂
(BP)
o

θ̂
(BP)
s


 =

1

N
N∑

i=1

D2
i −

[
N∑

i=1

Di

]2




N∑
i=1

D2
i

N∑
i=1

x[i]−
N∑

i=1

Di

N∑
i=1

[Di · x[i]]

N
N∑

i=1

[Di · x[i]]−
N∑

i=1

Di

N∑
i=1

x[i]


 , (3.12)

where Di , T
(A)
1,i − T

(A)
1,1 . The Cramer-Rao lower bound (CRB) can be obtained by

inverting the Fisher information matrix I(θ). From (3.11), the Fisher information

matrix is given by

I(θ) =
1

σ2




N
N∑

i=1

Di

N∑
i=1

Di

N∑
i=1

D2
i


 .
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Then, inverting I(θ) yields

I−1(θ) =
σ2

N
N∑

i=1

D2
i −

[
N∑

i=1

Di

]2




N∑
i=1

D2
i −

N∑
i=1

Di

−
N∑

i=1

Di N


 . (3.13)

Hence, from (3.13), the CRBs for the relative clock offset and skew become

var(θ̂(BP)
o ) ≥

σ2
N∑

i=1

D2
i

N
N∑

i=1

D2
i −

[
N∑

i=1

Di

]2 (3.14)

and

var(θ̂(BP)
s ) ≥ σ2N

N
N∑

i=1

D2
i −

[
N∑

i=1

Di

]2 . (3.15)

Notice further that the regularity conditions for the CRBs hold:

E

[
∂ ln p(x; θ)

∂θ

]
=




E
[

∂ ln p(x;θ)

∂θ
(BP)
o

]

E
[

∂ ln p(x;θ)

∂θ
(BP)
s

]




=




E

[
1
σ2

N∑
i=1

[
x[n]− θ

(BP)
o − θ

(BP)
s ·Di

]]

E

[
1
σ2

N∑
i=1

{[
x[n]− θ

(BP)
o − θ

(BP)
s ·Di

]
·Di

}]


 = 0.

Consequently, using the results in (3.12), Node B can be synchronized to Node P.

Likewise, all the other nodes in the checked region in Fig. 1 can be simultaneously

synchronized to the parent node Node P without any additional timing message

transmissions, thus saving a significant amount of energy.

C. Receiver-Receiver Synchronization

Receiver-receiver synchronization is an approach to synchronize a set of children nodes

who receive the beacon messages from a common sender (a reference or parent node).
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Fig. 3. Receiver-receiver synchronization.

Consider a parent (reference) node P and arbitrary nodes A and B, which locate

within the communication range of the parent node in Fig. 3. Suppose, in Fig. 4

both Node A and Node B receive the ith beacon from Node P at time instants T
(A)
2,i

and T
(B)
2,i of their local clocks, respectively. Nodes A and B record the arrival time

of the broadcast packet according to their own timescales and then exchange their

time-stamps. Suppose X
(PA)
i denotes the nondeterministic delay components (random

portion of delays) and d(PA) denotes the deterministic delay component (propagation

delay) from Node P to Node A, then T
(A)
2,i can be written as

T
(A)
2,i = T1,i + d(PA) + X

(PA)
i + θ(PA)

o + θ(PA)
s · (T1,i − T1,1), (3.16)

where T1,i is the transmission time at the reference node, θ
(PA)
o and θ

(PA)
s are the clock

offset and skew of Node A with respect to the reference node, respectively. Similarly,

we can decompose the arrival time at Node B as

T
(B)
2,i = T1,i + d(PB) + X

(PB)
i + θ(PB)

o + θ(PB)
s · (T1,i − T1,1), (3.17)
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Fig. 4. Clock synchronization model of RRS.

where d(PB), X
(PB)
i , θ

(PB)
o , and θ

(PB)
s stand for the propagation (fixed) delay, random

portion of delays, clock offset and skew of Node B with respect to the reference node,

respectively.

Subtracting (3.17) from (3.16), we obtain

T
(A)
2,i − T

(B)
2,i = θ(BA)

o + θ(BA)
s · (T1,i − T1,1) + d(PA) − d(PB) + X

(PA)
i −X

(PB)
i (3.18)

where θ
(BA)
o , θ

(PA)
o − θ

(PB)
o and θ

(BA)
s , θ

(PA)
s − θ

(PB)
s are the relative clock offset

and skew between Node A and Node B at the time they receive the ith broadcast

packet from the reference node, respectively. Here, we assume these random portions

of delays X
(PA)
i and X

(PB
i are normal distributed RVs with mean µ and variance

σ2/2. Indeed, (3.18) assumes exactly the same form as (3.7). Hence, the same steps

can be applied to derive the joint clock offset and skew estimator for ROS. More

specifically, let the noise component z[i] , µ′ + X
(BA)
i , where µ′ , d(PA) − d(PB) and

z[i] ∼ N (µ′, σ2). Let also define x[i] , T
(A)
2,i − T

(B)
2,i − µ′ and w[i] , z[i] − µ′. Using

similar steps as in ROS, it is straightforward to show that the same form of the joint

clock offset and skew estimator (3.12) can be also applied to RRS. Consequently, there

is no difference between ROS and RRS with regard to the accuracy of synchronization
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since the effects of random delays are the same. Likewise, the CRB for RRS can also

be obtained using a similar procedure as in ROS. When there is no relative clock skew

(θ
(BA)
s = 0), it is straightforward to show that the maximum likelihood estimator of

the relative clock offset θ̂
(BA)
o becomes

θ̂(BA)
o =

1

N

N∑
i=1

[
T

(A)
2,i − T

(B)
2,i

]
, (3.19)

which is the equivalent to the estimator presented in [27].

The main benefit of this approach is that all non-deterministic delay components

on the transmitter side (send time and access time) are eliminated. Thus, a high

degree of synchronization accuracy can be achieved using this approach.

D. Comparisons

Sender-receiver synchronization can be directly time-stamped at the physical layer

so as to eliminate the effects of delay components related to the operating system.

Hence, it significantly mitigates the uncertainty of timing delays in message delivery.

In contrast, receiver-receiver synchronization removes the effect of nondeterministic

delay components, such as send and access times, on the receiver side. Experimental

results using the Berkeley mote platform in [14] claim that sender-receiver synchro-

nization outperforms receiver-receiver synchronization in terms of synchronization

accuracy (errors) by roughly two times. However, it is arguable since performance

depends on a variety of different factors, such as the network platform and setup,

channel status, and estimation schemes.

Receiver-only synchronization aims at minimizing the overall energy consumption

in synchronization. In this approach, a number of sensor nodes can be synchronized

without any message transmission, i.e., they can be synchronized by only receiving
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timing messages between pairs of nodes. Although there will be no gain regarding

the synchronization accuracy compared with the other approaches, receiver-only syn-

chronization significantly reduces the overall network-wide energy consumption by

decreasing the number of required timing messages in synchronization.
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CHAPTER IV

TIME SYNCHRONIZATION PROTOCOLS

Thus far, a number of protocols have been suggested to solve the problem of time syn-

chronization in distributed networks. For general computer networks, NTP has been

adopted as the standard time synchronization scheme of the Internet [5]. Although

NTP was shown to perform well in computer networks, it is not directly applicable to

wireless sensor networks due to the unique challenges sensor networks face: limited

power resources, wireless channel conditions, dynamic topology changes, etc., (recall

also the design considerations presented in Chapter II). NTP enjoys unlimited (or

rechargeable) energy resources and a relatively static topology in computer networks.

However, these are not available in sensor networks. Therefore, different types of

time synchronization protocols have been proposed to meet the design requirements

of wireless sensor networks [3].

Ideally, a time synchronization protocol should be able to work optimally in

terms of all the design requirements imposed on time synchronization, which are

energy efficiency, scalability, precision, security, reliability, and robustness to network

dynamics. However, the complex nature of wireless sensor networks makes it very

difficult to optimize the protocol with respect to all these requirements simultaneously.

Due to the tradeoffs in satisfying these requirements, each protocol is designed to put

distinct emphases on different requirements.

Assuming various criteria, time synchronization protocols can be categorized into

different classes:

• Master-Slave vs. Peer-to-Peer

– Master-Slave: where first a tree-like network hierarchy is arranged, and



27

upon the completion of this arrangement only the connected nodes in the

hierarchy synchronize with each other.

– Peer-to-Peer : where any pair of nodes in the network can synchronize with

each other.

• Clock Correcting vs. Untethered Clock

– Clock Correcting : where the clock function in memory is modified after

each run of the time synchronization process.

– Untethered Clock : where every node maintains its own clock as it is, and

keeps a time-translation table relating its clock to other nodes’ clocks;

thus, instead of updating its clock constantly, each node translates the

time information in the data packets coming from other nodes to its own

clock by using the time-translation table.

• Synchronization Approach

– Sender-Receiver : where one of two nodes, which are synchronizing with

each other, sends a time-stamp message while the other one receives it.

– Receiver-Receiver : where a reference node transmits synchronization-signals

and two synchronizing nodes receive these signals and record the time of

receptions (time-stamps).

– Receiver-Only : where a group of nodes can be simultaneously synchronized

by only listening to the message exchanges of a pair of nodes.

• Pairwise Synchronization vs. Network-Wide Synchronization

– Pairwise synchronization: where the protocols are primarily designed to

synchronize two nodes, although they usually can be extended to handle
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synchronization of a group of nodes.

– Network-wide synchronization: where the protocols are primarily designed

to synchronize a large number of nodes in the network.

Additional classifications could be found in [7]. In the following, we will summarize

the existing time synchronization protocols based on the last category.

A. Pairwise Synchronization

1. Timing-Sync Protocol for Sensor Networks (TPSN)

TPSN [14] uses the two-way message exchange mechanism, as discussed in the sender-

receiver synchronization approach (described in Chapter III), to achieve the synchro-

nization between two nodes. With only one round of message exchanges, and without

any statistical model on the variable delay components X
(AP)
i and X

(PA)
i in (3.1) and

(3.2), a simple estimate for θ
(AP)
o is proposed in [14] as

θ̂(AP)
o =

Ui − Vi

2
, (4.1)

where Ui , T
(P)
2,i − T

(A)
1,i and Vi , T

(A)
4,i − T

(P)
3,i . Notice that in the original form of

TPSN, it does not estimate clock skew, therefore, frequent application of TPSN is

needed to keep the clock offset between two nodes under a certain limit.

Assume the clock offset θ
(AP)
o is constant for N rounds of message exchanges. If

X
(AP)
i and X

(PA)
i are exponentially distributed with the same unknown mean λ and

when d , d(AP) = d(PA) is unknown, it is proved in [32] that the ML estimator of

θ
(AP)
o is given by

θ̂(AP)
o =

min1≤i≤N Ui −min1≤i≤N Vi

2
. (4.2)

On the other hand, with X
(AP)
i and X

(PA)
i being modeled as independent and normally
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distributed RVs with the same mean µ and variance σ2/2, the Maximum Likelihood

(ML) estimate for θ
(AP)
o takes the equation (derived in Chapter III)

θ̂(AP)
o =

1
N

∑N
i=1 Ui − 1

N

∑N
i=1 Vi

2
. (4.3)

From (4.1), (4.2) and (4.3), it is clear that if only one round of message exchange is

performed, the TPSN presented in (4.1) is the ML estimator under both exponential

and Gaussian delay models.

In Chapter V, we propose a practical joint clock offset and skew correction scheme

to guarantee the long-term stability of synchronization for TPSN. Moreover, the joint

offset and skew ML estimators for TPSN under Gaussian delay assumption are also

derived in Chapter V.

2. Tiny-Sync and Mini-Sync

Tiny-sync and Mini-sync [36] are two lightweight clock synchronization protocols that

also use the two-way message exchanges. Suppose that Node A and Node P exchange

timing messages like in Fig. 5. This figure shows the effect of clock offset (θo) and

skew (θs) on timing message exchanges between two nodes. Without loss of generality,

the reference time T
(A)
1,1 is set to be zero. Here, the time stamp at Node P in the ith

uplink message T
(B)
2,i is given by

T
(P)
2,i = T

(A)
1,i + θ(AP)

o + θ(AP)
s (T

(A)
1,i + d + X

(AP)
i ) + d + X

(AP)
i

= (1 + θ(AP)
s )(T

(A)
1,i + d + X

(AP)
i ) + θ(AP)

o , (4.4)
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Fig. 5. Linear clock skew model for message exchanges.

where the term θ
(AP)
s (T

(A)
1,i + d + X

(AP)
i ) is due to the effect of clock skew. Similarly,

the time stamp at Node P in the ith downlink message T
(P)
3,i takes the equations

T
(P)
3,i = T

(A)
4,i + θ(AP)

o + θ(AP)
s (T

(A)
4,i − d−X

(PA)
i )− d−X

(PA)
i

= (1 + θ(AP)
s )(T

(A)
4,i − d−X

(PA)
i ) + θ(AP)

o , (4.5)

where the term θ
(AP)
s (T

(A)
4,i − d−X

(PA)
i ) is again due to the effect of clock skew.

This protocol assumes that Node P reply to Node A immediately after receiving

the message, i.e., T
(P)
2,i = T

(P)
3,i . Suppose the clocks between Node A and Node P are

linearly related, from (5.9) and (5.10), we have

T
(P)
2,i − θ

(AP)
o

1 + θ
(AP)
s

= T
(A)
1,i + d + X

(AP)
i ,

T
(P)
2,i − θ

(AP)
o

1 + θ
(AP)
s

= T
(A)
4,i − d−X

(PA)
i .

Since d, X
(AP)
i and X

(PA)
i are all non-negative, defining θ′s , 1/(1 + θ

(AP)
s ) and θ′o ,
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θ
(AP)
o /(1 + θ

(AP)
s ), we obtain

T
(A)
1,i ≤ θ′sT

(P)
2,i + θ′o ≤ T

(A)
4,i . (4.6)

The 3-tuple of timestamps (T
(A)
1,i , T

(P)
2,i , and T

(A)
3,i ) is called a data point. With N

message exchanges, the goal is to find θ′o and θ′s such that they satisfy (4.6) for

1 ≤ i ≤ N . In general, this is a linear programming problem and there are an infinite

number of solutions for this problem [37]. Although more timestamps would generate

tighter bounds on θ′o and θ′s, unfortunately, at the same time, the computational and

storage requirements of the linear programming approach also increases. Thus, such

an approach does not appear suitable to be implemented in wireless sensor nodes,

which have strictly limited memory and computing resources.

Tiny-sync and Mini-sync tackle the problem as finding the best-fit line that lies

between the bound sets defined by the data points. Based on the observation that

not all data points are useful, Tiny-sync preserves only four constraints (the ones that

yield the best bounds on the estimate) out of all data points. This results in a very

efficient algorithm. However, it is shown by a counterexample [36] that this scheme

does not always produce the optimal solution since some data points are considered

useless and discarded at a certain time, a step which would actually might provide a

better bound if it is properly considered with another data point that is yet to come.

Mini-sync is an improved version of Tiny-sync in the sense that it finds the

optimal solution with increased complexity (but still with lesser complexity than the

linear programming approach). Mini-sync basically uses an additional criterion to

determine whether the data point can be safely discarded.
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3. Reference Broadcast Synchronization (RBS)

RBS [27] is based on the RRS approach discussed in Chapter III. Let the time-stamps

recorded at Node A and Node B for receiving the ith common packet be denoted as

T
(A)
2,i and T

(B)
2,i , respectively. The estimate of the clock offset between Node A and

Node B is proposed in [27] as

θ̂(BA)
o =

1

N

N∑
i=1

[
T

(A)
2,i − T

(B)
2,i

]
, (4.7)

where N stands for the total number of common packets received by Node A and

Node B. We have shown in Chapter III that the above estimator is actually the ML

estimator for the clock offset, assuming the random portions of the delays in message

deliveries are Gaussian distributed RVs, and there is no clock skew. When there is a

clock skew between Node A and Node B, least-squares linear regression is proposed

in [27] to estimate the clock skew.

The main advantage of RBS is that by comparing the time stamps of a common

packet at two different nodes, it removes the largest sources of non-deterministic error

(send time and access time) from the transmission path. Thus, RBS provides a high

degree of synchronization accuracy. Note also that RBS can be applied to commodity

hardware and existing software in sensor networks as it does not need access to the

low levels of the operating system.

Under the setting that a sensor node observes and synchronizes to a broadcast

clock, [38] derives the ML estimator for clock offset and skew with the broadcast

message delay being modeled as uniformly distributed RVs. It is shown that the ML

estimate in this case is generally not unique. Furthermore, the support of likelihood

function is not convex which leaves out the possibility of taking the mean of all equally

likely solutions. This motivated [38] to consider the linear estimator for the clock



33

offset and skew. Under the same setting, [39] derives the joint ML clock offset and

skew estimator with the assumption that the broadcast message delays are modeled

as exponentially distributed RVs. It is shown in [39] that a unique joint ML clock

offset and skew estimate exists under certain conditions, as opposed to the case of

uniformly distributed delay. Furthermore, Gibbs sampler was introduced in [39] to

further enhance the performance of the joint ML estimator.

4. Flooding Time Synchronization Protocol (FTSP)

In [22], it is argued that if one can time-stamp the message at MAC layer, this

immediately eliminates three sources of delay uncertainties: transmit, access and

receive times. In this case, the main delivery delay comes from transmission and

reception times at the radio chips (see Chapter II). These delays can be further

decomposed into 1) interrupt handling time, which is the delay between the radio

chip raising and the microcontroller responding to an interrupt; 2) encoding time,

which is the time it takes for the radio chip to encode and transform the message into

a radio wave; 3) decoding time, which is the time for the radio chip at the receiver to

transform the radio wave back into binary data; and 4) byte alignment time, which is

the delay at the receiver to synchronize with the byte boundary at the physical layer.

FTSP [22] uses a single broadcasted message to establish synchronization points

between sender and receivers, while eliminating the jitter of interrupt handling and

encoding/decoding times by utilizing multiple MAC layer time stamps both on the

sender and receiver sides. Furthermore, the skew of the clock between sender and

receiver is estimated using multiple messages and linear regression.
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B. Network-Wide Synchronization

Until this point, we have only described the time synchronization between two neigh-

boring sensor nodes. In this section, we will discuss protocols for network-wide syn-

chronization.

1. Extension of TPSN

In order to establish a global timescale for all the nodes in the sensor field based

on TPSN, [14] proposes to create a hierarchical structure (spanning tree) in the net-

work (named level discovery phase) before pairwise synchronization being performed

between adjacent levels (named synchronization phase). The level discovery phase

consists of the following steps: 1) select a root node using an appropriate leader elec-

tion algorithm and assign a 0-level to the root node; 2) the root node broadcast a

level discovery packet (LDP) containing the identity and the level of packet; 3) every

node who receives a LDP assigns its level to a level greater (by one) than that of

the received packet and sends a new level discovery packet attaching its own level

(once being assigned a level, a node neglects future packets requesting level discov-

ery to avoid flooding congestion); 4) repeat step 3) until every node in the network

successfully assigns a level.

After the spanning tree is formed, the root node initiates the synchronization

phase by synchronizing all the nodes in level 1. Next, the nodes in level 1 synchronize

with the nodes in level 2, and so on, until all the nodes have been synchronized.

Notice that the synchronization error of a node with respect to the root node is

a non-decreasing function of the hop distance because the random signal errors over

each hop add up. A number of different searching algorithms can be considered in the

construction of the spanning tree. For instance, Van Greunen and Rabaey suggested
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some preliminary ideas on constructing spanning trees with low depth in order to

improve the accuracy of synchronization [18].

2. Lightweight Time Synchronization (LTS)

Also based on two-way message exchanges, [18] proposes two network-wide synchro-

nization protocols. The first one is called centralized multi-hop LTS, which is ba-

sically the same protocol as the extension of TPSN discussed above. The other

one is called distributed multi-hop LTS. This distributed LTS algorithm moves the

re-synchronization from the root node to the nodes that needs re-synchronization.

When a Node A determines that it needs to be re-synchronized, it will send a re-

synchronization request to the root node. In order for Node A to re-synchronize, all

nodes along the routing path from the root node to Node A will be synchronized in a

pairwise fashion. In case that clock skews are bounded, LTS provides an alternative

approach with low-complexity and high-efficiency. In [40] and [41], the probabilistic

approaches have been developed and extended. Besides, performance bounds under

various different assumptions have been analyzed in [42]-[44].

3. Extension of RBS

The RBS protocol discussed in the above subsection can only synchronize a set of

nodes that lie within a single broadcast domain. In order to synchronize a large

sensor network, [27] proposes to use gateway nodes for converting timestamps from

one neighborhood’s timebase to another. The idea is illustrated in Fig. 6. Nodes P1

and P2 send out synchronization beacons, and they create two overlapping neighbor-

hoods, where Node B lie in the overlapping area. Since Node A and Node B lie within

the same neighborhood, their clock relationship (i.e., clock offset and skew) can be

established from the Node P1 ’s reference broadcast. Similarly the clock relationship
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Fig. 6. Extension of RBS to multi-hop.

between Node B and Node C can be established from the Node P2 ’s reference broad-

cast. Therefore, the clock relationship between Node A and Node C can be computed

with Node B acting as a gateway.

4. Extension of FTSP

FTSP can be extended to network-wide synchronization in a straightforward manner.

First, a root node, to which the whole network is being synchronized, is elected by

the network. Nodes that are within the broadcast radius of the root node can receive

time-stamped messages from the root node. They then estimate the offset and skew of

their own local clocks, thus synchronizing with the root node. The newly synchronized

nodes can then broadcast synchronization messages to other nodes in the network.

The advantage of this flooding process is that it begins with the root node, and there

is no need to have a level hierarchy, as opposed to TPSN.
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5. Pairwise Broadcast Synchronization

In this dissertation, we propose the Pairwise Broadcast Synchronization (PBS) proto-

col, which employs both sender-receiver and receiver-only synchronization approaches

to achieve network-wide synchronization with high energy efficiency [28]. In PBS, a

number of sensor nodes can be synchronized by only overhearing timing messages be-

ing exchanged between pairs of nodes, which significantly reduces the overall energy

consumption by decreasing the number of required timing messages in synchroniza-

tion. PBS requires a much smaller number of timing messages than other existing

protocols such as RBS, TPSN, and FTSP, and its benefits remarkably increase as the

sensors are more densely deployed.

In fact, a similar concept of combining the merits of both RRS and SRS ap-

proaches has been applied in TDP. TDP elects the diffusion leaders in every level

of the network and the selected leaders successively broadcast synchronization mes-

sages. However, unlike TDP, the proposed PBS selects the best set of synchronization

pairs to minimize the number of overall timing messages and energy consumption,

while TDP is based on drastically different election criteria: the balance of work loads

and the clock stability. Besides, in TDP, there were no concerns about the optimum

number of diffusion leaders in terms of energy-efficiency and how to guarantee the

network-wide synchronization. Chapter VI illustrates and analyzes the proposed PBS

in detail.

6. Time Diffusion Protocol (TDP)

TDP [45] is a protocol enabling the sensor network to reach an equilibrium time with

the clocks of individual sensors within a small time deviation from the equilibrium

time. The protocol can be understood as periodically applying three phases: 1)
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Fig. 7. Time-diffusion synchronization protocol.

Election of master/diffused leader nodes, 2) Time diffusion procedure and 3) Peer

evaluation procedure. It is shown analytically in [45] that the TDP enables the

clocks in the whole network to converge to a unique value.

In the first phase, master nodes are elected in the sensor field. The election

criteria include the quality of clock and the energy resources of a particular node.

Referring to Fig. 7, assume that Node P is elected to be the master node (here we

illustrate the concept with one master node, while in more complicated networks,

more than one master node might be possible). Node P then sends a number of time-

stamped messages to its neighbors. Once the neighbors receive the messages, they

self-determine if they would become diffused leader nodes, based on the results of the

last round Peer evaluation procedure (the third phase). In Fig. 7, Nodes A, B and

C are the elected diffused leader nodes. The elected diffused leader nodes respond
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to the master node, thus enabling the master node to measure the average and the

standard deviation of the round-trip delay from its neighbors. At the same time, the

diffused leader nodes start sending messages to their own neighbors to measure the

mean and standard deviation of round-trip delay to their neighbors. The process is

repeated until all the nodes have been covered.

In the second phase, the time information from the master node will be diffused

(with the help of diffused leader nodes) to all the nodes in the network. The diffusion

procedure takes place according to the following sequence of events. First, the master

node sends a time-stamped message containing the standard deviation of the round-

trip delay to its neighbors. Before transmission, the time-stamp of the message is

adjusted with half of the measured average round-trip delay (from the first phase)

to account for the message delivery delay to its neighbors. Once the diffused leader

nodes receive the time-stamped message, they set their clock according to the received

time-stamp and then broadcast their own time-stamped messages, containing their

measured standard derivations of the round-trip times to their neighbors. Again,

before transmission of the messages, the time-stamps have to be adjusted with half

of the measured average round-trip delay to their neighbors. For nodes that are

not diffused leaders, if they only receive a message from one diffused leader node

(e.g., Node D in Fig. 7), they just set their clock according to the time-stamp they

received. For the nodes that have received more than one time-stamped messages

originated from different diffused leader nodes (e.g., Node E in Fig. 7), they will

use the standard deviations as weightings (the smaller the deviation, the larger the

weighting) to combine the clock values and set their clocks according to the result.

The purpose of the third phase is to allow the sensor nodes to evaluate the

stability of their local clock. First, the elected master nodes broadcast a number

of time-stamped messages. The neighbor nodes receiving these messages calculate
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the 2-sample Allan variance [45] of the local clock from the clock of the master

nodes and send back these calculated Allan variances to the master nodes. Then

the master nodes compute the average of all the Allan variances they received and

send the result back to their neighbor nodes [46]. By this procedure, all the neighbor

nodes can evaluate the quality of their clocks with respect to those of their neighbors

by comparing their calculated Allan variance with the average value. The above

procedure is repeated, but with the elected diffused leader nodes broadcasting the

time-stamped messages.

7. Synchronous and Asynchronous Diffusion Algorithms

In [47], two diffusion algorithms are proposed. The first one is called rate-based

synchronous diffusion algorithm. The idea behind this algorithm is that in order for

a network to achieve an equilibrium time, the clock at Node i, denoted as ci, should

be adjusted according to the differences between its clock and its neighbors’ clocks

(assuming node i has exchanged clock readings with its neighbors). That is, the

clock at Node i should be set to ci −
∑

j 6=i rij(ci − cj), where rij > 0 is the diffusion

rate, rij = 0 if Node i and Node j cannot directly communicate and the condition
∑

j 6=i rij ≤ 1 is enforced. The above algorithm can also be formulated using matrix

notation. For a group of n sensor nodes, let ct be the vector of length n containing the

clock readings of all the sensor nodes at time t. The synchronous diffusion algorithm

adjusts the clocks of different nodes using ct+1 = Rct, where

R =




r11 r12 · · · r1n

r21 r22 · · · r2n

...
...

. . .
...

rn1 rn2 · · · rnn




(4.8)
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and rii = 1−∑
j 6=i rij. It is shown in [47] that if the second largest eigenvalue of R is

smaller than 1, the synchronous diffusion algorithm will converge, in the sense that

all the elements in ct will be equal.

The synchronous diffusion algorithm requires all the nodes to operate in an or-

dered manner. In order to remove this constraint, [47] proposed another algorithm,

named asynchronous diffusion algorithm. In this algorithm, each node asks its neigh-

bors about their clock readings and compute the average value. Then the average

value is sent back to the neighbors so they can update their clocks. This algorithm

gives a very simple averaging operation of a node over its neighbors and the averaging

operations by different nodes can be carried out at different times and in any order

(thus the name asynchronous). It is shown in [47] that the clocks of sensor nodes at a

sensor network converges to the average value by using this asynchronous algorithm.

8. Protocols Based on Pulse Transmissions

Recently, synchronization schemes that operate exclusively at the physical layer by

transmitting pulses instead of message packets have been proposed in [48] and [49].

In [48], inspired by the synchronously flashing fireflies, the time synchronization prob-

lem in sensor network is modeled using the pulse coupled oscillators (PCO). In this

scheme, each node (say Node j) in the sensor network is associated with an increasing

monotonic state function xj(t) taking values from 0 to 1. If a node is isolated, the

state function xj(t) increases from 0 to 1 smoothly as a function of time and the

node emits a pulse when the state function achieves the unit value (xj(t) = 1). After

firing a pulse, the node resets immediately its state to zero. This results in periodic

emission of pulses with period T . If a node is not isolated, it can receive pulses from
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other nodes. When a node receive a pulse, its state variable changes as follow

xj(τ
+) =





xj(τ) + ε, if xj(τ) + ε < 1

0, otherwise
, (4.9)

where τ is the time the node receive a pulse and ε is the advancement of the clock

phase. This means that a node receiving a pulse either emits the pulse at the same

time or shortens the waiting time for the next round of emissions. With the assump-

tion that after a node fires a pulse, it enters a short refractory period, during which no

signal can be received from other nodes (to avoid infinite feedback). It can be shown

that only when the nodes emit the pulse simultaneously they will be insensitive to

coupling, and therefore achieve synchronization.

In [49], a cooperative technique that constructs a sequence of pulses with equidis-

tance zero-crossings is developed. The basic idea of this scheme is as follows. As-

sume there is a leader node and it emits a sequence of pulses with equidistance

zero-crossings. The surrounding nodes receive this pulse sequence, and based on the

locations of the observed zero-crossings, the surrounding nodes predict when the next

pulse will be transmitted. Then, these nodes emit pulses at their predicted times

and an aggregate pulse sequence will be generated. It is shown in [49] that although

the prediction at individual node may not be perfect, under certain conditions on

the pulse and in asymptotically dense networks, the zero-crossings of the aggregate

waveform sequence will be at the same positions as the zero-crossings of the original

waveform sequence emitted by the leader node due to spatial averaging. This aggre-

gate pulse sequence will be heard by the nodes lying further away from the leader

node and these nodes perform prediction as described before and emit their pulses

at their predicted times. The procedure will be continued until all the nodes are

synchronized.
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Notice that the synchronization algorithms discussed in this subsection only pro-

vide a unified ticking rhythm across sensor nodes, but not the synchronization of

clock time. A good analogy is a group of people clapping together to get a rhythm.

However, there exist applications in which a unified rhythm is enough, e.g., in distrib-

uted beamforming and reachback channel [50]. As another variation, a joint physical-

and network-layer time synchronization scheme was proposed to overcome the effects

of imperfect physical layer synchronization due to the nature of common wireless

channels [51].

C. Adaptive Time Synchronization

While all the above mentioned protocols in this chapter can achieve instantaneous

synchronization among nodes, the timing of different nodes would drift apart as

time passes; therefore, periodic re-synchronization is needed to maintain long-term

synchronization. Intuitively, less frequent re-synchronization requires lesser energy

but leads to a larger synchronization error, while more frequent re-synchronization

leads to a smaller synchronization error but requires more energy. A natural ques-

tion is what is the minimum re-synchronization frequency (or equivalently maxi-

mum re-synchronization period) that can meet the desired synchronization preci-

sion. Therefore, adaptive algorithms are necessary to dynamically determine the

re-synchronization period, number of beacons to be used in each round of synchro-

nization, synchronization accuracy, and so on. In this section, we will review three

existing adaptive time synchronization algorithms proposed in the literature.
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1. Rate-Adaptive Time Synchronization (RATS)

Consider the case where Node A sends time-stamped messages to Node B periodically

with period τ , and Node B records the receiving times of the messages. Based on a

number of data points (T
(A)
i , T

(B)
i ), where T

(A)
i and T

(B)
i are the time-stamps made at

Node A and Node B, respectively, Node B wants to determine the largest τ such that

the synchronization error is smaller than a certain limit. The Rate-Adaptive Time

Synchronization [52] is an algorithm that determines the optimal τ adaptively. Its idea

can be summarized using the flow chart shown in Fig. 8. First, Node B calculates

the optimal number of data samples for model parameters (e.g., clock offset and

skew) estimation based on the current value of τ . Next, Node B takes the required

number of data points (stored in memory) and estimates the model parameters. Then,

Node B computes the prediction error. Finally, using the calculated prediction error,

Node B adjusts the frequency of getting a new timing message from Node A: if the

prediction error is larger than the upper limit threshold Eu, it means that the timing

message rate is not frequent enough from Node A, therefore τ should be decreased;

on the other hand, if the prediction error is smaller than the lower limit threshold El,

that translates into fewer timing messages, thus τ should be increased. Multiplicative

increase and decrease strategies are used to enable fast convergence and quick response

to the changing environment. After getting a new data point according to the new

value of τ , the above process is repeated.

2. RBS-Based Adaptive Clock Synchronization

With in the RBS setting, [53] extends the deterministic RBS protocol (discussed in

Section 3) to an adaptive probabilistic synchronization algorithm, allowing trade-

offs between synchronization accuracy and resource expenditure. It is based on the
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Fig. 8. Flow chart of RATS run at the node receiving time-stamped messages from

another node.

observation if the relative clock skew error between two nodes ε is a Gaussian RV

with zero mean and variance σ2, then the probability of error free synchronization

with N broadcasting messages is given by

Pr(|ε| < εmax) = 2erf

(√
Nεmax

σ

)
, (4.10)

where εmax stands for the maximum specified (allowable) clock offset for commu-

nications, and erf(x) , (1/2π) · ∫ x

0
exp (−t2/2)dt. From the above equation, it is

clear that the performance criterion is a probabilistic measure since there is always

a possibility that the clock offset is greater than some limit εmax. However, one can

reduce this probability to an arbitrarily small value by increasing N , the number of

broadcasting messages in one round of RBS.

After application of RBS, we can bound the clock skew error with certain proba-

bility. However, since clocks from different nodes would drift apart as time passes, we

need to re-apply RBS periodically. Reference [53] proposes a formula to determine

the maximum time between re-synchronization τmax as

τmax =
γmax − εmax

ρ
− dmax, (4.11)

where γmax denotes the maximum allowable clock skew at any time, ρ denotes the

maximum drift of clock, and dmax is the maximum delay of time-stamp exchanges in

RBS. With different synchronization precision requirements (specified by γmax), one
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can determine the required re-synchronization period τmax.

3. Adaptive Multi-Hop Time Synchronization

In this dissertation, we propose the Adaptive Multi-Hop Time Synchronization (AMTS)

protocol, which is based on a similar system model as in TPSN and employees a num-

ber of novel features as well [28]. It consists of three functional phases: network level

discovery phase, synchronization phase, and network evaluation phase, and a num-

ber of network parameters such as latency factor, average number of hops, and re-

synchronization period to optimize the synchronization protocol. Relative to TPSN,

AMTS assumes the additional network evaluation phase, while the functions of the

other two phases are similar to the ones encountered in TPSN.

Robustness to high-latencies and network delays is ensured based on the clock

estimators presented in this dissertation, and therefore AMTS fits well for sensor

network applications having large delays in timing message exchanges such as under-

water acoustic sensor networks [54]. Besides, AMTS adapts the joint clock offset and

skew estimators to increase the re-synchronization period.

As TPSN, generating a hierarchical structure in the network, the level discovery

phase, is the first step of AMTS. In this phase, every single node in the network

will be assigned a level and is ready for synchronization. The second step of AMTS,

called the time synchronization phase, consists in pairwise synchronizations between

adjacent nodes until every node in the network is synchronized to the reference. In

the synchronization phase, AMTS estimates not only the current clock offset but

also the clock frequency (skew) to guarantee long term reliability of synchronization

while TPSN only estimates the clock offset. Hence, it requires far less frequent re-

synchronization. Finally, the reference node investigates the current status of network

traffic in order to optimize the re-synchronization period and the number of beacons in
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terms of energy efficiency. Besides it selects the synchronization mode between always

on (AO) (always maintain network-wide synchronization) and sensor initiated (SI)

(synchronize only when it needs to) based on the network status. This step stands

for the network evaluation phase, and its goal is to minimize the number of message

exchanges for synchronization in a given time, i.e., it aims to minimize total energy

consumption for synchronization. AMTS periodically repeats the synchronization and

network evaluation phases to minimize the total energy consumption with respect to

the current network status. Chapter VII describes these procedures in detail.
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CHAPTER V

CLOCK OFFSET AND SKEW ESTIMATION USING TWO-WAY MESSAGE

EXCHANGES

A. Motivations

As introduced in Chapter IV, a number of synchronization protocols have been re-

ported for synchronizing the nodes of WSNs. These protocols are subject to their

own benefits as well as limitations. For protocols which correct only the clock offset

(such as TPSN [14]), synchronization has to be done frequently at regular intervals to

prevent the clock skew drift the two clocks too far apart, hence utilizing more energy

resources. For example, re-synchronization must be performed every a few minutes

in TPSN for applications using the MICA platform [20], [21]. On the other hand,

protocols which correct both the clock offset and skew (such as RBS [27] and FTSP

[22]) assume simultaneous reception of reference broadcasts, which is not applicable

in some cases, e.g., in underwater acoustic sensor networks [54]. In [54], it has been

asserted that for this type of sensor networks, there are large variations in packet

delays between nodes resulting in significant synchronization error. Thus, an ade-

quate solution would be the TPSN protocol, provided that the clock skew can also

be estimated along with the clock offset.

This chapter analyzes the clock synchronization protocols relying on two-way

message exchanges between the nodes, a set-up similar to TPSN. A thorough analysis

of two-way message exchange between two nodes under the symmetric exponential

noise model is carried out by [31]. Assuming that the exponential noise parameter α

and the fixed portion of the delays (d) are known, [31] has argued that the MLE of

clock time offset (θo) does not exist because the likelihood function does not possess
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a unique maximum with respect to θo. Recently, it has been shown in [32] that the

MLE of θo exists when d is unknown, and it coincides to the estimator proposed in

[33].

The contributions of this study are as follows. First, we analyze and derive the

maximum likelihood estimators (MLEs) and corresponding Cramer-Rao lower bounds

(CRBs) for the conventional clock offset model as used in [14], assuming Gaussian

and exponential models for the noise, respectively. Second, we derive the joint MLE

and corresponding CRB using a more realistic linear clock skew model assuming

Gaussian random delays. Third, novel and practical clock skew estimators, which do

not require to know the fixed portion of delays, are proposed. The introduction of a

clock skew correction mechanism prolongs the re-synchronization period significantly,

and therefore far less power resources will be required in the synchronization process.

In fact, the proposed clock synchronization mechanism can be directly applied to

the conventional protocols using simple and low complexity modifications, a feature

which is strongly demanding for WSNs consisting of cheap and small nodes.

The rest of the chapter is organized as follows. In Section B, the MLEs of

clock offset are analyzed and the corresponding CRB are derived for exponential

and Gaussian random delays, respectively. Section C presents the clock skew model

adopted in this Chapter and derives the corresponding joint ML clock offset and skew

estimator for the Gaussian random delay model. Section D proposes practical and

robust clock skew and offset estimators for both exponential and Gaussian random

delays, respectively. In Section E, various computer simulation results are provided

for performance evaluations, and finally Section F concludes the study.
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Fig. 9. Two-way timing message exchange model between master-slave nodes assuming

only clock offset.

B. Maximum Likelihood Clock Offset Estimation

Assuming no clock skew at this stage, we compute the MLE and CRB for the clock

offset using the two-way timing message exchange model. This scenario is depicted

in Fig. 9, where Node A sends its time reading T1,i to Node B, which records its time

of arrival T2,i according to its own timescale. A similar timing message exchange is

performed from Node B to Node A, as shown in Fig. 9.

Thus far, several probability density function (PDF) models have been proposed

for modeling random queuing delays, the most widely deployed of which are Gamma,

exponential and Weibull PDFs [29], [30]. As explained in [31], a single-server M/M/1

queue can fittingly represent the cumulative link delay for point-to-point Hypothet-

ical Reference Connection, where the random delays are independently modeled as

exponential random variables (RVs). The reason for adopting Gaussian PDF is due to
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the Central Limit Theorem, which asserts that the PDF of the sum of a large number

of independent and identically distributed (iid) RVs approaches that of a Gaussian

RV. This model will be appropriate if the delays are thought to be the addition of

numerous independent random processes. The Gaussian distribution for the phase

offset errors is reported by a few authors, such as [27], based on laboratory tests.

The ith up and down link delay observations corresponding to the ith timing

message exchange are given by Ui , T2,i − T1,i = d + θo + Xi and Vi , T4,i − T3,i =

d − θo + Yi, respectively (using similar notations as in [31]), and are graphically

represented in Fig. 9. The fixed value θo denotes the clock offset between two nodes,

Xi and Yi denote the variable portions of delays which are assumed to be either

exponentially distributed RVs with means λ1 and λ2 or normal distributed RVs with

mean µ and variance σ2, respectively.

1. Exponential Delay Model

a. Cramer-Rao Lower Bound

It was proven in [32] that the MLE of θo exists when d is unknown and exhibits the

same form as the estimator proposed in [33], which is given by

θ̂o =
min

1≤i≤N
Ui − min

1≤i≤N
Vi

2
, (5.1)

where N stands for the number of observations of delay measurements. For simpler

notations and further analysis, let
{
U(i)

}N

i=1
and

{
V(i)

}N

i=1
denote the order statistics

of the sequences of delay observations {Ui}N
i=1 and {Vi}N

i=1, respectively. Then (5.1)

can be rewritten as

θ̂o =
U(1) − V(1)

2
= θo +

X(1) − Y(1)

2
,
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where X(1) and Y(1) denote the corresponding order statistics of {Xi}N
i=1 and {Yi}N

i=1,

respectively. Let Z , X(1)− Y(1), then from the result in Appendix A, the PDF of Z

is given by

fZ (z) =





N
(λ1+λ2)

e
− N

λ1
z

z > 0

N
(λ1+λ2)

e
N
λ2

z
z < 0

. (5.2)

Let W , U(1) − V(1), then the PDF of W as a function of θo is given by

fW (w; θo) =





N
(λ1+λ2)

e
− N

λ1
(w−2θo)

w > 2θo

N
(λ1+λ2)

e
N
λ2

(w−2θo)
w < 2θo

. (5.3)

Note that the estimate θ̂o will be biased when uplink and downlink delays are

asymmetrically distributed, i.e., λ1 6= λ2. Thus, to derive the CRB for the estimator,

the delays are assumed to be symmetric, which yields λ1 = λ2 = α. Now (5.3) can

be rewritten as

fW (w; θo) =
N

2α
e−

N
α
|w−2θo|.

Differentiating the logarithm of (5.3) with respect to θo gives

∂ ln fW (w; θo)

∂θo

=





2N
α

w > 2θo

−2N
α

w < 2θo

, (5.4)

where the regularity condition of the CRB [35, p. 30] holds since (5.4) is finite and

the expected value of (5.4) is 0. Calculating the expected value of the square of (5.4)

gives

E

[(
∂ ln fW (w; θo)

∂θo

)2
]

=
4N2

α2
.

Therefore, the CRB of clock offset, θ̂o, is given by

var(θ̂o) ≥ E

[(
∂ ln fW (w; θo)

∂θo

)2
]−1

=
α2

4N2
. (5.5)
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Fig. 10. CRB and MSE of the MLE of clock offset for the exponential delay model

(α = 1).

Fig. 10 shows the simulation results corresponding to the variance and CRB of

the MLE when α is 1. It can be seen that the variance of estimate goes to zero as N

increases (quadratic dependence), and is proportional to α2.

2. Gaussian Delay Model

a. Maximum Likelihood Estimator

Assuming the set of delay observations {Xi}N
i=1 and {Yi}N

i=1 are independently and

normally distributed with the same mean µ and variance σ2, the likelihood function

based on the observations {Xi}N
i=1 and {Yi}N

i=1 is given by

L
(
θo, µ, σ2

)
=

(
2πσ2

)−N
e
− 1

2σ2

"
NP

i=1
(Ui−d−θo−µ)2+

NP
i=1

(Vi−d+θo−µ)2

#
.
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Differentiating the log-likelihood function gives

∂ ln L (θo)

∂θo

= − 1

2σ2

[
N∑

i=1

(2θo − 2 (Ui − d− µ)) +
N∑

i=1

(2θo + 2 (Vi − d− µ))

]

= − 1

σ2

[
N∑

i=1

(2θo − (Ui − Vi))

]
. (5.6)

Hence the MLE of clock offset is given by

θ̂o = arg max
θo

[ln L (θo)] =

N∑
i=1

(Ui − Vi)

2N
=

U − V

2
. (5.7)

Consequently, the MLE of clock offset can be obtained by finding the means of ob-

servations {Ui}N
i=1 and {Vi}N

i=1.

b. Cramer-Rao Lower Bound

The regularity condition [35, p. 30] holds for the given estimate since the expected

value of (5.6) is 0. Thus, the CRB for the MLE can be obtained by differentiating

(5.6) w.r.t. θo, which gives

∂2 ln L (θo)

∂θ2
o

= −2N

σ2
.

Hence the CRB for the MLE is given by

var(θ̂o) ≥ −E

[
∂2 ln L (θo)

∂θ2
o

]−1

=
σ2

2N
. (5.8)

Fig. 11 shows the result of the computer simulation when σ is 1. It can be seen that

the variance of estimate is proportional to σ2 and inversely proportional to N .

In Fig. 12, the variances of both MLEs are compared in exponential and normal

random delay channels, respectively. It can be seen that the performance of the ML

clock offset estimator is strongly dependent on the type of random delay models.
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Fig. 11. CRB and MSE of the MLE of clock offset for the Gaussian delay model

(σ = 1).
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Fig. 12. MSEs of both MLEs of clock offset for exponential and Gaussian delays (α = 1

and σ = 0.5).
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C. Maximum Likelihood Clock Skew Estimation

Since every oscillator has its unique clock frequency, the clock offset between two

nodes generally keeps increasing. Therefore, a fixed value model for clock time dif-

ference as in Fig. 9 is not sufficient for practical situations. Hence, estimating the

difference of clock frequencies between two nodes (i.e., clock skew) increases synchro-

nization accuracy and guarantees long-term reliability. In this section, we derive the

joint MLE for clock offset and skew based on the two-way timing message exchange

model with Gaussian delays.

1. Joint Maximum Likelihood Estimation of Clock Offset and Skew

The theory applied thus far for finding the MLE and CRB for the clock offset (as-

suming no clock skew) can be extended to find the joint MLE and CRB for a more

general clock model. Fig. 13 shows the effect of clock offset (θ
(AP)
o ) and skew (θ

(AP)
s )

on timing message exchanges between Node A and Node P (using the similar nota-

tions as in [31]). Here, the time stamps in the ith message exchange T
(A)
1,i and T

(A)
4,i are

measured by the local clock of Node A, and T
(P)
2,i and T

(P)
3,i are measured by the local

clock of Node P, respectively. Node A transmits a synchronization packet, containing

the level and ID of Node A and the value of time stamp T
(A)
1,i , to Node P. Node P

receives it at T
(P)
2,i and transmits an acknowledgement packet to Node A at T

(P)
3,i . This

packet contains the level and ID of Node P and the value of time stamps T
(A)
1,i , T

(P)
2,i ,

and T
(P)
3,i . Finally, Node A receives the packet at T

(A)
4,i .

Note that the reference time T
(A)
1,1 can be set to be zero without loss of generality.

Then, the time stamp at Node P in the ith uplink message T
(B)
2,i is given by

T
(P)
2,i = T

(A)
1,i + θ(AP)

o + θ(AP)
s (T

(A)
1,i + d + X

(AP)
i ) + d + X

(AP)
i

= (1 + θ(AP)
s )(T

(A)
1,i + d + X

(AP)
i ) + θ(AP)

o , (5.9)
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Fig. 13. Two-way timing message exchange model assuming clock offset and skew.

where the term θ
(AP)
s (T

(A)
1,i + d + X

(AP)
i ) is due to the effect of clock skew. Similarly,

the time stamp at Node P in the ith downlink message T
(P)
3,i takes the equations

T
(P)
3,i = T

(A)
4,i + θ(AP)

o + θ(AP)
s (T

(A)
4,i − d−X

(PA)
i )− d−X

(PA)
i

= (1 + θ(AP)
s )(T

(A)
4,i − d−X

(PA)
i ) + θ(AP)

o , (5.10)

where the term θ
(AP)
s (T

(A)
4,i − d−X

(PA)
i ) is again due to the effect of clock skew. For

an easier illustration, we introduce the simplified notations θs , θ
(AP)
s , θo , θ

(AP)
o ,

T1,i , T
(A)
1,i , T4,i , T

(A)
4,i , T2,i , T

(P)
2,i , T3,i , T

(P)
3,i , Xi , X

(AP)
i , and Yi , X

(PA)
i in this

subsection, respectively.

Assuming {Xi}N
i=1 and {Yi}N

i=1 are zero mean independent Gaussian distributed

RVs with variance σ2, then the joint PDF of X , {Xi}N
i=1 and Y , {Yi}N

i=1 is given

by

fX,Y (x,y) =
(
2πσ2

)−N
2 e

− 1
2σ2

NP
i=1

"�
θo−T2,i+(T1,i+d)(1+θs)

1+θs

�2

+

�
θo−T3,i+(T4,i−d)(1+θs)

1+θs

�2
#
.

Further assuming that the fixed portion of delay d is known and θ′s , 1/(1 + θs),
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then the likelihood function for (θo, θ
′
s, σ

2), based on observations {T1,i}N
i=1 , {T2,i}N

i=1,

{T3,i}N
i=1, and {T4,i}N

i=1, is given by

L
(
θo, θ

′
s, σ

2
)

=
(
2πσ2

)−N
2 e

− 1
2σ2

NP
i=1
{[θ′s(θo−T2,i)+(T1,i+d)]2+[θ′s(θo−T3,i)+(T4,i−d)]2}

.

Differentiating the log-likelihood function with respect to θo gives

∂ ln L (θo, θ
′
s, σ

2)

∂θo

= − 1

σ2

N∑
i=1

[
θ′s

2
(2θo − T2,i − T3,i) + θ′s (T1,i + T4,i)

]
. (5.11)

Hence, in the given clock skew model, the joint MLE of clock offset θ̂o can be expressed

as

θ̂o =

∑N
i=1

[
θ̂′s (T2,i + T3,i)− (T1,i + T4,i)

]

2Nθ̂′s

=
U − V

2
− θ̂s

T4 + T1

2
, (5.12)

where Ti stands for the average value of Ti (Ti ,
∑N

j=1 Ti,j/N).

Note that the clock offset estimate (5.12) in the case of the clock skew model with

Gaussian random delays presents an additional term which depends on θ̂s, and this

expression reduces to (5.7) when θ̂s is zero. Similarly, differentiating the log-likelihood

function with respect to θ′s gives

∂ ln L (θo, θ
′
s, σ

2)

∂θ′s
= − 1

σ2

{
N∑

i=1

θ′s
[
(T2,i − θo)

2 + (T3,i − θo)
2
]

−
N∑

i=1

[(T1,i + d)(T2,i − θo) + (T4,i − d)(T3,i − θo)]

}
. (5.13)

Thus, the estimate θ̂′s maximizing the log-likelihood function is given by

θ̂′s =

∑N
i=1

[
(T1,i + d)(T2,i − θ̂o) + (T4,i − d)(T3,i − θ̂o)

]

∑N
i=1

[
(T2,i − θ̂o)2 + (T3,i − θ̂o)2

] .
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Hence, the joint MLE of clock skew θ̂s is given by

θ̂s =

∑N
i=1

[
(T2,i − θ̂o)

2 + (T3,i − θ̂o)
2
]

∑N
i=1

[
(T1,i + d)(T2,i − θ̂o) + (T4,i − d)(T3,i − θ̂o)

] − 1. (5.14)

In the sequel, the joint MLE of θo and θs can be obtained by plugging the expression

of θ̂o (5.12) into that of θ̂s (5.14). From the result in Appendix B, the joint MLE of

θo and θs can be expressed as

θ̂GML
o =

N∑
i=1

(T1,i + T4,i)
N∑

i=1

(T 2
2,i + T 2

3,i)−
N∑

i=1

(T2,i + T3,i)Q

N∑
i=1

(T2,i + T3,i)
N∑

i=1

(T1,i + T4,i)− 2NQ

, (5.15)

θ̂GML
s =

−2N

[
N∑

i=1

(T1,i + T4,i)
N∑

i=1

(T 2
2,i + T 2

3,i)−Q
N∑

i=1

(T2,i + T3,i)

]

N∑
i=1

(T1,i + T4,i)

[
N∑

i=1

(T2,i + T3,i)
N∑

i=1

(T1,i + T4,i)− 2NQ

]

+

N∑
i=1

(T2,i + T3,i)

N∑
i=1

(T1,i + T4,i)

− 1, (5.16)

where Q ,
∑N

i=1 (T1,iT2,i + T3,iT4,i + (T2,i − T3,i)d). Note that the joint MLE depends

on the value of the fixed portion of delays d, which is assumed to be known in this

section. Although estimating d is an achievable task, we do not consider d as another

unknown (nuisance) parameter due to the inherent highly nonlinear and complex

operations required for estimating d.

2. Cramer-Rao Lower Bound for the Joint MLE

The CRB for the vector parameter θ = [θo, θs]
T can be derived from the 2× 2 Fisher

information matrix I(θ) by taking its inverse. From (5.11) and (5.13), the 2nd order
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derivatives of the log-likelihood function with respect to θo and θ′s are found as

∂2 ln L (θo, θ
′
s, σ

2)

∂θ2
o

= −2Nθ′s
2

σ2
,

∂2 ln L (θo, θ
′
s, σ

2)

∂θ′s
2 = − 1

σ2

N∑
i=1

[
(T2,i − θo)

2 + (T3,i − θo)
2
]
,

∂2 ln L (θo, θ
′
s, σ

2)

∂θoθ′s
= − 1

σ2

N∑
i=1

(2θ′sθo − θ′sT2,i + T1,i − θ′sT3,i − T4,i).

Taking the negative expectations yields

−E

[
∂2 ln L (θo, θ

′
s, σ

2)

∂θ2
o

]
=

2Nθ′s
2

σ2
,

−E

[
∂2 ln L (θo, θ

′
s, σ

2)

∂θ′s
2

]
=

1

σ2

N∑
i=1

EXi,Yi

[
(Xi + T1,i + d)2 + (Yi − T4,i + d)2

θ′s
2

]

(a)
=

∑N
i=1

(
(T1,i + d)2 + (T4,i − d)2 + 2σ2

)

σ2θ′s
2 ,

−E

[
∂2 ln L (θo, θ

′
s, σ

2)

∂θoθ′s

]
= − 1

σ2

N∑
i=1

EXi,Yi
[2θ′s (2θo − T2,i − T3,i) + T1,i + T4,i]

(b)
=

N

σ2

(
T1 + T4

)
,

where (a) and (b) are due to Xi = θ′s(T2,i − θo) − (T1,i + d) and Yi = θ′s(θo − T3,i) +

(T4,i − d). Therefore, the Fisher information matrix becomes

I (θ) =



−E

[
∂2 ln L(θo,θ′s,σ2)

∂θ2
o

]
−E

[
∂2 ln L(θo,θ′s,σ2)

∂θoθ′s

]

−E

[
∂2 ln L(θo,θ′s,σ2)

∂θ′sθo

]
−E

[
∂2 ln L(θo,θ′s,σ2)

∂θ′s
2

]


 ,

=
1

σ2




2Nθ′s
2 N

(
T1 + T4

)

N
(
T1 + T4

)
1

θ′s
2

∑N
i=1

[
(T1,i + d)2 + (T4,i − d)2 + 2σ2

]


 . (5.17)

From [35, p. 40], the CRB can be obtained by taking the inverse of the [i, i]th element

of the Fisher information matrix (i.e., var(θ̂i) ≥ [I−1(θ)]ii), and the inverse I−1(θ) is
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given by

I−1(θ) = σ2




V

θ′s
2N
h
2V−N(T1+T4)

2
i −(T1+T4)

2V−N(T1+T4)
2

−(T1+T4)
2V−N(T1+T4)

2
2θ′s

2

2V−N(T1+T4)
2


 , (5.18)

where V =
∑N

i=1

[
(T1,i + d)2 + (T4,i − d)2 + 2σ2

]
. Consequently, from the result in

[35, p. 37], the CRBs of clock offset and skew for the Gaussian delay model are given

respectively by

var(θ̂GML
o ) ≥ σ2(1 + θs)

2V

N
[
2V −N

(
T1 + T4

)2
] , (5.19)

var(θ̂GML
s ) ≥

(
∂θs

∂θ′s

)2

· 2σ2θ′s
2

2V −N
(
T1 + T4

)2

=
2σ2 (1 + θs)

2

2V −N
(
T1 + T4

)2 . (5.20)

D. Proposed Clock Skew Estimators

The joint MLE of clock offset and skew for Gaussian delays has been derived in the

previous section. However, for exponentially distributed delays, the joint PDF does

not possess local maxima with respect to either θo or θ′s, and it assumes the highly

complex expression

fX,Y (x,y) = (α)−2N e
− 1

α

NP
i=1

(θ′s(T2,i−T3,i)+T4,i−T1,i−2d) ×
N∏

i=1

F [θ′s(T2,i − θo)− (T1,i + d) ≥ 0, θ′s(θo − T3,i) + (T4,i − d) ≥ 0],

where F (·) stands for the indicator function (i.e., F (·) is 1 whenever its inner condition

holds, otherwise being equal to 0). Thus, an alternative estimator is required for the

exponential skew model. Besides, even for the Gaussian delay model, finding the joint

MLE of clock skew requires some computations as in (5.16) and the fixed portion of
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delays d must be known (or estimated), which might not be applicable for wireless

sensor networks consisting of low-end terminals. In practice, it requires an additional

estimation procedure, which might deteriorate the robustness of the joint MLE. For

these reasons, we propose simple and robust clock skew estimators for the exponential

and Gaussian delay models, respectively, which do not require prior knowledge of d.

Since the clock difference between two wireless terminals is monotonically in-

creasing (or temporary decreasing then increasing) based on the linear clock skew

model adopted in this chapter, the clock difference will be maximized between the

first and last time stamps. From this intuition, novel and practical clock skew esti-

mators can be developed by using the first and last observations of timing message

exchanges. In this regard, we propose an ML-Like Estimator (MLLE) that maximizes

the likelihood function obtained based on a reduced subset of observations (the first

and last timing stamps).

From (5.9), subtracting T2,1 from T2,N leads to

T2,N − T2,1 = T1,N − T1,1 + XN −X1 + θs (T1,N − T1,1 + XN −X1) . (5.21)

Similarly from (5.10), subtracting T4,1 from T4,N yields

T4,N − T4,1 = T3,N − T3,1 + YN − Y1 − θs (T4,N − T4,1 − (YN − Y1)) . (5.22)

Define the differences of the first and last time stamps as D(1) ,
∑

N
i=2D1,i =

T1,N − T1,1 , D(2) ,
∑

N
i=2D2,i = T2,N − T2,1, D(3) ,

∑
N
i=2D3,i = T3,N − T3,1, and

D(4) ,
∑

N
i=2D4,i = T4,N − T4,1, respectively. Then (5.21) and (5.22) can be rewritten

respectively as

D(2) = D(1) + P + θs

(
D(1) + P

)
,

D(4) = D(3) + R− θs

(
D(4) −R

)
,
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where P , XN −X1 and R , YN − Y1. Notice that using the set of the actual time

stamps (T
(R)
1,i and T

(R)
4,i ) yields exactly the same results.

1. Exponential Delay Model

For exponential delays, XN , X1, YN , and Y1 are assumed to be i.i.d. exponentially

distributed RVs with mean α. Then P and R become zero mean Laplace distributed

RVs with variance 2α2, respectively. Thus, the joint PDF of P and R is given by

fP,R (p, r) =

(
1

2α

)2

e−
1
α

(|p|+|r|).

The likelihood function becomes

L (θs, α) =

(
1

2α

)2

e
− 1

α

�����D(2)−D(1)(1+θs)

1+θs

����+����D(4)(1+θs)−D(3)
1+θs

�����
.

Substituting 1/θ′s − 1 into θs, the likelihood function can be rewritten as

L (θ′s, α) =

(
1

2α

)2

e−
1
α(D(2)|θ′s−β|+D(3)|θ′s−γ|),

where β , D(1)/D(2) and γ , D(4)/D(3). The estimate θ̂′s maximizing the likelihood

function is given by

θ̂′s = arg min
θ′s

(
D(2) |θ′s − β|+ D(3) |θ′s − γ|) ,

θ̂′s = arg min
θ′s

2∑
i=1

Ki

∣∣θ′s − δ(i)

∣∣, (5.23)

where the order statistics
{
δ(i)

}2

i=1
are generated from the given observations {β, γ},

and Ki represents distance terms equal to either D(2) or D(3).

Let ĵ = arg min
j

∑
2
i=1Ki

∣∣δ(j) − δ(i)

∣∣, then from the result in Appendix C, the
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proposed MLLE can be expressed as

θ̂EMLLE
s =

2

δ(1) + δ(2)

− 1. (5.24)

In the sequel, using the set of distances, the proposed MLLE for exponential random

delays (EMLLE) can be rewritten as

θ̂EMLLE
s =

2

β + γ
− 1 =

2D(2)D(3)

D(1)D(3) + D(2)D(4)

− 1. (5.25)

Now we are interested in the lower bound of the EMLLE to evaluate its asymp-

totic behavior. The derivative of the log likelihood function becomes

∂ ln L (θ′s, α)

∂θ′s
=

D(2)

α
sgn (θ′s − β) +

D(3)

α
sgn (θ′s − γ) . (5.26)

Then the expected value of the square of (5.26) is given by

E

[(
∂ ln L (θ′s, α)

∂θ′s

)2
]

= EP,R

[
D2

(2) + D2
(3) + 2D(2)D(3)sgn (θ′s − β) sgn (θ′s − γ)

α2

]

(c)
=

D2
(1) + D2

(4) + 4α2

α2
,

where (c) is due to the fact that P and R are independent. Therefore, the lower

bound of the EMLLE is given by

var(θ̂EMLLE
s ) ≥

(
∂θs

∂θ′s

)2

E

[(
∂ ln L(θ′s,α)

∂θ′s

)2
] =

α2 (1 + θs)
2

D2
(1) + D2

(4) + 4α2
. (5.27)

In fact, we have followed the same steps used in CRB derivation since the same

reasoning and proof can be also applied to the lower bound derivation for the MLLE.
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2. Gaussian Delay Model

Similarly, assuming XN , X1, YN , and Y1 are i.i.d. normal distributed RVs with

variance σ2, P and R become zero mean normal distributed RVs with variance 2σ2,

respectively. Then the joint PDF of P and R is given by

fP,R (p, r) =

(
1

4πσ2

)2

e−
1

4σ2 (p2+r2).

Hence, the likelihood function becomes

L
(
θ′s, σ

2
)

=

(
1

4πσ2

)2

e−
1

4σ2 [D2
(2)

(θ′s−β)2+D2
(3)

(θ′s−γ)2].

Differentiating the log-likelihood function with respect to θ′s yields

∂2 ln L (θ′s, σ
2)

∂θ′2s
= − 1

2σ2

[
D2

(2) (θ′s − β) + D2
(3) (θ′s − γ)

]
.

Thus the proposed MLLE for the Gaussian delay model (GMLLE) is given by

θ̂GMLLE
s =

1

θ̂′s
− 1 =

D2
(2) + D2

(3)

D(1)D(2) + D(3)D(4)

− 1. (5.28)

Again, similar procedures can be applied to derive a lower bound for the GMLLE.

The 2nd order derivative of the log likelihood function becomes

∂2 ln L (θ′s, σ
2)

∂θ′2s
= −

D2
(2) + D2

(3)

2σ2
. (5.29)

The expected value of (5.29) is given by

E

[
∂2 ln L (θ′s, σ

2)

∂θ′2s

]
= −

E
[
D2

(2) + D2
(3)

]

2σ2
= −

D2
(1) + D2

(4) + 4σ2

2σ2
.

Finally, the lower bound of the GMLLE is given by

var(θ̂GMLLE
s ) ≥

(
∂θs

∂θ′s

)2

−E
[

∂2 ln L(θ′s,σ2)
∂θ′2s

] =
2σ2 (1 + θs)

2

D2
(1) + D2

(4) + 4σ2
. (5.30)
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Note that the complexity of the MLLEs is far less than that of the GMLE. In

fact, for the GMLE, the number of required multiplications and additions are about

4N +6 and 10N , respectively. While, both MLLEs require only a few multiplications

and additions (less than 5) regardless of the number of beacons N . Moreover, for the

GMLE, the fixed portion of delays d must be also estimated, which requires additional

computations.

3. Combination of Clock Offset and Skew Estimation

Since the proposed MLLEs are only for estimating the clock skew θs, we still need

to estimate the clock offset θo for a complete clock synchronization. Considering the

given clock skew model, the ith observations of delays of timing message exchange Ui

(= T2,i − T1,i) and Vi (= T4,i − T3,i) can be rewritten, respectively, as

Ui = d + Xi + θs (T1,i + d + Xi) + θo,

Vi = d + Yi − θs (T4,i − d− Yi)− θo.

Since T2,i and T4,i are known values and θs can be estimated using the MLLE, the set

of delay observations between two nodes can be recomposed by

U ′
i = Ui − θ̂sT1,i (= d′ + θo + X ′

i) , (5.31)

V ′
i = Vi + θ̂sT4,i (= d′ − θo + Y ′

i ) , (5.32)

where X ′
i = (1 + θs) Xi, Y ′

i = (1 + θs) Yi, and d′ = (1 + θs) d, respectively. Notice

that it can be applied to the same clock offset estimator as in (5.1) and (5.7) for

exponential and Gaussian delay models, respectively. Substituting the sets of delay
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observations yields the following clock offset estimators:

θ̂o =
min

1≤i≤N
U ′

i − min
1≤i≤N

V ′
i

2
(exponential delays), (5.33)

θ̂o =
U ′

i − V ′
i

2
(Gaussian delays). (5.34)

Consequently, the proposed joint clock offset and skew estimators consist of the fol-

lowing steps:

1. Estimate clock skew using the proposed MLLE either θ̂EMLLE
s or θ̂GMLLE

s ac-

cording to the type of random delays.

2. Recompose the sets of delay observations U ′
i and V ′

i as shown in (5.31) and

(5.32).

3. Estimate clock time offset using either the estimator (5.33) or (5.34) correspond-

ing to the given delay model.

In fact, the proposed MLLEs require multiple message exchanges in a sync period

(N > 1) to obtain the set of distances ({D(i)}4
i=1). However, these estimators can be

applied not only within the same sync period, but also throughout several consecutive

sync periods. In other words, a new set of observations present in the next sync

period can be substituted for the set of time stamps of the initial message exchange

({Ti,N}4
i=1) in the initial sync period. This substitution can be sequentially performed

thereafter. Therefore, the proposed MLLEs can be also applied to the single message

exchange model (N = 1) like TPSN without further modifications. The performance

of the MLLEs is analyzed in the following section.
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Fig. 14. MSE of the MLE of the Gaussian delay model (GMLE) and the Gaussian

MLLE (GMLLE) for Gaussian random delays (σ = 1).

E. Simulation Results

Fig. 14 compares the mean-square error (MSE) of the GMLLE with the joint GMLE

of clock skew and corresponding CRB when σ is 1. It can be seen that the GMLLE

performs close to the GMLE for a reduced number of observations (N) (typical values

for energy efficient regimes), and its variance goes to zero as the number of observa-

tions increases (consistent and asymptotically efficient). Note that the GMLLE works

well without knowing the fixed portion of delays d, whereas the same is required by

the joint GMLE.

Fig. 15 illustrates the MSE of the EMLLE relative to the joint GMLE in expo-

nential random delay channels when α is 1. It can be seen that again the proposed

MLLE is consistent and comparable to the GMLE. The consistency of the proposed

MLLEs can be also checked from (5.27) and (5.30) since the corresponding MSE-
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Fig. 15. MSE of the GLME and the exponential MLLE (EMLLE) for exponential

random delays (α = 1).

bounds approach 0 as N increases.

In order to evaluate the robustness of estimators, Fig. 16 compares the perfor-

mance of the GMLE with the MLLEs in standard Gamma distributed (one of the

most widely used models for capturing random queuing delays) random delay chan-

nels when γ is 2. Both MLLEs exhibit similar performance compared to the GMLE

regardless of the type of random delays. This is due to the fact that the performance

of the MLLE is dominated by the set of distances ({D(i)}4
i=1), which do not vary much

with respect to the type of random delays.

Fig. 17 compares the performance of the proposed clock offset estimator (5.34)

with the joint Gaussian MLE of clock offset derived in (5.15) in the Gaussian delay

model when σ = 0.5. It can be seen that the joint MLE outperforms the pro-

posed estimator due to the help of the prior knowledge of d and the complete set of
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Fig. 16. MSE of the GLME and the MLLEs for Gamma random delays (γ = 2).

timestamps.

F. Conclusions

In this study, we have first derived the CRB for the well-known MLE of clock offset

in TPSN assuming no clock skew, and normally and exponentially distributed de-

lays, respectively. Then, using a more realistic clock model, the joint MLE of clock

offset and skew has been proposed for Gaussian delays assuming the fixed portion

of delays d is known. Furthermore, we proposed novel ML-like estimators, requiring

no prior knowledge of d, for both Gaussian and exponential random delays, respec-

tively. The proposed MLLEs can be implemented using simple modifications and

present remarkably low complexity, which is an attractive feature for WSNs. These

estimators and the derived performance bounds are targeting practical applications,
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Fig. 17. MSE of the joint ML clock offset estimate and the proposed estimator for

Gaussian random delays (σ = 0.5).

and significant steps are conducted towards assessing the performance of different

protocols currently popular for synchronization in WSNs. The proposed joint GMLE

and MLLEs can be applied without further modifications to any clock synchroniza-

tion protocols based on two-way timing message exchanges. The contributions of this

study are summarized in Table I. Future works include assessing the performance of

other popular synchronization protocols to achieve a global performance analysis of

existing protocols.
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Table I. Contributions on clock synchronization protocols using two-way message ex-

changes for WSNs

Delay \ Clock Clock Offset Clock Offset and Skew

Exponential Delay CRB in (5.5) (unknown d) MLLE in (5.25) and (5.33)

Gaussian Delay MLE in (5.7), (unknown d) MLLE in (5.28) and (5.34)

CRB in (5.8) (known d) joint MLE in (5.15) and (5.16),

CRB in (5.19) and (5.20)
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CHAPTER VI

PAIRWISE BROADCAST SYNCHRONIZATION

A. Motivations

As discussed in Chapter II, there are a number of key factors in designing time syn-

chronization protocols for WSNs, such as accuracy, energy consumption, scalability,

acquisition time, implementation complexity, and robustness. The most important

and crucial factor is the tradeoff between the accuracy and energy consumption (com-

plexity). Increasing the synchronization accuracy requires in general more energy con-

sumption for transmitting the RF timing messages among sensor nodes. On the other

hand, the energy consumption for synchronization should be kept as small as possible

since the power resources of common wireless sensors are strictly limited and not

rechargeable in general. However, for most of the existing synchronization protocols,

there is a lack of in-depth analysis to assess the energy-efficiency tradeoff of synchro-

nization algorithms. We propose a new time synchronization schemes referred to as

the Pairwise Broadcast Synchronization (PBS) protocol which efficiently combines

both SRS and ROS approaches (described in Chapter III) to achieve network-wide

synchronization with a significantly reduced number of synchronization messages, i.e.,

with lesser energy consumption.

The rest of the chapter is organized as follows. In Section B, we briefly sum-

marize the way how to achieve network-wide synchronization for single-cluster sensor

networks based on the newly developed approach, ROS, described in Chapter III.

Section C analyzes the performance of PBS and compares it with those of other well

known protocols. For the extension to general multi-cluster sensor networks, Sec-

tion D proposes the network-wide pair selection algorithm and the group-wise pair
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Fig. 18. PBS for single-cluster networks.

selection algorithm to select the best synchronization sequence aiming at minimizing

the overall energy consumption, respectively. Section E analyzes the performance of

the proposed pair selection algorithms with respect to the number of required syn-

chronization messages (i.e., energy consumption). Finally, Section F summarizes and

concludes this study.

B. Synchronization for Single-Cluster Networks

In Fig. 18, every node in a single-cluster network (e.g., Node B) can receive messages

from both super nodes Node P and Node A, while Node P and Node A perform a

pairwise synchronization using two-way timing message exchanges as shown in Chap-

ter III. Therefore, the proposed PBS achieves global synchronization by performing

a pairwise synchronization between the two super nodes using the ROS approach,

and the joint clock offset and skew estimator for Gaussian random delays, derived in

(3.12), could be used in regard. Moreover, it was shown that there is no difference be-

tween PBS and one of the most popular synchronization protocols, RBS, with regard

to the accuracy of synchronization.
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C. Comparisons and Analysis

This section compares the proposed PBS protocol with other well-known synchro-

nization protocols, such as TPSN, RBS, and FTSP, with respect to the amount of

energy consumption (number of required timing messages) and the synchronization

accuracy. Let NRBS, NTPSN, NFTSP, and NPBS denote the numbers of required

timing messages for synchronization in PBS, RBS, TPSN, and FTSP, respectively.

In TPSN, since every node in the network is connected to its parent node except

the reference node, there are L− 1 branches (edges) in a hierarchical tree, where L is

the overall number of sensor nodes [14]. Besides, for TPSN, 2N timing messages are

required in every pairwise synchronization. Hence, NTPSN is equal to the number of

pairwise synchronizations times the number of required timing messages per pairwise

synchronization, and therefore NTPSN = 2N(L − 1). This result can be applied

to other level-based SRS protocols without loss of generality. The reference node

must broadcast the beacon packet N times in RBS. Besides, every sensor node must

send time readings upon receiving the broadcast beacons to all the other nodes in

the network to compensate the relative clock offsets among each other [27]. Thus,

NRBS = N+L(L−1)/2, since the number of unique pairs in the network is L(L−1)/2.

In FTSP, each sensor node must send its timing messages once upon receiving timing

messages from another sensor due to its flooding-based communication procedure [22].

Hence, the number of required timing messages in FTSP becomes: NFTSP = NL.

It is remarkable that the required number of timing messages for all the above

mentioned protocols is proportional to the number of sensors in the network L or

its square L2. However, as discussed in Chapter III, PBS requires only 2N timing

messages in every synchronization period since it adopts the energy efficient synchro-

nization approach (ROS), i.e., NPBS = 2N . Hence, NPBS does not depend on the
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number of sensors in the network, which incurs an enormous amount of energy saving.

Moreover, this gain increases proportionally with respect to the scale of the network.

Consequently, the benefit of PBS over RBS, TPSN, and FTSP is clear and huge in

terms of energy consumption with the cost of allocating 2 super nodes in the network.

Note that RBS also requires a super node which broadcasts the reference beacons to

all the other nodes in the network.

In case that there are other sensor nodes which are located outside of the checked

region in Fig. 1, likewise RBS, the network could be divided into a number of sep-

arated groups (clusters) and they could be synchronized by additional pairwise syn-

chronizations among super nodes in different groups, i.e., global synchronization can

be achieved by a sequence of pairwise synchronizations. Here, diverse grouping and

pair selection algorithms can be considered according to the type of the network. For

instance, assuming that the level hierarchy of the network is discovered by an appro-

priate searching algorithm (e.g., as in [14]), there exist groups of parents and children

nodes, where a group consists of a parent and its children nodes. Here, every parent

node can investigate the connectivity among its children nodes and select the best se-

quence of synchronization pairs in order to minimize the required number of pairwise

synchronizations, which maximizes the number of nodes performing ROS. Note that

no network-wide heuristic connectivity search is required in this case because of its

limited and known set of scanning nodes. The detailed extension of these preliminary

considerations for the proposed PBS scheme is presented in the following sections.

The synchronization accuracy is another crucial designing factor to be concerned

with. In general, it depends on a variety of different factors, such as the network

platform and setup, channel status, and estimation schemes. The performance of

existing protocols has been compared in terms of the synchronization accuracy in

various references, e.g., [1], [13], [22], and [51]. As shown in Chapter III, the accuracy
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of PBS is exactly the same as that of RBS. The interested reader is referred to the

above mentioned references for additional insights regarding this issue.

When there are multiple synchronization clusters (groups) in the network, the

proposed PBS requires a series of pairwise synchronizations to achieve network-wide

synchronization, i.e., an independent pairwise synchronization is necessary in every

level of the network. Hence, the performance of ROS at each level (depth) of the

network is independent from that of ROS at another level. It has been experimentally

shown that the time synchronization error in RBS follows as Gaussian distribution

[27]. Here, we assume the clock estimation error of ROS is also Gaussian distributed

due to its similarity as RBS. Then, the cumulative network-wide synchronization error

can be modeled as a sum of normal RVs, i.e., thus another normal RV. From (3.14),

the variance of the network-wide synchronization error can be approximated as

var(θ̂o) ≈
dmax∑
i=1

var(θ̂(i)
o ) ≥

dmax∑
i=1

CRLB(θ̂(i)
o ), (6.1)

where CRLB(θ̂
(i)
o ) denotes the CRLB for the clock offset estimator at the ith level of

the network and dmax denotes the maximum depth (level) of the network.

To achieve a network-wide global synchronization, the following crucial question

should be solved: How to select the optimum set of pairwise synchronizations to

minimize the number of timing message exchanges? The next sections answer this

question and show a way how to guarantee network-wide synchronization.

D. Synchronization for Multi-Cluster Networks

There are two possible scenarios to extend the proposed PBS to the general multi-

cluster network. When there is no problem with the placement of super nodes in

the right positions of the network, the whole sensor field can be divided into several
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clusters, where each cluster contains two individual super nodes whose communication

ranges cover the entire cluster. Hence, every cluster can be first synchronized by

performing a pairwise synchronization between a pair of super nodes. Then, likewise

RBS, the global synchronization can be achieved by additional message exchanges

(based on SRS) among super nodes in different clusters. In this case, the extension

of PBS becomes mostly the problem of network implementation just like cell-planing

problems in mobile communication networks.

However, if either deploying super nodes or deploying them where we want them

placed is not available, there is no way to apply the above mentioned procedures.

For this general scenario, this chapter proposes an energy-efficient pair selection al-

gorithm, named the group-wise pair selection algorithm (GPA), to achieve global

synchronization using ROS. Next, we first show a way to achieve global synchroniza-

tion based on the network-wide heuristic search in order to reveal some general ideas

of the pair selection problem as a preliminary study. Then, the proposed GPA is

presented in detail.

1. Network-Wide Pair Selection Algorithm

Considering the energy-efficiency in time synchronization, the problem of finding the

optimum set of pairwise synchronizations is equivalent to that of minimizing the num-

ber of overall pairwise synchronizations in the network. There are two fundamental

criteria to select the best synchronization pairs. First, a pair of nodes containing

the maximum number of nodes in their common coverage region of the pairwise syn-

chronization has to be chosen during each selection step of the synchronization pair.

Second, the depth (level) of the pairwise synchronization, i.e., the number of required

successive pairwise synchronizations that is necessary to reach the reference node,

has to be minimized since in general the synchronization errors increase with the



79

�

�������

�

�

	

�

�

�




	

�

�
 �

��

��

�	

��

�������

�������

��������

����

��

Fig. 19. Network connection hierarchy.

depth of the network as shown in (6.1). To find the best pair, the information about

the network hierarchy and connectivity, which can be obtained by beacon exchanges

among nodes, is required. Notice further that the network connection hierarchy can

be constructed by applying the well-known breath-first search algorithm [55]. Here,

every node in the network is required to send messages with their maximum power

level satisfying a certain energy constraint.

For a graphical illustration of the proposed algorithms, Fig. 19 shows an example

of a network connection hierarchy. The pairwise synchronization begins with the ref-

erence node Node 1, and four different branches (edges) are connected to the reference,

i.e., there are four different nodes which can be chosen as the first synchronization

pair. As mentioned, the criterion of selecting the best pair is to find a pair of nodes

maximizing the number of synchronizing nodes (based on the ROS approach) from

the pairwise synchronization. Let pi,j denote the pairwise synchronization between
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Node i and Node j, p represent the pairwise synchronization sequence vector whose

elements are a set of pi,j. Define also by N i,j
ROS the number of synchronizing nodes,

which are performing ROS from pi,j. In Fig. 19, Node 4 must be selected as the first

pair node since N1,4
ROS = 3 and it represents the maximum achievable value among all

possible choices (all the other nodes in level 1, Nodes 2, 3, and 5, can be synchronized

from p1,4). The same criterion can be applied to determine the next pair of nodes

thereafter, until all the nodes in the network are synchronized. Therefore, p3,8, p4,11,

and p11,14 are chosen as the second, third and fourth pairs, respectively. Consequently,

a sequence of pairwise synchronizations is chosen to maximize the number of nodes

performing ROS. In this example, the pairwise synchronization sequence vector is

given by p = {p1,4, p3,8, p4,11, p11,14}.
Considering the given pair selection criteria, we present next the Network-wide

Pair Selection Algorithm (NPA) to find a pairwise synchronization sequence as a

preliminary example. The network can be represented as a graph G = (V, E), where

V represents the set of nodes (vertices) and E stands for the set of edges (branches),

whose elements are 2-element subsets of V , e.g., in Fig. 19, V = {si}14
i=1. Assuming Li

denotes the subset of nodes located on level (depth) i, then L0 = {s1}, L1 = {si}5
i=2,

L2 = {si}12
i=6, and L3 = {s13, s14} for the example depicted by Fig. 19. Let S denote

a set of synchronized nodes whose initial element is S = {s1}, and Mi,j denote the

ith row and jth column element of the adjacency matrix M of the graph G, where

Mi,j = 1 when Node i and Node j are connected, and Mi,j = 0 otherwise.

Note that an arbitrary node Node k can be synchronized from pi,j if and only

if Nodes i and j are connected and Node k is connected to both Nodes i and j, i.e.,

Mi,j = Mi,k = Mj,k = 1. Besides, the level of the nodes in a synchronization pair must

differ by one level. Therefore, the number of synchronizing nodes from p1,i (N1,i
ROS) is



81

given by

N1,i
ROS =

∑

j 6=i

M1,i ·M1,j ·Mi,j ∀ si /∈ S, sj /∈ S,

where si ∈ L1 and sj ∈ L1. Hence, the first pair node can be obtained by maximizing

N1,i
ROS:

î = arg max
i

N1,i
ROS,

where si ∈ L1, otherwise no connection exists between Node 1 and Node i. In the

example of Fig. 19, î = 4 because N1,i
ROS is 3 and achieves the maximum value. Thus,

p1,4 is selected as the first pair. Note that a pair of nodes in the same level should

not be selected as a valid pair in order to limit the bound for the maximum synchro-

nization error which is proportional to the depth of the pairwise synchronization tree

according to the second selection criterion. Hence, in general, to find the second pair

of nodes in this example, another node in L1 should be chosen until all the nodes in

L1 are synchronized. However, in this example, there are no remaining unsynchro-

nized nodes in L1 after p1,4 since all the nodes in L1 are already synchronized by p1,4

(S = {L0, L1}).
The same maximization procedure can be applied to find the next synchroniza-

tion pair. Similarly, a general formula for finding N i,j
ROS is given by

N i,j
ROS =

∑

k 6=j

Mi,j ·Mi,k ·Mj,k ∀ si ∈ S, sj /∈ S, sk /∈ S, (6.2)

where si is a candidate of the next parent node and the levels of sj and sk are equal and

a level higher than that of the parent node. Again, based on the selection criterion, a

node in a lower level has priority to be chosen as a parent node of the next pairwise

synchronization. Likewise, the next synchronization pair can be found by maximizing

N i,j
ROS:

(̂i, ĵ) = arg max
i,j

N i,j
ROS. (6.3)
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Here, pî,ĵ becomes the next element of p and all synchronized nodes from pî,ĵ are

added to S. From (6.2) and (6.3), the second synchronization pair becomes p3,8 in

this example since N3,8
ROS is 4 and maximum among all possible combinations of i and

j. Thus, p becomes {p1,4, p3,8} and S = {L0, L1, {si}9
i=6}. Likewise, the third pair is

chosen to be p4,11, p = {p1,4, p3,8, p4,11}, and S = {L0, L1, L2}. Repeating the same

procedure (here, si ∈ L2) gives p11,14 as the last synchronization pair, and hence a

complete sequence becomes p = {p1,4, p3,8, p4,11, p11,14} as depicted in Fig. 19. Fig.

20 illustrates NPA.

2. Group-Wise Pair Selection Algorithm

To discover the overall network connectivity, every single node in the network has to

transmit the connection discovery beacons and send back acknowledgement packets

upon receiving other beacons from its adjacent nodes (e.g., the breath-first search

algorithm in [55]). For WSNs consisting of a large number of nodes, discovering

the network connectivity is not a simple task and requires a number of packet ex-

changes in general. Therefore, we instead propose an efficient alternative method, the

Group-wise Pair Selection Algorithm (GPA), which relies on the hierarchical struc-

ture (spanning tree) of the network to simplify the connection discovery procedure

in NPA. Note that the hierarchical tree of the network can be generated by a level

discovery procedure as discussed in [14]. Once a hierarchical tree is established, there

exist groups of parents and children nodes, where a group consists of a parent and

its children nodes. In GPA, instead of discovering the entire network connectivity,

every parent node only investigates the connectivity among its children nodes. There-

fore, the reference node does not need to find the pairwise synchronization sequence

of the entire network, but need only to find the pairwise synchronization sequence

among its children (level 1 nodes), and the other parent nodes successively perform
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NETWORK-WIDE PAIR SELECTION ALGORITHM

Input: Graph (G), Adjacency matrix (M),

Maximum level/depth (dmax)

Output: PS sequence vector (p)

Initial values: n = m = 1

1 while n ≤ dmax − 1

2 for all i, j, and k

(si ∈ S, si ∈ Ln−1, and sj /∈ S, sk /∈ S, sj ∈ Ln, sk ∈ Ln)

3 N i,j
ROS ←

∑
k 6=j

Mi,j ·Mi,k ·Mj,k

4 (̂i, ĵ) ← arg max
i,j

N i,j
ROS.

5 p(m) ← pî,ĵ

6 m ← m + 1

7 If any j, sj ∈ Ln and sj /∈ S, exists

8 then repeat from 2 to 6

9 else n ← n + 1

∗ p(m): mth element of p

Fig. 20. Network-wide pair selection algorithm.
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Fig. 21. Examples of hierarchical spanning trees of the network.

the same connection searching procedure as the reference node. As a result, GPA

significantly reduces the complexity of building up a connection hierarchy, and re-

quires a far smaller number of connection discovery beacons than NPA due to its

limited and known set of scanning nodes. Furthermore, the work loads to find the

best pairwise synchronization sequence can be balanced by sharing the roles of con-

nection discovery and pair selection with the reference node and other parent nodes,

i.e., no network-wide heuristic connection search is required for GPA.

Fig. 21 shows some possible hierarchical trees of the sample network. In Fig

21-a, the network can be synchronized using GPA with the same number of pairwise

synchronizations as NPA, and Nodes 4, 8, 11, and 14 are chosen as parent nodes.

However, the number of pairwise synchronizations for GPA depends on the specific
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GROUP-WISE PAIR SELECTION ALGORITHM

Input: Graph (G) and adjacency matrix (M) of each group

Output: PS sequence vector (p) of each group

Initial value: n = 1

1 for each group whose parent is si

2 for all j and k (sj /∈ S, sk /∈ S, and children of si)

3 N i,j
ROS ←

∑
k 6=j

Mj,k

4 ĵ ← arg max
j

N i,j
ROS.

5 p(n) ← pi,ĵ

6 n ← n + 1

7 If any j, sj /∈ S, exists

8 then repeat from 2 to 6

∗ p(n): nth element of p

Fig. 22. Group-wise pair selection algorithm.

hierarchical tree, which is randomly constructed, and is greater than NPA in general.

For instance, for another possible tree of the network as in Fig 21-b, the required

number of pairwise synchronizations is 6 instead of 4. Note that, for the same ex-

ample, TPSN requires 13 pairwise synchronizations, same as the overall number of

branches (edges). The proposed GPA is presented in Fig 22, and the connection

discovery process for GPA is summarized in the next subsection.
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a. Group-Wise Connection Discovery

As the level discovery phase in TPSN [14], GPA first creates a hierarchical structure

(spanning tree) of the network, then it searches the connection status among a set of

children nodes in every parent-children group. The connection discovery procedure

in GPA consists of the following steps:

1. Select a reference node using an appropriate leader election algorithm (or picks

up a node having the highest priority) and assign it to a zero level.

2. Broadcast a level discovery packet containing the identity and the level of

packet.

3. Every node who receives a level discovery packet assign its level to the next

greater level (depth) than that of the received packet and sends a new level

discovery packet attaching its own level.

4. Repeat this process until every node in the network successfully assigns a level.

5. Once a hierarchical tree is established, every parent-children group performs the

following operation: every child node broadcasts a connection discovery packet

to other children nodes and sends back acknowledgement packets upon receiving

other connection discovery packets.

After being assigned a level, every node discards further packets requesting level

discovery to prevent collisions. Besides, connection discovery packets from any chil-

dren nodes belonging to other groups will be also discarded. Notice also that other

algorithms can be considered when constructing the spanning tree [18], [56].

Fig. 23 compares the complexity of NPA to establish the network connection

hierarchy with that of GPA, which assumes a level hierarchy, with respect to the
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Fig. 23. Number of messages for constructing the network hierarchy (GPA vs NPA).

number of sensor nodes. In this simulation, sensors are randomly deployed in the area

100×100, the transmission range of each sensor is set to be 25, and the reference node

is assumed to be located at the center of the simulation area. It can be seen that the

complexity becomes greater as the number of sensor nodes (density) increases. The

number of required discovery messages of NPA is about four times larger than that

of GPA. Note that this Chapter assumes a static network, i.e., the network hierarchy

does not need to be reconstructed frequently, i.e., a larger number of periodic re-

synchronizations will be required based on the same network hierarchy. The following

section analyzes the proposed algorithms in terms of the number of required timing

messages, and compares them with other existing protocols.
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E. Comparisons and Analysis

This section compares the proposed algorithms with other conventional ones such as

TPSN, RBS, and FTSP in terms of the number of required timing messages, and

thus predicts energy consumption, for network-wide synchronization. Assuming |p|
denotes the number of elements in a pairwise synchronization sequence vector p, then

the total number of timing messages for NPA (NNPA) is given by

NNPA = 2N |p|, (6.4)

where N is the number of beacons per each node in a pairwise synchronization.

Similarly, for GPA, the total number of timing messages (NGPA) is given by

NGPA = 2N

NG∑
i=1

|pi|, (6.5)

where NG denotes the number of parent-children groups and pi denotes the pairwise

synchronization sequence vector of the ith group. In the given example, |p| = 4

(see Fig. 19) and
∑NG

i=1 |pi| = 4 or 6 (see Fig. 21-a and b), i.e., NNPA = 8N and

NGPA = 8N or 12N .

Lemma 1. Let NTPSN be the required number of timing messages in TPSN, then

NTPSN = 2N(L− 1), where L is the number of overall sensor nodes in the network.

Proof. Since every node in the network is connected to its parent node except a refer-

ence node, there are L−1 branches (edges) in a hierarchical tree. Besides, for TPSN,

2N timing messages are required in every pairwise synchronization. The number of

required timing messages in TPSN is equal to the number of pairwise synchroniza-

tions times the number of required timing messages per pairwise synchronization, and

therefore NTPSN = 2N(L− 1).
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Lemma 1 shows that NTPSN is proportional to the number of overall nodes in

the network. In the given example, NTPSN = 26N which is greater than either NNPA

or NGPA. Note that this result can be applied to other level-based SRS protocols

without loss of generality.

Lemma 2. Let NFTSP be the number of required timing messages in FTSP, then

NFTSP = NL.

Proof. For FTSP, every sensor node must send its time readings upon receiving bea-

cons (or broadcast beacons) to other nodes so that they can estimate the relative

clock offsets among each other. Therefore, the number of required timing mes-

sages in FTSP is equal to the number of sensor nodes times the number of beacons:

NFTSP = NL.

Lemma 3. Let NRBS be the number of required timing messages in RBS, then

NRBS = N + L(L− 1)/2.

Proof. The reference node must broadcast the beacon packet N times in RBS. Be-

sides, every sensor node must send time readings upon receiving the broadcast beacons

with all the other nodes in the network to compensate relative clock offsets among

each other [27]. Thus, NRBS = N + L(L− 1)/2, since the number of unique pairs in

the network is L(L− 1)/2.

For multi-cluster sensor networks consisting of super nodes (the former scenario),

direct comparison with the proposed PBS and RBS is not available since they assume

different network setups. For RBS, the network should be divided into a number of

separated subgroups (clusters) such that every node in a subgroup is located within

the transmission ranges of any other nodes in the same subgroup, i.e., a single hop

topology is applied to each subgroup. However, PBS consists of a different set of
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clusters, where each of them is the common coverage region of two super nodes.

Indeed, both schemes requires extra timing message exchanges among subgroups for

global synchronization. There exist nodes (could be super nodes) which are connected

to multiple clusters and share global timing information to maintain network-wide

synchronization. Thus, both NPBS and NRBS depend on the number of clusters and

their connection status.

Assuming no super nodes in the network, in Fig. 24, the performances of NNPA

and NGPA are compared with those of NTPSN and the lower bound for NRBS with

respect to the number of overall sensor nodes. Again, in this simulation, sensor

nodes are randomly deployed on an area of 100× 100, the transmission range of each

sensor is 25, and the reference node is assumed to be located at the center of the

simulation area. The number of beacons (N) is set to be 10 in this simulation. It

can be seen that PBS (with both GPA and NPA) requires a much lower number

of timing messages than the other ones, such as TPSN, FTSP, and RBS, and the

gaps between the required number of message transmissions of PBS and those of

other protocols become greater as L increases. Therefore, for densely deployed WSN,

PBS has a significant benefit in terms of energy consumption versus either TPSN

or RBS. Besides, the proposed GPA performs quite close to NPA even though it

does not require a heuristic network connection search. As mentioned, GPA can

be implemented by simply adding a group-wise connection discovery procedure to

the conventional level discovery process in an arbitrary level-based synchronization

protocol like TPSN.

Fig. 25 evaluates the performance of the proposed algorithms with respect to

the transmission range assuming the same simulation setup. The number of overall

sensor nodes is fixed to 100 in this simulation. It can be seen that as the transmission

range (density of the network) increases, NGPA decreases (energy efficiency increases)
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Fig. 24. Required number of message exchanges with respect to the number of sensor

nodes.

since a larger number of sensor nodes are able to perform ROS.

F. Conclusions

In this study, a novel synchronization protocol has been proposed to reduce the over-

all energy consumption in synchronization based on a new synchronization approach

that was called receiver-only synchronization. In the proposed Pairwise Broadcast

Synchronization (PBS) protocol, a number of sensor nodes can be synchronized with-

out any message transmission, i.e., they can be synchronized by only receiving timing

messages between pairs of nodes. Thus, PBS significantly reduces the overall network-

wide energy consumption by decreasing the number of required timing messages in

synchronization. The simulation and analytical results showed that the proposed
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Fig. 25. Required number of message exchanges with respect to the transmission range.

scheme requires a far smaller number of timing messages than other well known pro-

tocols such as RBS, TPSN, and FTSP, and the benefits of the proposed scheme

remarkably increase as the number of sensors increases or the sensors are densely

deployed.

For the network consisting of multiple clusters, PBS first investigates a hierar-

chical connection tree of the network, then applies an energy-efficient pair selection

algorithm, named group-wise pair selection algorithm (GPA), to achieve global syn-

chronization. The proposed GPA only searches the connectivity among children nodes

in every parent-children group of the spanning tree. Moreover, GPA can be easily

combined with other level-based protocols by simply adding a group-wise connection

discovery procedure.

This new approach and the main ideas presented herein could also be fully or

partially applied to improve the performance of existing protocols or for designing
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new protocols. Experimental performance evaluation and comparisons with other

existing protocols represent an open research work for future.
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CHAPTER VII

ADAPTIVE MULTI-HOP TIME SYNCHRONIZATION

A. Motivations

Developing long-term and network-wide timing-sync protocols that are energy-efficient

represents one of the key strategies for the successful deployment of long-lived sensor

networks. However, most of the existing protocols have focused only on achieving syn-

chronization for short time-scales, and are not appropriate for long-term synchroniza-

tion. Recently, the adaptive-clock synchronization protocols [52] and [53] considered

optimizing the network synchronization protocol with the aim of achieving a specific

synchronization accuracy with minimal energy consumption. The adaptive clock syn-

chronization protocol [53] represents a probabilistic extension of RBS and proposes

a mechanism for determining the minimum number of synchronization beacons and

synchronization rate in order to achieve a pre-established clock synchronization er-

ror. Recently, Ganeriwal et al. [52] proposed for the first time a measurement-based

study for designing an energy-efficient rate-adaptive long-time synchronization pro-

tocol (RATS) that adapts the synchronization period, number of beacons, and length

of prediction window to achieve an application-specific accuracy.

Motivated in part by these preliminary contributions, we propose a more powerful

adaptive multi-hop timing synchronization (AMTS) scheme with the goal of achieving

a long-term network-wide synchronization with minimal energy consumption. AMTS

exhibits a number of attractive features:

• It represents a significantly enhanced extension of TPSN aiming at minimizing

the overall energy consumption in large-scale and long-lived sensor networks.

• It is equipped with flexible mechanisms to adjust the synchronization mode, the
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period of network-wide timing synchronization (re-synchronization rate), and

joint clock offset and skew estimators in order to achieve long term reliability

of synchronization.

• It employs a sequential message exchange technique and an energy-efficient

signaling scheme to further reduce the energy consumption in synchronization

procedures.

• As opposed to RBS [27] and FTSP [22] that perform very poorly in high-

latency acoustic networks, AMTS provides excellent performance in underwater

acoustic networks characterized by high propagation delays and possible clock

skew variations.

The rest of this chapter is organized as follows. In Section B, the main ideas and

basic concepts of AMTS are provided. The following three sections from Section C

to Section E present in a detailed manner all the three functional phases of AMTS

such as level discovery, synchronization, and network evaluation phases, respectively.

The performance of AMTS is simulated and compared with that of TPSN in Section

F. Finally, Section G summarizes and concludes this study.

B. Main Ideas

AMTS is based on the similar system model as in TPSN and employees a number of

novel features as well. It consists of three functional phases: network level discovery

phase, synchronization phase, and network evaluation phase, and a number of network

parameters such as latency factor, average number of hops, and re-synchronization

period to optimize the synchronization protocol. Relative to TPSN, AMTS assumes

the additional network evaluation phase, while the functions of the other two phases

are similar to the ones encountered in TPSN.
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Robustness to high-latencies and network delays is ensured based on the clock

estimators presented in Chapter V, and therefore AMTS fits well for sensor network

applications having large delays in timing message exchanges such as underwater

acoustic sensor networks [54]. Besides, AMTS adapts the joint clock offset and skew

estimators to increase the re-synchronization period. In addition, novel sequential

message exchange and an efficient signaling technique are adopted in order to further

decrease energy consumption.

As TPSN, generating a hierarchical structure in the network, the level discovery

phase, is the first step of AMTS. In this phase, every single node in the network

will be assigned a level and is ready for synchronization. The second step of AMTS,

called the time synchronization phase, consists in pairwise synchronizations between

adjacent nodes until every node in the network is synchronized to the reference. In

the synchronization phase, AMTS estimates not only the current clock offset but

also the clock frequency (skew) to guarantee long term reliability of synchronization

while TPSN only estimates the clock offset. Hence, it requires far less frequent re-

synchronization. Finally, the reference node investigates the current status of network

traffic in order to optimize the re-synchronization period and the number of beacons

in terms of energy efficiency. Besides it selects the synchronization mode between

the always on (AO) mode (always maintain network-wide synchronization) and the

sensor initiated mode (SI) (synchronize only when it needs to) based on the network

status. This step stands for the network evaluation phase, and its goal is to minimize

the number of message exchanges for synchronization in a given time, i.e., it aims to

minimize total energy consumption for synchronization. AMTS periodically repeats

the synchronization and network evaluation phases to minimize total energy consump-

tion with respect to the current network status. The functional phases of AMTS are

summarized below (with the second and third phases repeated periodically).
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• Level discovery phase: It is the same as that in TPSN, and is used for generating

a hierarchical structure in the network.

• Synchronization phase: It is similar to the corresponding synchronization phase

in TPSN. However, as opposed to TPSN, AMTS adjusts not only the current

clock offset but also the clock skew to guarantee the long term synchronization,

while TPSN only estimates the clock offset. Hence, AMTS requires a far less

frequent re-synchronization.

• Network evaluation phase: The reference node investigates the current status

of network traffic in order to select the synchronization mode between the AO

mode (always maintain network-wide synchronization) and the SI mode (syn-

chronize only when it needs to). Besides, it optimizes the re-synchronization

period and the number of beacons per each pairwise synchronization.

The following sections describe these phases in detail.

C. Level Discovery Phase

Similarly to TPSN, the role of level discovery phase in AMTS is to create a hierarchical

structure (spanning tree) of the network. The level discovery phase in AMTS consists

of the following steps: 1. Select a root node using an appropriate leader election

algorithm and assign a zero level to the root node. 2. Broadcast a level discovery

packet (LDP) containing the identity and the level of packet. 3. Every node who

receives a LDP assign its level to one level greater than that of the received packet

and sends a new level discovery packet attaching its own level. 4. Repeat this process

until every node in the network successfully assigns a level. After being assigned a

level, every node discards further packets requesting level discovery to prevent from

collisions.
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D. Synchronization Phase

This phase performs pairwise synchronization between a set of nodes by exchanging

timing messages. For the AO mode, a series of pairwise synchronizations will take

place until every node in the network is synchronized to the reference, i.e., the message

exchanges are occurring at all branches of the network spanning tree. On the other

hand, for the SI mode, only the nodes participating in the particular multi-hop data

transmission synchronize with each other. AMTS adapts the joint clock offset and

skew estimation mechanism proposed in Chapter V by considering the long-term

reliability and energy-efficiency of synchronization as design criteria.

E. Network Evaluation Phase

In this phase, the network examines the total amount of message exchanges for syn-

chronization during the last synchronization period, then adjusts the duration of the

next synchronization period to minimize the overall energy consumption for syn-

chronization. When the network traffic occurs rarely and synchronization delay is

not a critical problem, applying the SI mode is a better choice to save network re-

sources instead of using the AO mode. In addition, for some applications, the sensor

clocks might be allowed to go out of synchronization unless sensing events happen.

Another critical problem is to determine the required number of timing message ex-

changes (beacons) per each pairwise synchronization. To fulfill higher requirement

of synchronization accuracy, a larger number of message transfers and corresponding

signal processing is needed in each pairwise synchronization. However, as the number

of required timing messages per each pairwise synchronization increases, the overall

number of timing messages in a synchronization period increases. Hence, there is a

tradeoff between accuracy and energy consumption.
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1. Synchronization Mode Selection

To address these design challenges, AMTS determines several network parameters

such as the synchronization mode (AO or SI), the re-synchronization period τ , and

the number of beacons per pairwise synchronization N . Indeed, AMTS aims at

efficient usage of network resources (i.e., energy saving) in synchronization. The idea

of selecting the synchronization mode between AO and SI is based on the observation

that when the network traffic occurs rarely and synchronization delay is not a critical

problem, keeping all the sensor nodes synchronized all the times (AO mode) is not a

good strategy since synchronization consumes a lot of energy. In addition, for some

applications, the sensor clocks might be allowed to go out of synchronization unless

sensing events happen. In this case, the SI mode, where only nodes participating

in a particular multi-hop data transmission synchronize with each other, is a better

choice. Here, we define the following parameters:

• B: Number of branches (edges) in a spanning tree of the network. It can be

obtained after the level discovery phase.

• τ : (Re-) Synchronization period, i.e., the time between re-synchronization.

• h: Average number of hops per unit time. In every sensing event, the destination

node accumulates the number of hops that have occurred in that particular

transmission to its storage. During the synchronization phase, the reference

node collects the information about the total number of hops occurred in the

last synchronization period and determines the average number of hops per

unit time (h) in the network. This information indicates how busy the network

traffic is and can be included in timing messages with a small overhead.

• δ: Latency factor (0 ≤ δ ≤ 1) reflecting the amount of allowed delay in data
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transmission. A higher latency factor means less concern for network delays. For

example, δ is set to be 0 for sensor networks requiring network synchronization

all the time. On the other extreme, for delay-independent networks, δ should

be close to 1.

• N : Number of timing message exchanges per pairwise synchronization.

As mentioned before, the goal of AMTS is to minimize the number of required

timing messages. In the AO mode, the number of timing messages per unit time is

given by M = 2BN/τ , while in the SI mode M = 2hN . To minimize the number

of timing messages per unit time M , the synchronization mode should be selected as

follows:

2BNδ

τ

AO

≶
SI

2hN, (7.1)

where the latency factor δ varies from 0 to 1 such that the more delay-dependent

networks assume a larger value of δ and vise versa (0 ≤ δ ≤ 1).

As the clock synchronization period τ increases, the network becomes more power

efficient. Thus, τ should be chosen as large as possible. However, a too large value

of τ induces a critical synchronization problem since the clock difference (offset) be-

tween nodes keeps generally increasing with time. Hence, there exists a maximum

timing synchronization period (τmax) which is determined by the oscillator regula-

tions (hardware specifications) and the accuracy of estimators. Notice that sensing

data transmission is not available during the synchronization phase (τsync), so the re-

synchronization period is given by τ = τmax + τsync. In sequel, (7.1) can be rewritten

as

τ
AO

≷
SI

Bδ

h
. (7.2)

From (7.2), the synchronization mode changes from AO into SI when τ is smaller

than Bδ/h and vise versa. In the SI mode, the reference node periodically asks
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the number of hops that occurred during the past time interval, and then makes a

decision whether or not to switch to the AO mode. Actually, τ is also dependent

on N since it strongly depends on the accuracy of timing offset estimators. A more

detailed analysis of τ is provided in the following subsection.

2. Determination of Synchronization Period (τ)

As the re-synchronization period τ increases, the network becomes more power ef-

ficient. Thus, τ should be chosen as large as possible. However, a too large value

of τ induces a critical synchronization problem since the clock difference (offset) be-

tween nodes keeps generally increasing with time. Hence, there exists a maximum

re-synchronization period (τmax) which is determined by the oscillator specifications

and the accuracy of estimators.

Suppose that the clock timing mismatch ε between the two nodes is modeled

as follows: ε = εo + εst, where t denotes the reference time, εo and εs stand for the

clock offset and skew errors, respectively. Let εo,i and εs,i denote the clock offset and

skew estimation errors when i message exchanges occur between the two nodes. In

general, it is difficult to determine any specific mathematical model for either clock

offset or skew errors. Herein, we model both clock offset and skew errors by normal

distributions based on the experimental results reported in [14] and [27]:

εo,i ∼ N (0, σ2
εo,i

) 1 ≤ i ≤ N,

εs,i ∼ N (0, σ2
εs,i

) 1 ≤ i ≤ N,

where εo,i and εs,i denote the clock skew and offset estimation errors after the ith

message exchanges, respectively. Note that clock skew estimation is only available

when there are multiple message exchanges. Hence, εs,1 stands for the clock skew

error when no skew estimation occurred. Here, the maximum clock mismatch can be
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modeled as another normal distribution ε ∼ N (0, σ2
ε), where σ2

ε = σ2
εo,N

+ σ2
εs,N

τ 2
max,

(t = τmax). Imposing the upper-limit εmax for the clock error via the probabilistic

measure:

Ps = Pr (|ε| ≥ εmax) = erfc

(
εmax√
2σε

)
,

where erfc(x) , (2/
√

π) · ∫∞
x

exp (−t2)dt and Ps denotes the synchronization error

probability for pairwise synchronization. Thus, σε can be determined when εmax and

the maximum allowable Ps are fixed. For instance, when Ps is limited to 0.1% and

εmax is 10ms, then the standard deviation of clock mismatch (σε) has to be smaller

than 3.04ms.

The maximum re-synchronization period with N beacons can be written as

τ (N)
max =

√
σ2

ε − σ2
εo,N

σ2
εs,N

. (7.3)

Based on the lower bounds and asymptotic performance of the estimators, one can

easily infer closed-form expressions of the variances εo,N and εs,N in terms of the

variances εo,1 and εs,2, respectively. From the lower bound derived in Chapter V (see

(5.5)), σ2
εo,N

can be written with respect to N and σ2
εo,1

as

σ2
εo,N

=
σ2

εo,1

N
.

Similarly, since the time differences between beacons are proportional to N and by

far greater than the variance of delays, the following relationship can be obtained

from (5.7):

σ2
εs,N

=
σ2

εs,2

(N − 1)2
, N ≥ 2.

Therefore, for N ≥ 2, τ
(N)
max can be rewritten as

τ (N)
max = (N − 1)

√√√√σ2
ε −

σ2
εo,1

N

σ2
εs,2

, N ≥ 2. (7.4)
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Note that εs,1 can be obtained by the specifications of the crystal oscillator, and εo,1

and εs,2 can be determined by simple experimental tests. Therefore, the maximum

re-synchronization period is proportional to the number of beacons, and performing

clock skew estimation will significantly increase τ
(N)
max since σεs,1 À σεs,2 .

Let us consider an example. Assume that the upper-limit for the clock error εmax

is 10 ms, the worst-case of sync error (εo) is 50 µs, and the worst-case of clock skew

(εs) is 4.75 µs/s as used in [14]. Then the maximum timing synchronization period

τmax can be obtained by

10 m = 50 µ + 4.75 µs/s× τmax; τmax ≈ 35 min.

If these bounds are satisfied within the range of 99.99 %, the set of standard deviations

can be calculated as: σε = 3.33 m,σεo = 16.67 µ, and σεs = 1.58 µ. Then, plugging

these values into (7.3) gives τmax ≈ 35 min, which matches well with the above

result. For N ≥ 2, the maximum timing synchronization period τ
(N)
max becomes close

to 35(N − 1) (σε,1/σε,2) min in this example.

3. Determination of Number of Beacons (N)

The goal of AMTS is to minimize the average number of message exchanges (M).

Hence, from (7.4), finding the optimal number of beacons (N) resume to solving the

following optimization problem

N̂ = arg min
N

M, (7.5)
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with

M =
2BN

τ
(N)
sync + τ

(N)
max

=





2B

τ
(1)
sync+

s
σ2

ε−σ2
εo,1

σ2
εs,1

N = 1

2B

τ
(N)
sync
N

+N−1
N

vuutσ2
ε−

σ2
εo,1
N

σ2
εs,2

N ≥ 2
,

where τ
(N)
sync denotes the synchronization time with N beacons and will be estimated

at the reference node for different Ns when the network is first established. Once

N is estimated from (7.5), τ
(N)
max can be obtained from (7.4). Fig. 26 illustrates the

flowchart of the proposed synchronization scheme.

4. Sequential Multi-Hop Synchronization Algorithm

This section proposes the Sequential Multi-Hop Synchronization Algorithm (SMA) for

energy-efficient timing message exchanges. The key idea of SMA is that both upper

and lower level nodes are able to receive the same timing message simultaneously.

SMA aims to reduce the number of timing message exchanges by using this property,

which is proportional to the amount of energy consumption for synchronization. Fig.

27 compares the signaling strategy corresponding to the SMA (Fig. 27-(a)) with

the conventional one (Fig. 27-(b)). The assumed network topology is a simple one-

dimensional (linear) network with 4-levels. In TPSN, the clock synchronization must

be done step-by-step as depicted in Fig. 27-(b).

In Fig. 27-(a), a node in the third level (Node 3 ) transmits a sync packet con-

taining a time stamp (T1) and a node identifier (ID) to a node in the second level

(Node 2 ), then Node 2 sends back an acknowledgement packet (ACK) to Node 3

containing time stamps (T1, T2, and T3) and its ID. Since a node in the first level

(Node 1 ) also receives the ACK from Node 2, it sends back an ACK having time

stamps (T3, T5, and T6) and its ID to Node 2. Thus, Node 1 regards the ACK from
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Node 2 as a sync packet from Node 2. Similarly, the reference node (Node R) receives

the ACK from Node 1, then returns an ACK to Node 1. This sequential procedure

will be continued N times so as to increase the accuracy of clock estimation to an

adequate level. Finally, Node 1 estimates and adjusts clock offset, then sends it to

Node 2 to assist Node 2 to synchronize to the reference. Node 2 repeats the same

procedure so that every node in the network can be synchronized. It can be easily

extended to the networks having a large number of levels.

SMA presents two major advantages comparing with the signaling scheme adopted

in TPSN: a decrement of the number of required timing messages for network-wide

synchronization (M) by a factor of 2, and a significant reduction of the synchroniza-

tion time (τ
(N)
sync). In TPSN, the number of timing messages M is given by M = 2BN ,

while in SMA M is given by M = (B + 1)N + B. Hence, the ratio between the
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number of timing message exchanges required by TPSN and SMA is given by

Rm =
2

1 + 1
N

+ 1
B

. (7.6)

Thus, SMA requires a lower number of timing messages for synchronization than

TPSN when there are multiple branches and beacons in the network. Besides, as B

and N are sufficiently large, Rm tends to 2.

From Fig. 27, the synchronization time can be written, respectively, as

τ (N)
sync

.
= N(t̄ + d) + B · t̄ (SMA), (7.7)

τ (N)
sync

.
= N(t̄ + d)B + (B − 1)dL (TPSN), (7.8)

where t stands for the average time for a timing message exchange (see Fig. 27), and

d and dL stand for the average delays between beacons (d ¿ dL). Note that, from

(7.7) and (7.8), the synchronization time τ
(N)
sync is smaller than Nτ

(1)
sync, and τ

(N)
sync/N is

monotonically decreasing as N increases. The ratio between the synchronization for

TPSN and SMA is

Rt =
N(t̄ + d)B + (B − 1)dL

N(t̄ + d) + B · t̄ =
B

(
1 + dL

N(t̄+d)
− dL

BN(t̄+d)

)
(
1 + B·t̄

N(t̄+d)

) . (7.9)

Thus, if N is sufficiently large, Rt tends to B, which indicate a reduction of synchro-

nization time by a factor of B. Besides, as the number of branches B is increasing, Rt

goes to N(1+d/t+d/Nt) ≈ N , and therefore a reduction of the synchronization time

by a factor of N . For arbitrary 2-dimensional networks, timing message transmission

of the descendent nodes can be scheduled to avoid possible data collisions (which

induce additional delays) using transmission scheduling schemes. Developing efficient

signaling methods to minimize data collisions and delays in general 2-dimensional

networks represents an interesting open research problem.
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Fig. 28. Average number of message exchanges (M) with respect to the number of

beacons.

F. Simulation Results

Fig. 28 compares the performance of AMPS and TPSN in terms of the average

number of message exchanges (M) with respect to the number of beacons N when Ps

is 1%, 0.1%, 0.01%, and 0.001%, respectively. This simulation is based on the linear

network model where the depth of the network B = 5, εmax = 10 ms, σεo = 16.67 µ,

d = 10 ms, t = 400 ms, and σεs = 1.58 µ.

It can be seen that AMTS requires a far less number of timing messages than

TPSN when there exist multiple number of beacon transmissions. Moreover, the

gap of the average number of required timing messages between AMTS and TPSN

significantly increases as N increases, and thus AMTP is by far more energy-efficient

than TPSN for large Ns. It can be also seen that a few number of beacons is enough to

minimize M for AMTS. Besides, as expected, a larger number of beacons is required
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to meet a more strict constraint on the network-wide error probability Ps. In practice,

a lower N is highly preferable, since N is proportional to the synchronization time,

i.e., a lower N induces better latency performance (although it may not be optimal

in terms of energy consumption). In this simulation, the optimum values of N and

τ (N) will be obtained from the constraint τ (N) ≤ τmax
sync . Experimental performance

evaluation and performance comparison with other existing synchronization protocols

represent future works.

G. Conclusions

A novel adaptive timing synchronization protocol for WSN has been proposed and

analyzed in this study. Compared with TPSN, AMTS significantly reduces the over-

all network-wide energy consumption by employing key techniques in synchroniza-

tion. First, AMTS adaptively determines the synchronization mode and adjusts the

re-synchronization period with respect to the network status to minimize energy con-

sumption. Second, it adapts the joint clock offset and skew estimators in order to

achieve long term reliability of synchronization. The joint clock offset and skew syn-

chronization has a significant benefit in terms of energy efficiency by increasing the

re-synchronization period.

Consequently, combining these techniques helps to hugely reduce the number of

required timing messages and increase the re-synchronization period, which induces

highly energy-efficient timing synchronization. Moreover, the adaptive features in

AMTS make it applicable to diverse types of wireless sensor networks with different

requirements.
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CHAPTER VIII

CONCLUSIONS AND FUTURE DIRECTIONS

In recent years, huge attention has been paid to WSNs due to their capability of

serving a variety of purposes. Time synchronization is a significant part in WSNs,

and a number of fundamental operations, like data fusion, power management and

transmission scheduling, require accurate time synchronization. Since the conven-

tional time synchronization protocol for the Internet can not be directly applied to

WSNs, a number of synchronization protocols have been developed to meet the unique

requirements of sensor network applications.

The importance of time synchronization also comes from the evolution of WSNs

which has been driven by technological advances in diverse areas. For instance, un-

like the currently deployed WSNs, next generation sensor networks may consist of

dynamic mobile sensors or a mixture of static and dynamic sensors. In this scenario,

far more sophisticated time synchronization protocols which efficiently deal with the

mobility of sensors will be required. Indeed, as the network becomes more compli-

cated, the role of time synchronization becomes much more important.

In this dissertation, basic features and theoretical backgrounds of the time syn-

chronization problem in WSNs were first introduced and three basic approaches were

analyzed and compared to reveal the general ideas and features of time synchroniza-

tion protocols in WSNs. Besides, a survey of existing time synchronization protocols

in the literature was provided including the most recent results.

As the main contributions of this dissertation, the problem of time synchroniza-

tion has been studied in three different aspects targeting energy-efficient time syn-

chronization in WSNs. First, a family of novel joint clock offset and skew estimators

based on the classical two-way message exchange model has been developed. Second,
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this dissertation proposed a new energy-efficient time synchronization protocol, called

the Pairwise Broadcast Synchronization (PBS), which requires a far lesser number of

timing messages (energy consumption) than other well-known ones and incurs no loss

in synchronization accuracy. Finally, we proposed the Adaptive Multi-hop Timing

Synchronization (AMTS) for the purpose of minimizing the overall network-wide en-

ergy consumption required for global synchronization based on the sender-receiver

synchronization approach. The proposed synchronization schemes and theoretical

analysis in this dissertation will be useful to develop (or select) more powerful syn-

chronization protocols tailored specifically to the needs of particular sensor network

applications.

A number of open research problems might be worth to investigate. Experimental

performance evaluation and comparisons with other existing synchronization proto-

cols represent a major open research work. More general random delay models might

be needed for some sensor network applications. For instance, the Gamma distributed

delay model might be a better choice than the exponential delay model in some cases

due to its superior precision with the help of an extra free parameter. Moreover, a

variety of sophisticated statistical techniques, such as jackknife, bootstrap, and Gibbs

sampling, could be applied to improve the performance of clock estimation. Finally,

another extension of PBS which dose not depend on the level hierarchy represents

an interesting future research problem. Indeed, the proposed multi-cluster extension

of PBS requires a searching procedure of the network hierarchy, whose complexity is

proportional to the scale of the network.
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APPENDIX A

DERIVATION OF THE JOINT MLE OF CLOCK OFFSET AND SKEW

Plugging the expression of θ̂o (5.12) into that of θ̂s (5.14) gives

(1 + θ̂s) =

N∑
i=1

(T2,i + T3,i)− 2Nθ̂o

N∑
i=1

(T1,i + T4,i)

=

N∑
i=1

[
(T2,i − θ̂o)

2 + (T3,i − θ̂o)
2
]

N∑
i=1

[
(T1,i + d)(T2,i − θ̂o) + (T4,i − d)(T3,i − θ̂o)

] .

(A.1)

θ̂o =

N∑
i=1

(T1,i + T4,i)
N∑

i=1

(T 2
2,i + T 2

3,i)−
N∑

i=1

(T2,i + T3,i)Q

N∑
i=1

(T2,i + T3,i)
N∑

i=1

(T1,i + T4,i)− 2NQ

,

where Q ,
∑N

i=1 (T1,iT2,i + T3,iT4,i + (T2,i − T3,i)d). Plugging (5.15) into (5.12) yields

the MLE of clock skew

θ̂s =

−2N

[
N∑

i=1

(T1,i + T4,i)
N∑

i=1

(T 2
2,i + T 2

3,i)−Q
N∑

i=1

(T2,i + T3,i)

]

N∑
i=1

(T1,i + T4,i)

[
N∑

i=1

(T2,i + T3,i)
N∑

i=1

(T1,i + T4,i)− 2NQ

] +

N∑
i=1

(T2,i + T3,i)

N∑
i=1

(T1,i + T4,i)

− 1.
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APPENDIX B

DERIVATION OF THE PROPOSED CLOCK SKEW ESTIMATOR

The proposed clock skew can be derived by minimizing the expression (5.23),

which is given by

θ̂′s = arg min
θ′s

2∑
i=1

Ki

∣∣θ′s − δ(i)

∣∣ = arg min
θ′s

h(θ′s),

where h(θ′s) ,
∑

2
i=1Ki

∣∣θ′s − δ(i)

∣∣. Now divide the region of order statistics
{
δ(i)

}2

i=1

into 3 different regions as in Fig. 29, then the function h(θ′s) in the 1st region becomes

h(θ′s) = −
2∑

i=1

Kiθ
′
s +

2∑
i=1

Kiδ(i) θ′s ≤ δ(1) (region 1) .

Since Ki is always positive, the corresponding estimate θ̂′s is given by

θ̂′s = arg min
θ′s

h(θ′s) = δ(1) (region 1) .

Similarly, in the 2nd region, the function h(θ′s) becomes

h(θ′s) = (K1 −K2) θ′s +
(
K2δ(2) −K1δ(1)

)
δ(1) < θ′s ≤ δ(2) (region 2) .

Hence the estimate θ̂′s is given by

θ̂′s = arg min
θ′s

h(θ′s) =





δ(1) K1 > K2

δ(2) K1 < K2

any value K1 = K2

δ(1) < θ′s ≤ δ(2) (region 2) .

Finally, in the 3rd region, the function h(θ′s) takes the form

h(θ′s) =
2∑

i=1

Kiθ
′
s −

2∑
i=1

Kiδ(i) δ(2) < θ′s (region 3) .
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Fig. 29. Regions of the order statistics {δ(i)}2
i=1.

So the estimate θ̂′s in this region is

θ̂′s = arg min
θ′s

h(θ′s) = δ(2) (region 3) .

Consequently, the estimate θ̂′s can be determined by choosing an adequate value be-

tween the order statistics
{
δ(i)

}2

i=1
. The median of

{
δ(i)

}2

i=1
maximizes the likelihood

function and minimizes the mean square error of the estimate. Therefore, the MLE

of clock skew θ̂s for the exponential delay model is given by

θ̂s =
2

δ(1) + δ(2)

− 1,

which is equivalent to the equation (5.24).
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APPENDIX C

DERIVATION OF FZ(Z)

Since Z = X(1) − Y(1) and the order statistics X(1) and Y(1) are independent,

fZ(z) can be found by transforming a joint distribution using the dummy variable

S = Y(1). From the assumptions, the PDF of the uplink and downlink delays, Xi and

Yi, are given by

fXi
(x) =

1

λ1

e
− x

λ1 x ≥ 0,

fYi
(y) =

1

λ2

e
− y

λ2 y ≥ 0.

Using the result in [?, p. 9], the pdfs of the order statistics X(1) and Y(1) are given by

fX(1)
(x) = N (1− FXi

(x))N−1 fXi
(x) =

N

λ1

e
− N

λ1
x

x ≥ 0,

fY(1)
(x) = N (1− FYi

(y))N−1 fYi
(y) =

N

λ2

e
− N

λ2
y

y ≥ 0.

Since Jacobian of this transformation is 1, a joint distribution of RVs Z and S is

given by

fZ,S (z, s) = fX(1),Y(1)
(z + s, s) = fX(1)

(z + s) · fY(1)
(s)

=
N2

λ1λ2

e
− N

λ1
z
e
−N

�
λ1+λ2
λ1λ2

�
s

z ≥ −s, s ≥ 0. (C.1)

Integrating (C.1) with respect to s yields

fZ (z) =





N
(λ1+λ2)

e
− N

λ1
z

z > 0

N
(λ1+λ2)

e
N
λ2

z
z < 0

,

which is equivalent to the equation (5.2).
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