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ABSTRACT

Mechanistic Kinetic Modeling of the Hydrocracking of Complex Feedstocks.

(December 2006)

Hans Kumar, B.E., Indian Institute of Technology, Roorkee;
M.S., Texas A&M University, College Station.
Co-Chairs of Advisory Committee: Dr. Gilbert F. Froment
Dr. Rayford G. Anthony

Two separate mechanistic kinetic models have been developed for the hydrocracking of complex feedstocks. The first model is targeted for the hydrocracking of vacuum gas oil. The second one addresses specifically the hydrocracking of long-chain paraffins, but at a more fundamental level as compared to the first one. Both models are based on an exhaustive computer generated reaction network of elementary steps.

In the first model, the dehydrogenation/hydrogenation steps occurring on the metal sites to generate/consume the reactive olefinic intermediates are assumed to be very fast so that the acid site steps are considered as the rate determining steps. The frequency factors for acid site steps are modeled using the single-event concept and the activation energies based on the nature of the reactant and product carbenium ions.

This model utilizes a detailed composition of the vacuum gas oil characterized by 16 different molecular classes up to carbon number 40. These classes are divided into 45 subclasses by distinguishing the isomers of a class according to the number of methyl branches. The kinetic model is plugged into an adiabatic multi-bed trickle flow reactor model. The model contains 33 feedstock and temperature independent parameters which have been estimated from the experimental data.

The model has been used to study the effect of the operating conditions on the yield and composition of various products. A sensitivity analysis of the distribution of isomers of a
class among its different subclasses has been performed showing that the total conversion increases when the content of isomers with a higher degree of branching is increased in the feed.

In the second model, the dehydrogenation/hydrogenation steps on the metal sites are also assumed to be rate determining. The rate coefficients for the dehydrogenation steps are modeled depending on the nature of the carbon atoms forming the double bond. The frequency factors for the acid site steps are modeled using the single-event concept. A more rigorous approach has been selected to model the activation energies of the acid site steps by implementing the Evans-Polanyi relationship. The 14 model parameters, which are independent of the temperature and feedstock composition, have been estimated from the experimental data. The model elucidates the effect of the relative metal/acid activity of the catalyst on the isomerization/cracking selectivities and on the carbon number distribution of the products.
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CHAPTER I
INTRODUCTION

Hydrocracking at high hydrogen pressures is commonly used to upgrade the heavier fractions like vacuum gas oils (VGO) obtained from crude oil distillation. Hydrocracking of residues and several products obtained from other refining processes, i.e., coker gas oil, deasphalted oil, fluid catalytic cracking (FCC) cycle oils and decant oils etc. is also carried out for getting high value products. Hydrocracking is also applied in the production of superior quality middle distillates from Fischer-Tropsch waxes and in the production of lube oil bases from middle distillates by removing long chain paraffins (dewaxing). Very heavy hydrocarbons such as those extracted from tar sands and shale can also be upgraded by hydrocracking.

A typical VGO feedstock consists of paraffinic, naphthenic, aromatic and naphtheno-aromatic species, along with heteroatom impurities like sulfur, nitrogen, oxygen compounds. Significant amount of metals may also be present. Based on the atmospheric equivalent boiling points\(^1\) (AEBP), vacuum gas oils (VGO) can be classified as light vacuum gas oils (LVGO) and heavy vacuum gas oils (HVGO). LVGOs have a boiling range of about 345-430 °C. Typically, saturates in this range account for 40-60 wt% of the fraction, consisting mainly of paraffins, and alkynaphthenes with 1-4 rings. They have carbon numbers between 15 and 30. The aromatic content of LVGO may be as high as 50 wt%. Most compound types in this fraction are alkylbenzenes, naphthalenes and phenanthrenes, with or without naphthenic rings. Sulfur compounds like benzo-, dibenzo-, naphthobenzo-thiophenes and other derivatives are also present. The elemental sulfur, oxygen and nitrogen content is of the order 3 wt%, 0.2 wt% and 1500 ppm respectively\(^1\).

---

This dissertation follows the style of Industrial & Engineering Chemistry Research.
The polar compounds in LVGOs may range from 1-10 wt%, consisting of compounds containing nitrogen, oxygen, or both. Snyder identified the polar compounds in the LVGO range of a California crude oil and reported 3.4 wt% carbazoles, 0.6% indoles, 0.5% benzocarbazoles, 0.66% pyridines, 1.74% quonolines, 0.26% benzoquonolines, and 1.2% of pyridones etc. Furthermore, they found 1.74% aliphatic carboxylic acids, 0.97% phenols, 1.2% benzoaromatic and higher aromatic furanes, and 0.7% aliphatic esters, ketones, and other carbonyl derivatives. The atmospheric equivalent boiling range of HVGO is about 430–540 °C with a carbon number ranging from 20 to 50. Compared to LVGO there is a dramatic decrease in the amount of saturates and a corresponding increase in aromatics and polar compounds. Most aromatic and naphthenic molecules in this range primarily contain 1-4 rings. Compounds with more than 4 rings are present at much lower concentrations. Elemental sulfur, oxygen and nitrogen content can be about 4 wt%, 0.3 wt% and 2000 ppm respectively. Snyder identified polar compounds in the HVGO fraction of a California crude oil with 0.75 wt% indoles, 4.1% carbazoles, 1.3% benzocarbazoles, 1.3% pyridines, 2.0% quonolines, 1.6% benzoquonolines, 2.0% pyridones, 0.4% azaindoles, 0.85% dibenzofuranes, 0.8% benzonaphthofuranes, 0.15% dinaphthofuranes, 0.08% dihydrobenzofuranes, 1.35% phenols, 1.35% aliphatic carboxylic acids, and 2.3% aliphatic esters, ketones, and other carbonyl derivatives. Significant differences can be found in the compositional analysis of different VGOs depending upon the source or the origin of the feedstock.

Typically the products obtained from fractionation of the hydrocracker effluent are defined based on their boiling point range as follows: light ends (C₄⁻), light naphtha (C₅ – 80 °C), heavy naphtha (80 °C – 150 °C), jet fuel/kerosene (150 °C – 290 °C), diesel fuel (290 °C – 370 °C) and the unconverted fractionator bottoms (370 °C +). The products obtained from hydrocracking are generally of high quality. The light naphtha with a research octane number between 78 and 85 can be used for the blending stock in the gasoline pool. The heavy naphtha is a good quality reformer feedstock for the production of high octane gasoline. The jet fuel obtained is low in aromatics and has a high smoke point. The diesel fraction has a relatively high cetane number and very low
sulfur content. High quality lube oils and FCC and thermal cracking feedstocks are also obtained from the hydrocracking process. Environmental concern in recent years has set the agenda for the development of hydrocracking and hydrotreatment processes to get high quality fuels with low aromatics, sulfur and nitrogen content. Global hydrocracking capacity has increased consistently over the last two decades and is expected to increase further, given the ability of this process to upgrade heavier feedstocks. Significant developments have been made in the hydrocracking process technologies like single-stage once through, single-stage with recycle, two-stage process, two-stage with recycle etc. in an effort to gain higher flexibility in the unit’s operation and maximize the financial returns. At the same time, different catalysts have been commercialized for processing the feedstocks of vastly different compositions under less severe operating conditions. The development of the fundamental kinetic models, on the other hand, for this kind of complex conversion processes had been rather limited, with most of the kinetic models still based on a very simplified lumped scheme for describing the product distribution. Therefore, development of reliable mechanistic kinetic models for the hydrocracking process is an important activity from a commercial as well as a research viewpoint. The design and optimization of the hydrocracking units require a detailed kinetic model that can take into account the complexity of the feedstock while following the rules of the underlying carbenium ion chemistry. The use of comprehensive process models with an accurate representation of hydrocracking kinetics at the elementary step level can be used to reduce expensive experimentation in pilot plants. This kind of mathematical models can be used for process design to predict the detailed product distribution and optimum operating conditions for a range of feedstocks as well as for simulation and optimization of the existing units.

1.1. Hydrocracking Process Description

Many different flow schemes have been developed for the hydrocracking process so that various feedstocks can be processed to produce a full range of products. All of the
processes are vendor specific with respect to the reactor design and catalyst selection. The three major schemes for hydrocracking processes can be classified as follows:

(a) Single-stage recycle hydrocracking
(b) Two-stage recycle hydrocracking
(c) Once through hydrocracking

In general, the commercial hydrocracking plants are operated at the following conditions:

Catalyst bed temperature 300-450°C
Pressure 85-200 bars
Liquid hourly space velocity 0.5-2.5 hr⁻¹
H₂/HC ratio 10-30 mole/mole (~3,000-10,000 Std. ft³/barrel)

Due to high hydrogen partial pressures and the use of dual function catalysts, the rate of catalyst coking and deactivation is very low, resulting in on-stream cycle lengths of several years.

The typical feedstocks used in hydrocracking process contain sulfur, nitrogen, and in the case of resid feedstock, metals such as nickel and vanadium. Because such compounds have a deleterious effect on hydrocracking catalysts, the feedstock typically requires hydrotreatment prior to contact with the hydrocracking catalyst. For this reason, most of the hydrocracking processes consist of two stages involving both hydrotreatment and hydrocracking.

Figure 1-1 shows the simplified flow diagram for a two stage hydrocracking process with recycle. The vacuum gas oil is sent to the first stage of the hydrocracker and is severely hydrotreated. Most of the sulfur and nitrogen compounds are removed from the oil and many of the aromatics are saturated. In addition, significant conversion to light products occurs in the first stage. The liquid products from the first stage are sent to a common fractionation section. To prevent overcracking, lighter products are removed by
distillation. The unconverted oil from the bottom of the fractionator is routed to the second stage reactor section. The second reaction stage saturates almost all the aromatics and cracks the oil feed to light products. Due to the saturation of aromatics, the second stage produces excellent quality products. The liquid product from the second stage is sent to the common fractionator where light products are distilled. The second stage operates in a recycle to extinction mode with per-pass conversions ranging from 50 to 80%. The following products are obtained from fractionation: light ends, light naphtha, heavy naphtha, jet fuel/kerosene, and diesel fuel. The fractionator bottoms containing the unconverted feed is recycled to the second stage reactor so that it can be converted into commercial products.

Figure 1-1. Simplified process flow diagram of a two stage hydrocracker. (source: www.abb.com).
The overhead liquid and vapor from the hydrocracker fractionator is further processed in a light ends recovery unit where fuel gas, liquefied petroleum gas (LPG) and, naphtha are separated. The hydrogen supplied to the reactor sections of the hydrocracker comes from steam reformers. The hydrogen is compressed in stages until it reaches system pressure of the reactor sections.

The catalyst in the first reactor is designed to eliminate the hetero compounds in the feedstock and to convert the organic sulfur and nitrogen to hydrogen sulfide and ammonia, respectively. Such catalysts typically comprise sulfided molybdenum or tungsten and nickel or cobalt on an alumina support. The deleterious effect of $\text{H}_2\text{S}$ and $\text{NH}_3$ on hydrocracking catalyst is considerably lower than those of the corresponding organic hetero compounds. The hydrotreating catalyst also facilitates the hydrogenation of aromatics.

The hydrocracking catalyst in the second stage is designed to optimize the yields and quality of the desired products. Various reactions such as hydrogenation, dehydrogenation, isomerization, cracking, alkylation, dealkylation, etc. predominately take place in the second stage reactor. Hydrogenation reactions are highly exothermic, whereas the cracking reactions are endothermic. The amount of heat liberated in the hydrogenation reactions is greater than the heat required for the endothermic cracking reactions. The surplus heat released causes the reactor temperature to increase, thereby accelerating the reaction rate. Cold hydrogen is injected between the reactor beds as a quench to control the reactor temperature profile.

The severity of the hydrocracking operation is measured by the degree of conversion of the feed to the lighter products. Conversion is defined as the volume percent of the feed that disappears to form the products boiling below the desired product end point. A given percent conversion at a low product endpoint represents a more severe operation than does the same percent conversion at a higher product endpoint.
1.2. Literature Survey

To study the conversion of complex feedstocks through processes like hydrocracking and catalytic cracking, most efforts have focused on the development of lumped kinetic models in which the feedstock is divided into several lumps based on the boiling point range. A simplified reaction network between these lumps is set up and the rate coefficients for the global conversion of lumps are estimated from the experimental data. For example, the kinetic model of Weekman and Nace\textsuperscript{4} for fluidized catalytic cracking assumes that the feedstock charge is converted into the gasoline boiling fraction and the remaining fraction by the following two equations,

\[ C_1 \xrightarrow{k_1} a_1 C_2 + a_2 C_3 \]  
\[ C_2 \xrightarrow{k_2} C_3 \]  

(1.1)  
(1.2)

In the above equations, \( C_1 \) represents the gas oil charged, \( C_2 \) represents the \( C_5-410 \) °F gasoline fraction and, \( C_3 \) represents the butanes, dry gas and, coke. The coefficients \( a_1 \) and \( a_2 \) represent the mass of \( C_2 \) and \( C_3 \) produced per mass of \( C_1 \) converted, respectively.

A more detailed lumped model for FCC comprising 10 lumps was developed by Jacob et al\textsuperscript{5}. Stangeland\textsuperscript{6} considered the feedstock as a series of 50 °F boiling range cuts assuming that each heavier cut hydrocracks via a first order reaction to form a series of lighter cuts. To achieve higher accuracy in the product yields predicted by the models, more and more lumps were introduced by various researchers. Increasing the number of lumps also leads to the introduction of more parameters in the kinetic model. The major fundamental limitation of the lumped kinetic models is that the kinetic parameters depend on the composition of the feedstock. Therefore, with every different feedstock the kinetic model needs to be refitted and new sets of parameters have to be estimated.

Another approach for modeling the kinetics of the conversion of such complex feedstocks is based on the notion of continuum lumping in which the reaction mixture is considered to be a continuous mixture with respect to the feed properties like boiling point and molecular weight. A hydrocracking model based on this approach has been developed by Laxminarasimhan et al\textsuperscript{7} in which the true boiling point of the mixture is
used as the characterization parameter. The rate constant of hydrocracking is assumed to be a monotonic function of the true boiling point. A yield distribution function was formulated from the hydrocracking data of model compounds. The resulting integro-differential equations were solved numerically to obtain the yields of various fractions as a function of reactor residence time. Similar to the discrete lumping, this approach is also unable to capture the fundamental chemistry of the process providing thrust to the development of mechanistic models.

Mechanistic models are based more closely on the chemistry of the process. Several approaches have been developed to build the mechanistic models for catalytic and thermal conversion of complex feedstocks. For example, Liguras et al.\textsuperscript{8,9} represented the feedstock using hundreds of pseudo-components whose composition was calculated from MS and C-NMR spectroscopy and developed the kinetic model for catalytic cracking based on the nature of carbon centers in the pseudo-components.

Quann et al.\textsuperscript{10} constructed the molecules by incrementing the structural units present in the hydrocarbon molecules and expressed them using a vector notation which was used to generate the reaction network. The reaction network is based on various reaction rules selected according to the chemistry of the process. This approach is called the structural oriented lumping (SOL).

Froment and co-workers\textsuperscript{11,12} developed a mechanistic kinetic modeling approach starting from the elementary steps of carbenium ion chemistry. This approach was named as “single event” approach. Baltanas et al.\textsuperscript{11} generated a network of elementary steps involving carbenium ions using a computer algorithm based on the approach devised by Clymans et al.\textsuperscript{13} and Hillewaert et al.\textsuperscript{14}. Vynckier et al.\textsuperscript{12} applied the single event approach to complex feedstocks by introducing the concept of lumping coefficients. Feng et al.\textsuperscript{15} used single event to model the catalytic cracking of paraffins on a RE-Y zeolite catalyst. Svoboda et al.\textsuperscript{16} determined the single event rate parameters for the hydrocracking of n-octane. Martens et al.\textsuperscript{17} applied single event kinetics for the hydrocracking of C\textsubscript{8}-C\textsubscript{12} paraffins on Pt/USY zeolites. Park and Froment\textsuperscript{18} applied the single event kinetics along with Evans-Polanyi relationship for modeling the methanol to
olefin process over HZSM-5 catalyst, and Martinis and Froment\textsuperscript{19} to the alkylation of isobutane with butenes.
CHAPTER II
HYDROCRACKING CHEMISTRY AND REACTION NETWORK GENERATION

2.1. Hydrocracking Catalyst

Hydrocracking is carried out on dual-function catalysts having a cracking function and a hydrogenation-dehydrogenation function. The cracking function is provided by an acidic support, whereas the hydrogenation-dehydrogenation function is provided by metals. The different kinds of acidic support can be (i) amorphous oxides e.g., silica-alumina, (ii) crystalline zeolites, mostly ultra stable Y-zeolites and a binder e.g., alumina, or (iii) hybrid supports having a mixture of zeolite and amorphous oxides. Cracking and isomerization steps take place on the acidic support. The metal can be noble metals (palladium, platinum) or nonnoble metal sulfides from group VIA (molybdenum, tungsten) and group VIIIA (cobalt, nickel). These metals produce the reactive olefins for the cracking and isomerization steps and catalyze the hydrogenation of the aromatics in the feedstock as well as heteroatom removal. The ratio between the catalyst’s acidic and metal activities is adjusted in order to optimize the activity and selectivity.  

2.2. Reaction Mechanism

The well known bifunctional mechanism of hydrocracking reactions proceeding through olefinic intermediates is widely accepted for describing the product distribution. The model developed in this work is primarily applicable to the hydrocracking of VGO on zeolite catalysts ignoring the activity of the binder. The feed molecules are sorbed into the pores of zeolites from the surrounding fluid phase, which can be gas or liquid depending upon the reactor operating conditions. Different reaction pathways are available for the paraffinic, naphthenic and aromatic species. The sorbed paraffinic and naphthenic species are chemisorbed on the metal sites and are dehydrogenated into the corresponding olefinic species which migrate from the metal sites to the nearby Brønsted acidic sites and are protonated into paraffinic and naphthenic carbenium ions. The
Naphthenic species can dehydrogenate either in the side chain or inside the ring to produce the corresponding olefins. The olefinic species sorbed in the zeolite pores are assumed to be in pseudo-equilibrium with the chemisorbed olefins on the metal sites as well as with the surface carbenium ions on the acid sites. The pseudo-equilibrium of sorbed olefins between the metal sites as well as with the carbenium ions is modeled using the Langmuir adsorption isotherm.

The paraffinic carbenium ions thus produced are isomerized by hydride shift (HS), methyl shift (MS) and protonatedcyclopropane (PCP) steps. It can be noticed from Figure 2-1 that the HS and MS steps do not change the degree of branching in the carbenium ions whereas the PCP steps do. The isomerized carbenium ions with a higher degree of branching crack at the carbon-carbon bond in β-position with respect to the carbon atom carrying the positive charge, yielding a smaller carbenium ion and an olefin. The resulting carbenium ion can further crack or deprotonate on the acid sites to produce an olefin. Similarly, the olefin can be protonated to yield another carbenium ion, or alternatively can be hydrogenated on the metal sites to produce a paraffin. The probability of undergoing either protonation or hydrogenation depends on the relative strength of the acid/metal functions of the catalyst. Cyclization of paraffinic species into ring species is also encountered. The important elementary steps that occur in the paraffinic species are shown in Figure 2-1.

The naphthenic carbenium ions can undergo all the elementary steps mentioned above in their alkyl side chain. Apart from that, the hydride shift and methyl shift steps can also occur in the naphthenic rings. The PCP steps involving the ring carbon atoms result in the expansion or contraction of the ring size. It has been shown that the hydrocracking of cyclohexane proceeds through ring contraction forming methylcyclopentane which undergoes the ring opening reaction. Depending on the location of the positive charge, the naphthenic carbenium ions can undergo exocyclic β-scission producing a naphthenic olefin and severing the long alkyl chain as a paraffinic carbenium ion, or can transform through endocyclic β-scission scission producing an unsaturated carbenium ion by ring opening. One of the main differences between the β-scission in the paraffinic chain and
\( \beta \)-scission in the ring is that the latter is considerably more difficult than the former. Several explanations have been presented for this behavior. According to Eagan and Langlois\textsuperscript{20}, carbenium ions formed by endocyclic \( \beta \)-scission of a naphthenic carbenium ions have a high tendency to return to the cyclic form because the closeness of the double bond and positively charged carbon atom provides a favorable configuration for this cyclization. Studies on the hydrocracking of multi-ring naphthenes are mostly limited up to two rings and have shown that the naphthenic rings open in a sequential manner. The important steps in the hydrocracking of mononaphthenes are shown in Figure 2-2.

Figure 2-3 shows the different possibilities that can occur in the hydrocracking of a tetra-naphthene during hydrocracking. For simplicity, the positive charge has been omitted from the reaction network.

Hydroconversion of alkyl aromatics proceeds either through the typical acid-site elementary steps in their side chain or through the saturation of the aromatic ring and subsequent isomerization and cracking in the resulting naphthenic ring. Dealkylation of the benzyl carbenium ion formed by the direct protonation of the aromatic ring on the acid sites is an important step in the hydrocracking of aromatics. Figure 2-4 shows the important steps in the hydroconversion of mono-ring aromatics. Hydrocracking of polynuclear aromatics is quite complex and involves sequential hydrogenation of the aromatic rings along with parallel or subsequent isomerization, cracking and ring opening reactions as shown in Figure 2-5.

To summarize, the following types of elementary steps and reactions are considered in the current VGO hydrocracking model:

1. Dehydrogenation into olefinic species (preceding the protonation step)
2. Protonation/deprotonation
3. Hydride shift (HS) in the side chain and in the rings
4. Methyl shift (MS) in the side chain and in the rings
5. Protonated cyclopropane (PCP) in the side chain
6. Ring contraction/expansion through PCP in the ring
7. Acyclic $\beta$-scission (scission in the side chain)
8. Exocyclic $\beta$-scission (scission between ring and side chain)
9. Endocyclic $\beta$-scission or ring opening (scission in the ring)
10. Cyclization (reverse of endocyclic $\beta$-scission)
11. Dealkylation of aromatics
12. Hydrogenation of aromatics to naphthenes (and the reverse dehydrogenation)

Figure 2-1. Steps involved in the hydrocracking of paraffins.
Figure 2-2. Elementary steps of mono-ring naphthenes.
Figure 2-3. Reaction network of multi-ring naphthenes. (Shown in the form of molecular reactions instead of elementary steps for simplification).
Figure 2-4. Elementary steps and reactions of monoring aromatics.
2.3. Reaction Network Generation

Considering the large number of reaction pathways in the hydrocracking of heavy feedstocks when expressed in terms of elementary steps, a reaction network for the paraffins, naphthenes and aromatics has been generated up to carbon number 40 using Boolean relation matrices and characterization vectors. The methodology and procedure for generating the reaction network has been described in the literature\textsuperscript{13, 21, 22}. Several improvements have been made in the existing reaction network generation algorithm to
speed up the program execution. The use of dynamic memory allocation via linked lists for storing and searching the intermediate olefinic and ionic species significantly reduced the run time as compared to searching the species stored on the hard disk. The rules for deriving the number of single-events of the PCP and cracking steps have also been improved.

The total number of carbenium ions involved in VGO hydrocracking up to C_{40} is of the order of 18 million. The total number of steps and the number of rate determining steps are of the order of 126 and 15 million respectively. For illustrative purpose, some of the information extracted from the computer generated reaction network has been presented in Figure 2-6 to Figure 2-8 showing the increase in the number of species and the number of steps with carbon number.

![Figure 2-6. The number of different types of elementary steps in the hydrocracking of paraffins.](image-url)
Figure 2-7. The total number of elementary steps in the network generated for paraffins, mono-naphthenes, di-naphthenes and mono-aromatics.

Figure 2-8. The number of carbenium ions in the network generated for paraffins, mono-naphthenes, di-naphthenes and mono-aromatics.
2.4. Composition of VGO

To develop a mechanistic kinetic model requires the knowledge of the composition of the feedstock at the molecular level. Just for the paraffins in the C_5-C_{12} range (a typical carbon number range for naphthas) the number of possible isomers amounts to more than 600. The number of isomers which have actually been experimentally observed (though not all identified) in this range is of the order of 200-400\textsuperscript{23-26}. This kind of detailed molecular analysis of light petroleum fractions like gasoline and light naphtha can be carried out using coupled gas chromatography/mass spectroscopy. For any higher boiling range cuts, this number becomes quickly unmanageable. For higher boiling fractions, adding the isomers of paraffins, naphthenes, and aromatics as well as the heteroatom compounds, the number becomes larger by several orders of magnitudes making the complete compositional analysis of heavy fractions utterly impossible\textsuperscript{1} even by the latest analytical techniques. However, significant developments have been made in recent years for a quite detailed analysis of these heavy mixtures with the application of modern analytical techniques including gas chromatography (GC), supercritical fluid chromatography (SFC), high performance liquid chromatography (HPLC), field ionization mass spectroscopy (FIMS), low voltage high resolution mass spectroscopy (LV-HRMS), nuclear magnetic resonance spectroscopy (NMR) etc. Boduszynski\textsuperscript{27, 28}, for example, has coupled high performance liquid chromatography (HPLC) for separations and FIMS in the analysis of several petroleum crude oils. Similarly, Allen\textsuperscript{29} has coupled HPLC/GC compound class separations along with mass spectral, \textsuperscript{13}C, \textsuperscript{1}H, nuclear magnetic resonance analysis in detailed description of gas oil feedstocks. In the work of Boduszynski, the petroleum feed was fractionated into ten boiling point cuts, each of which was subjected to three HPLC extractive separations to determine nine sub-fractions: the saturates, monoaromatics, diaromatics, triaromatics, tetraaromatics, pentaaromatics, and the polar compounds (the basic, pyrolic nitrogen and acid components). Each of these sub-fractions was analyzed in detail by FIMS which gave the molecular weight distribution or carbon number distribution of different homologous series. The results available using this technique are valuable quantitative information
about the distribution of various components in the complex feedstocks. This kind of analysis allows to represent the composition of a heavy petroleum fraction in a matrix form in which the rows represent different molecular classes and the columns contain the carbon number distribution for each class. Compounds in each class have a distinct hydrogen deficiency number $Z$ (as in $C_nH_{2n+Z}$), where $Z = -2(R + DB -1)$, $R$ is the number of rings and $DB$ is the number of double bonds in the given class. One such ($Z$-$CN$) representation to characterize a VGO feedstock is presented in Table 2-1. The entire VGO is divided into 16 molecular classes and in each class the carbon number distribution is given up to $C_{40}$ resulting in 462 pure components/lumps in total. In this representation, all the isomers belonging to a particular class with a given carbon number are placed in one lump with no distinction based on the degree of branching or ring substitution in the isomeric species.

Because of the difficulties associated with this type of detailed characterization of heavier petroleum feedstocks and at the same time its increasing importance in the development of fundamental kinetic models, a large amount of research is directed towards the determination of detailed composition from the bulk analysis of heavy hydrocarbons such as ASTM distillation curves, API gravity, Reid vapor pressure (RVP), paraffin, naphthene and aromatic (PNA) content, Conradson carbon residue (CCR) etc. using different approaches.
Neurock et al.\textsuperscript{30, 31} devised a stochastic method to transform efficient sets of analytical characterizations into molecular representations of complex feedstocks. They assembled the important structural attributes of petroleum molecules like the number of aromatic rings, number of naphthenic rings, number and length of paraffinic side chain etc. into molecules according to quantitative probability density functions for each attribute resulting in a large ensemble of representative key components from which both molecular and global product properties were deduced. These density functions were derived from a general Monte Carlo algorithm. In a similar work Hudebine et al.\textsuperscript{32} created the molecular composition from partial analytical data using a two-step reconstruction method. The first step called the stochastic reconstruction assumes that oil mixtures can be described by distributions of structural blocks. The choice of blocks and distributions is based on expert knowledge. The transformation from a set of distributions into a mixture of molecules is obtained by Monte-Carlo sampling while a simulated annealing procedure adjusts the parametric distributions. The second step termed as reconstruction by entropy maximization improves the representativeness of the set of constructed molecules by adjusting their molar fractions. The estimation of these mole fractions is carried out by maximizing an information entropy criterion under linear constraints. Aye et al.\textsuperscript{33} developed a methodology for the generation of detailed composition for the gasoline range fractions from bulk properties. They used a database of the properties and molecular information in the form of Z-CN matrices of several refining streams and through the linear combination of these matrices predicted the composition of new feedstocks.
Table 2-1. (Z-CN) matrix representation of VGO in terms of 462 components/lumps.

<table>
<thead>
<tr>
<th></th>
<th>CN</th>
<th>NPAR</th>
<th>iPar</th>
<th>MNA</th>
<th>DNA</th>
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<th>QNA</th>
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<th>DAR</th>
<th>TAR</th>
<th>QAR</th>
<th>NMA</th>
<th>ADA</th>
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<th>TNM</th>
<th></th>
</tr>
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<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
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<td>4</td>
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<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td></td>
</tr>
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<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td></td>
</tr>
</tbody>
</table>

Unfortunately, the analysis of VGO even at such a detailed level (Z-CN matrix form) does not allow development of a mechanistic kinetic model in which the model parameters could be claimed to be independent of the feedstock composition. To explain the reason, refer to the strict thermodynamic lumping scheme developed in the Chapter III. This lumping scheme is based on the assumption that the isomers of a particular carbon number belonging to a class and with a given number of methyl branches reach thermodynamic equilibrium due to fast hydride shift and methyl shift elementary steps on the acid sites of the catalyst. Therefore, the model requires three lumps per carbon number for isoparaffins, i.e., monobranched, dibranched and tribranched lumps. In the VGO composition shown in Table 2-1, however, all the isomers of a given class are placed in one lump. Therefore, such a characterization of VGO would not allow the calculation of the rate of conversion of less branched isomers to more branched isomers (and vice versa) occurring through protonatedcyclopropane (PCP) mechanism, which is an important rate determining step in the hydrocracking process. In other words, according to the lumping scheme given in Table 2-1, all the isomers in a lump with different number of methyl branches would have to be assumed at pseudo-equilibrium along the entire length of the reactor which is far from reality. Vansina et al.\textsuperscript{34} compared the experimental product distribution with the thermodynamically calculated values in the hydrocracking of n-octane and showed that the fraction of multi-branched isomers is always smaller than the thermodynamic equilibrium. Especially, the fraction of tri-branched isomers was much smaller than their thermodynamic equilibrium values. Similarly, Schulz et al.\textsuperscript{35} reported that in the hydrocracking of n-dodecane on different catalysts, the ratios of the monomethyl isomers to the corresponding n-paraffins are greater than those of thermodynamic equilibrium, whereas the amount of dimethyl isomers are much smaller. This idea has been extended to the ring containing structures also given the presence of long paraffinic side chains in these species and the same reaction mechanism (i.e., PCP) for the change in the number of branches. Since the global rate of cracking of a lump through $\beta$-scission increases with the degree of branching, placing all the isomers per carbon number of a given class in one lump would
not give the accurate values of the global rate of conversion through $\beta$-scission steps, which are the main elementary steps responsible for the transformation of heavy hydrocarbons into the lighter ones. Consequently, in the current model to represent the carbenium ion chemistry at the fundamental level, all the classes except normal paraffins and those with four rings (naphthenic or aromatic) structures, have been further divided into subclasses based on the number of methyl branches. Normal paraffins are obviously pure components and the four ring structures are not divided because of their relatively low concentrations. According to the rules set for the reaction network generation\textsuperscript{22}, paraffinic species can have a maximum of three methyl branches; ethyl and longer branches are not allowed in the reaction network owing to relatively smaller concentrations of this kind of isomers. Therefore, the isoparaffin class has been divided into three subclasses, i.e., monobranched, dibranched and tribranched. The species containing naphthenic or aromatic rings are allowed to have only one long side chain at a given substitution, and up to three methyl branches anywhere on the ring structure or the long side chain. Therefore, for a given carbon number of any ring containing class, the first subclass contains the species having just the bare ring structure (i.e., the first member of the class, e.g. benzene in monoaromatic class), or the species having only the long side chain without any methyl branch. This subclass is referred to as unbranched in the rest of this dissertation. The other three subclasses contain species with one, two, and three methyl branches denoted by monobranched, dibranched and tribranched subclasses, respectively. According to this scheme, the 16 molecular classes are divided into 45 subclasses leading to characterization of VGO in terms of 1266 pure components/lumps. This scheme for VGO characterization is shown in Table 2-2. The summary of Table 2-2 has been presented in Table 2-3 showing the number of lumps for each subclass. Naturally, it is very difficult to characterize a heavy feedstock like VGO at such a detailed level. Mass spectrometers/high resolution mass spectrometers would not be able to distinguish among the isomers with the same chemical formula. But techniques like $^1$H and $^{13}$C NMR can give important information about the average population of carbon and hydrogen atoms of different nature, i.e., primary, secondary,
tertiary, aromatic, \( \alpha \)-position to aromatic ring etc. of a fraction separated from VGO by GC/HPLC/SGC. This information can be utilized to get a good estimate of the distribution of isomers with different degrees of branching to convert the VGO composition from 16 classes to 45 subclasses. Development of more advanced analytical methods would certainly be useful for obtaining this kind of information.

As the information on the distribution of isomers with different degrees of branching in a class for heavy petroleum mixtures is not available, some insight has been taken from the detailed molecular level analysis of lighter petroleum fractions. It has been generally observed that in the straight run petroleum cuts, the isoparaffins contain primarily the monobranched isomers with relatively smaller amounts of multibranched paraffins. Accordingly, in the current model the distribution of monobranched, dibranched and tribranched isomers is assumed to be 65%, 25% and 10%, respectively. In the classes with aromatic and naphthenic rings, a distribution of 20%, 50%, 20% and 10% has been assumed for the unbranched, monobranched, dibranched and tribranched isomers. The distribution of the degree of branching can be significantly different in the VGOs obtained from other processing units as compared to the straight run VGOs and need to be accounted for accordingly. A sensitivity analysis has been performed to show the effect of the distribution of isomers in the feed on the hydrocracking products. It will be discussed in Chapter V.
Table 2-2. (Z-CN) matrix representation of VGO in terms of 1266 components/lumps. (Numbers 0 to 3 in the second row represent the number of methyl branches in that subclass)
Table 2-3. The number of lumps/pure components in different subclasses.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Subclass</th>
<th>No. of lumps up to $C_{40}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NPAR</td>
<td>38*</td>
</tr>
<tr>
<td>2</td>
<td>MBP</td>
<td>37</td>
</tr>
<tr>
<td>3</td>
<td>DBP</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>TBP</td>
<td>34</td>
</tr>
<tr>
<td>5</td>
<td>MNA0</td>
<td>36*</td>
</tr>
<tr>
<td>6</td>
<td>MNA1</td>
<td>34</td>
</tr>
<tr>
<td>7</td>
<td>MNA2</td>
<td>33</td>
</tr>
<tr>
<td>8</td>
<td>MNA3</td>
<td>32</td>
</tr>
<tr>
<td>9</td>
<td>DNA0</td>
<td>31*</td>
</tr>
<tr>
<td>10</td>
<td>DNA1</td>
<td>29</td>
</tr>
<tr>
<td>11</td>
<td>DNA2</td>
<td>28</td>
</tr>
<tr>
<td>12</td>
<td>DNA3</td>
<td>27</td>
</tr>
<tr>
<td>13</td>
<td>TNA0</td>
<td>27*</td>
</tr>
<tr>
<td>14</td>
<td>TNA1</td>
<td>25</td>
</tr>
<tr>
<td>15</td>
<td>TNA2</td>
<td>24</td>
</tr>
<tr>
<td>16</td>
<td>TNA3</td>
<td>23</td>
</tr>
<tr>
<td>17</td>
<td>TETNA</td>
<td>23</td>
</tr>
<tr>
<td>18</td>
<td>MAR0</td>
<td>35*</td>
</tr>
<tr>
<td>19</td>
<td>MAR1</td>
<td>33</td>
</tr>
<tr>
<td>20</td>
<td>MAR2</td>
<td>32</td>
</tr>
<tr>
<td>21</td>
<td>MAR3</td>
<td>31</td>
</tr>
<tr>
<td>22</td>
<td>DAR0</td>
<td>31*</td>
</tr>
<tr>
<td>23</td>
<td>DAR1</td>
<td>29</td>
</tr>
<tr>
<td>24</td>
<td>DAR2</td>
<td>28</td>
</tr>
<tr>
<td>25</td>
<td>DAR3</td>
<td>27</td>
</tr>
<tr>
<td>26</td>
<td>TAR0</td>
<td>27*</td>
</tr>
<tr>
<td>27</td>
<td>TAR1</td>
<td>25</td>
</tr>
<tr>
<td>28</td>
<td>TAR2</td>
<td>24</td>
</tr>
<tr>
<td>29</td>
<td>TAR3</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>TETAR</td>
<td>23</td>
</tr>
</tbody>
</table>
Table 2-3. Continued.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Subclass</th>
<th>No. of lumps up to $C_{40}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>NMA0</td>
<td>31*</td>
</tr>
<tr>
<td>32</td>
<td>NMA1</td>
<td>29</td>
</tr>
<tr>
<td>33</td>
<td>NMA2</td>
<td>28</td>
</tr>
<tr>
<td>34</td>
<td>NMA3</td>
<td>27</td>
</tr>
<tr>
<td>35</td>
<td>NDA0</td>
<td>27*</td>
</tr>
<tr>
<td>36</td>
<td>NDA1</td>
<td>25</td>
</tr>
<tr>
<td>37</td>
<td>NDA2</td>
<td>24</td>
</tr>
<tr>
<td>38</td>
<td>NDA3</td>
<td>23</td>
</tr>
<tr>
<td>39</td>
<td>NTA</td>
<td>23</td>
</tr>
<tr>
<td>40</td>
<td>DNMA0</td>
<td>27*</td>
</tr>
<tr>
<td>41</td>
<td>DNMA1</td>
<td>25</td>
</tr>
<tr>
<td>42</td>
<td>DNMA2</td>
<td>24</td>
</tr>
<tr>
<td>43</td>
<td>DNMA3</td>
<td>23</td>
</tr>
<tr>
<td>44</td>
<td>DNDA</td>
<td>23</td>
</tr>
<tr>
<td>45</td>
<td>TNMA</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td><strong>Total</strong></td>
<td><strong>1266</strong></td>
</tr>
</tbody>
</table>

(*) 310 pure components.
CHAPTER III
KINETIC MODEL DEVELOPMENT FOR THE HYDROCRACKING OF VGO

As shown in Chapter II, in the hydrocracking of a complex feedstock like VGO, the number of elementary steps and reactions occurring on the acidic sites and metal sites of the catalyst is extremely large. Yet every elementary step and reaction has a finite contribution towards the final distribution of products. For such complex processes, conventional kinetic modeling approaches would result in such a large number of reaction rate coefficients that it would be truly impractical to estimate their values from the experimental data. The solution of this problem lies in modeling the rate parameters of these steps in addition to modeling the rate equations. The first step in developing a methodology for modeling the rate parameters is the exploitation of the fact that in spite of the excessive number of elementary steps occurring on the acid sites, the ‘types’ of elementary steps to which they belong is much smaller. Assigning a unique rate coefficient to all the elementary steps of one type would be too much of a simplification, indeed. The differences in the structures and the energy levels of the reactants and the corresponding activated complexes of the elementary steps of a given type contribute differently towards their frequency factors and activation energies. To account for the effect of the structures on the frequency factors, Froment and coworkers\textsuperscript{11, 12, 36} introduced the concept of single event kinetics. In the hydrocracking of VGO, the activation energies of the elementary steps are modeled based on the nature (secondary or tertiary) of the reactant and product carbenium ions. A more rigorous treatment for the modeling of the activation energies is presented in Chapter VI, dealing with the hydrocracking of pure paraffinic feedstocks. This approach is based on the application of the Evans-Polanyi relationship which explicitly accounts for the differences in the energy levels of the reactants and the products starting from their heats of formation.

The present Chapter discusses the methodology for the modeling of the frequency factors and the activation energies for acid site steps, the development of the rate
expressions for the individual elementary steps and the reaction mechanism and rate expressions for the saturation of the aromatic species. Based on thermodynamic principles, a strict lumping scheme is devised (as discussed partly in Chapter II) and the resulting rate expressions for the global rate of conversion between the lumps are developed.

3.1. Modeling of the Frequency Factors

Single-event kinetics has been applied to model the frequency factors of the elementary steps taking place on acidic sites of the catalyst. In the single event kinetics, the effect of molecular structure on the frequency factor of an elementary step is described with the help of transition state theory and statistical thermodynamics. The rate coefficient of an elementary step is given by transition state theory as,

$$ k = \left( \frac{k_B T}{h} \right) \exp \left( \frac{\Delta S^{\ddagger}}{R} \right) \exp \left( -\frac{\Delta H^{\ddagger}}{RT} \right) $$

(3.1)

According to statistical thermodynamics, the entropy of a species is the sum of transnational, rotational, vibrational and electronic contributions,

$$ S^o = S^o_{\text{Trans}} + S^o_{\text{Vib}} + S^o_{\text{Rot}} + S^o_{\text{Elec}} $$

(3.2)

where

$$ S^o_{\text{Rot}} = S^o_{\text{ExtRot}} + S^o_{\text{IntRot}} $$

(3.3)

The rotational part of the entropy is composed of an intrinsic term, $\hat{S}^o$ and a contribution from the symmetry of the molecule, $R \ln \sigma$, i.e.,

$$ S^o_{\text{ExtRot}} = \hat{S}^o_{\text{ExtRot}} - R \ln (\sigma_{\text{Ext}}) $$

(3.4)

$$ S^o_{\text{IntRot}} = \hat{S}^o_{\text{IntRot}} - R \ln (\sigma_{\text{Int}}) $$

(3.5)

For racemic mixtures of optically active species, an additional entropy contribution of $-R \ln(2^n)$ due to the mixing of different enantiomers has to be considered, where $n$ is the number of chiral centers in the molecule.
\[ S_{\text{Rot}}^\circ = \hat{S}_{\text{Rot}}^\circ - R \ln \left( \frac{\sigma_{\text{Ext}} \sigma_{\text{Int}}}{2^n} \right) \]  

(3.6)

where \[ \hat{S}_{\text{Rot}}^\circ = \hat{S}_{\text{ExtRot}}^\circ + \hat{S}_{\text{IntRot}}^\circ \]  

(3.7)

and \[ \left( \frac{\sigma_{\text{Ext}} \sigma_{\text{Int}}}{2^n} \right) = \text{Global Symmetry Number, } \sigma_{\text{gl}} \]  

(3.8)

The global symmetry number \( \sigma_{\text{gl}} \) quantifies all the symmetry contributions of a species.

Using the above equations, the standard entropy of activation for an elementary step can be written as

\[ \Delta S^\circ = \Delta S_{\text{Trans}}^\circ + \Delta S_{\text{Vib}}^\circ + \Delta S_{\text{Elec}}^\circ + \Delta \hat{S}_{\text{Rot}}^\circ + R \ln \left( \frac{\sigma_{\text{gl}}^R}{\sigma_{\text{gl}}^\dagger} \right) \]

(3.9)

The last term of equation (3.9) gives the difference in standard entropy due to the symmetry changes in going from reactant to activated complex. Equation (3.9) can also be written as,

\[ \Delta S^\circ = \Delta \hat{S}^\circ + R \ln \left( \frac{\sigma_{\text{gl}}^R}{\sigma_{\text{gl}}^\dagger} \right) \]

(3.10)

where \[ \Delta \hat{S}^\circ = \Delta S_{\text{Trans}}^\circ + \Delta S_{\text{Vib}}^\circ + \Delta S_{\text{Elec}}^\circ + \Delta \hat{S}_{\text{Rot}}^\circ \]

(3.11)

Using eqns (3.1) and (3.10), the effect of changes in symmetry in going from reactant to activated complex on the rate coefficient of an elementary step can be factored out. i.e.,

\[ k = \left( \frac{\sigma_{\text{gl}}^R}{\sigma_{\text{gl}}^\dagger} \right) \left( \frac{k_B T}{h} \right) \exp \left( \frac{\Delta \hat{S}^\circ}{R} \right) \exp \left( \delta H^\circ \right) \]

(3.12)

Hence, the frequency factor for this elementary step can be given by,

\[ A = \left( \frac{\sigma_{\text{gl}}^R}{\sigma_{\text{gl}}^\dagger} \right) \left( \frac{k_B T}{h} \right) \exp \left( \frac{\Delta \hat{S}^\circ}{R} \right) \]

(3.13)
Defining the ratio of the global symmetry numbers shown in the first bracket as the number of single-events, \( n_e \), i.e., 
\[
\frac{\sigma^R_{gl}}{\sigma^s_{gl}} \]
the frequency factor for a given elementary step is expressed as 
\[
A = n_e \tilde{A} \tag{3.14}
\]
where the single event frequency factor \( \tilde{A} \) is given by 
\[
\tilde{A} = \left( \frac{k_B T}{\hbar} \right) \exp \left( \frac{\Delta S^R_{\sigma\gamma}}{R} \right) \tag{3.15}
\]
For all the unimolecular elementary steps, the contribution of the translational motion to entropy of activation would be zero as the masses of the reactant and the activated complex in any unimolecular elementary step would be identical. It can be seen from eqn (3.14) that the difference in symmetry between the reactant and the activated complex has been factored out by introducing the number of single events, \( n_e \). Once the effect of the symmetry has been factored out from the rotational entropy of activation, the remaining *intrinsic* contribution arising due to the difference in the moments of inertia of the reactant and the activated complex can be assumed to be the same for all the elementary steps of one *type* considering the similarity in the structural transformations occurring in the elementary steps of a given *type*. The same argument can be given for the vibrational contribution of the entropy of activation, i.e., similar changes in the frequencies of vibrational modes of the reactant and the activated complex in the vicinity of the reaction center (i.e., the positively charged carbon atom for the transformations on acidic sites), for all the elementary steps belonging to one *type*. Similarly, the electronic contribution to the entropy of activation, which depends on the number of unpaired electrons in the reactant and the activated complex would be the same for all the elementary steps of one type. Therefore, the single event frequency factor \( \tilde{A} \) becomes independent of the structures of the reactant and activated complex for all the different elementary steps of a given type. As a result, the application of the
The single event concept requires only 1 independent parameter, namely the single event frequency factor $\tilde{A}$, to model the frequency factors of all the elementary steps of one type. Consequently, for the six types of elementary steps occurring on the acidic sites, i.e., PCP, acyclic $\beta$-scission, endocyclic $\beta$-scission, exocyclic $\beta$-scission, dealkylation, and cyclization, 6 single event frequency factors are used as the model parameters. The values of the number of single events are estimated for all the elementary steps during the reaction network generation and stored with the respective elementary steps.

### 3.2. Modeling of the Activation Energies

The activation energies for the acid site elementary steps are modeled based on the nature of the reactant and the product carbenium ions. It is considered that the difference in the energy levels of the reactant and product carbenium ion depends only on their nature, i.e., secondary or tertiary. In other words, energy levels are assumed to depend only on the number of $\alpha$-carbon atoms relative to the positively charged carbon atom, as the secondary and tertiary carbenium ions have two and three $\alpha$-carbon atoms respectively. Therefore, the effect of the charge delocalization on the energy levels of carbenium ions because of the differences in the number of $\beta$-carbon atoms has been ignored in the hydrocracking model for VGO. With this assumption, four distinct activation energies, namely, $E_{(s,s)}$, $E_{(s,t)}$, $E_{(t,s)}$, and $E_{(t,t)}$ are required for the four subtypes of a given type of elementary steps, leading to 24 parameters for 6 different types of steps.

A reduction in the total number of parameters required for modeling of the activation energies is carried out by observing the similarity in structural transformation in different types of elementary steps, viz., acyclic $\beta$-scission, exocyclic $\beta$-scission and endocyclic $\beta$-scission. It can be seen from Figure 2-2 that in all the acyclic $\beta$-scission steps, i.e., when $\beta$-scission takes place in the paraffin or in the side chain of the ring species, the double bond would be formed in the paraffinic fragment or in the side chain of the naphthenic fragment. However, in all the exocyclic $\beta$-scission steps, the double bond would be formed in the naphthenic ring. The presence of the double bond in the
naphthenic ring causes an additional ring strain leading to average heat of reaction for exocyclic steps of any given subtype, say \((s;s)\), to be higher than the average heat of reaction of the corresponding subtype of acyclic \(\beta\)-scission steps, provided that other differences are small. Considering the application of the Evans-Polanyi relationship [eqn (6.15)], the activation energies for the exocyclic steps would be higher than those of acyclic steps by an amount of \(\alpha|\Delta H_{\text{exo-} \beta} - \Delta H_{\text{acyc-} \beta}|\) assuming the intrinsic activation energy \(E_o\) for these two types of steps is same. Therefore, the activation energies for the four subtypes of exocyclic steps have been obtained from activation energies of corresponding acyclic steps by introducing only one additional parameter, \(\Delta E_{\text{exo-} \beta(m,n)}\) which accounts for the increase in the activation energies, i.e., \(E_{\text{exo-} \beta(m,n)} - E_{\text{acyc-} \beta(m,n)}\); \(m\) and \(n\) represent secondary or tertiary.

It has been observed that the rate of the naphthenic ring opening via endocyclic \(\beta\)-scission is quite low compared to the rate of \(\beta\)-scission in the paraffinic species. One explanation for this behavior, provided by Eagan et al.\(^{20}\), claims that the noncyclic carbenium ion formed by \(\beta\)-scission of a naphthenic ion has a high tendency to return to the cyclic form because of the favorable configuration of the olefinic carbenium ions, as shown in Figure 3-1.

![Figure 3-1. Favorable configuration of the cyclization of olefinic carbenium ion formed by endocyclic \(\beta\)-scission.](image)
An approach similar to exocyclic $\beta$-scission has been followed for modeling the activation energies of the endocyclic $\beta$-scission steps. Only one parameter $\Delta E_{\text{endo-}\beta(m,n)}$ has been introduced to account for the difference in the activation energies of a given subtype of endocyclic steps from the corresponding subtype of acyclic steps, i.e.,

$$E_{\text{endo-}\beta(m,n)} - E_{\text{acyc-}\beta(m,n)}.$$

Cyclization steps are the reverse of endocyclic $\beta$-scission. However, in the absence of the equilibrium coefficients of the endocyclic steps at the surface of the catalyst, four different activation energies $E_{\text{cy}(s,t)}$, $E_{\text{cy}(s,t)}$, $E_{\text{cy}(t,s)}$ and $E_{\text{cy}(t,t)}$ are used for the four subtypes of cyclization steps.

The reacting carbenium ions (or the benzenium ions) for the dealkylation of aromatics are the ring protonated aromatic species. Because of the much larger delocalization of positive charge on the aromatic ring, the energy levels of the ring protonated aromatic species can not be distinguished based on their secondary or tertiary nature. Therefore, depending on the nature of the paraffinic carbenium ions formed in the dealkylation steps, only two activation energies $E_{\text{dealk}(s)}$ and $E_{\text{dealk}(t)}$ are used for all the dealkylation steps.

### 3.3. Development of Rate Equations

Figure 3-2 depicts physical and chemical phenomena occurring inside the catalyst pellet during the hydrocracking of VGO. Paraffins, naphthenes and aromatic species (PNA) are sorbed from the liquid phase to the zeolite pores. Depending upon the difference in the reactive intermediate involved, all the elementary steps occurring on the acid sites of the catalyst are classified into three groups:

(a) PCP, acyclic $\beta$-scission, exocyclic $\beta$-scission, endocyclic $\beta$-scission: these steps proceed through olefinic intermediates which are protonated into the carbenium ions for the elementary step to occur.
(b) Cyclization: proceeds through diolefinic intermediates, which are protonated into olefinic carbenium ions before the cyclization step.

(c) Dealkylation: for these elementary steps to occur, the aromatic species sorbed inside the zeolite pores are directly protonated on the ring.

---

Figure 3-2. Physical and chemical phenomena inside the catalyst pellet.
Different rate expressions are developed for the three groups of acid site steps as explained below. Modeling of the rate coefficients, reaction mechanism and the rate expressions for the aromatic ring saturation on the metal sites will be dealt in the next section.

### 3.3.1. Group (a)- PCP, Acyclic/Exo/Endo β-Scission

A paraffinic, naphthenic or aromatic (and naphtheno aromatic) species $S_i$ is sorbed from the liquid phase into the zeolite pores.

$$S_{i_{\text{liq}}} \rightleftharpoons S_{i_{\text{sorbed}}}, \quad (3.16)$$

The concentration of species $S_i$ inside the pore is obtained using Langmuir type sorption isotherm

$$[S_i] = \frac{H_{Si}C_{Si}^{\text{liq}}}{D_L}, \quad (3.17)$$

in which Henry’s coefficient for the sorption of species $S_i$ is given by

$$H_{Si} = K_{L, Si}c_{\text{sat}, Si} \quad \text{and} \quad D_L = \left[ 1 + \sum_i K_{L, Si}C_{Si}^{\text{liq}} \right], \quad (3.18)$$

For group (a) elementary steps, the species $S_{i_{\text{sorbed}}}$ is chemisorbed on the metal sites of the catalyst as $S_{i_{\text{m}}}$ and dehydrogenated into the corresponding olefinic species, $S_{Oij}^{m}$. Naphthenic species can dehydrogenate either in the side chain or in the ring. Aromatic species can dehydrogenate in the side chain only.

$$S_i \rightleftharpoons S_{Oij}^{m} + H_{2}^{\text{liq}}, \quad (3.19)$$

It is assumed that the catalyst has sufficient metal/acid activity to bring these hydrogenation/dehydrogenation steps to quasi-equilibrium. The resulting olefinic species are desorbed from the metal sites into the zeolite pores. Assuming that the Henry’s
coefficients for the species $S_i$ and the corresponding olefinic species $S_{Oij}$ are the same, the concentration of the olefinic species in the zeolite pores is given by

$$
[S_{Oij}] = \frac{H_{Si} C_{Si}^{liq} K_{DH,ij}^{liq}}{D_L C_{H_2}^{liq}}
$$

(3.20)

these species are protonated on the acidic sites into carbenium ions, i.e.,

$$
S_{Oij}^{\text{sorbed}} + H^+ \rightleftharpoons S_{Rik}^+
$$

(3.21)

Protonation/deprotonation steps have been shown to be potentially much faster than the other steps on the acidic sites and therefore are assumed to be in quasi-equilibrium. The concentration of the surface carbenium ions $[S_{Rik}^+]$ is therefore obtained as,

$$
[S_{Rik}^+] = K_{pr(S_{Oij} \rightleftharpoons S_{Rik})} [S_{Oij}] [H^+]
$$

(3.22)

It should be noted that one particular olefin can produce a maximum of two carbenium ions depending upon the location of the double bond. If the double bond is in the terminal position, one of the produced carbenium ion will be primary and will not be considered in the reaction network. The index $k$ in equation (3.21) is used to describe all the possible carbenium ions that can be produced by protonation of all the olefins obtained from $S_i$ on dehydrogenation. The concentration of the vacant acidic sites $[H^+]$ in eqn (3.22) can be eliminated by the acid site balance as,

$$
[H^+] + \sum_{ik} [S_{Rik}^+] = C_i
$$

(3.23)

Using eqn. (3.22), the concentration of the vacant acid site is expressed as,

$$
[H^+] = \frac{C_i}{1 + \sum_{ij} K_{pr(S_{Oij} \rightleftharpoons S_{Rik})} [S_{Oij}]}
$$

(3.24)

In the hydrocracking of pure paraffins, it has been observed that the surface concentration of the carbenium ions is negligible as compared to the total acid site
concentration, so that \( \left[ H^+ \right] = C_t \), because the concentrations of the olefinic intermediates is several orders of magnitude smaller than the paraffinic species. In the case of VGO hydrocracking this would not be true. The presence of significant amount of aromatics in typical VGO feedstocks and their preferential protonation on the acid sites would require the use of equation (3.24) without neglecting the second term in the denominator. In previous work\(^{22}\) on the modeling of VGO hydrocracking, the influence of the competitive chemisorption of aromatics on the acid sites was not considered.

In the current work, the values of the protonation equilibrium coefficients have been estimated from the gas phase proton affinities of different species and statistical thermodynamics to estimate the value of the denominator in eqn (3.24). This has been described in section 3.7

Combining eqns. (3.22) and (3.24),

\[
\left[ S_{Rik}^+ \right] = \frac{K_{pr(S_{ij} \rightleftharpoons S_{Rik}^+)} \left[ S_{Oij} \right] C_t}{1 + \sum_{ij} K_{pr(S_{ij} \rightleftharpoons S_{Rik}^+)} \left[ S_{Oij} \right]} \quad (3.25)
\]

As can be seen from eqn (3.21), the carbenium ion \( S_{Rik}^+ \) can be formed from more than one olefins. Therefore, in the kinetic model, the concentration of the carbenium ion has been calculated from an average over all the possible olefins [not shown in eqn (3.25)].

Based on the concentration of the carbenium ion \( S_{Rik}^+ \), the rate of an elementary step \( S_{Rik}^+ \rightarrow S_{Riv}^+ \) of group (a) is given by,

\[
r_{\omega(m,n)} = n_{\epsilon, \lambda, \kappa} \tilde{k} \frac{K_{pr(S_{ij} \rightleftharpoons S_{Rik}^+)} \left[ S_{Oij} \right] C_t}{D_\omega} \quad (3.26)
\]

In which \( D_\omega = 1 + \sum_{ij} K_{pr(S_{ij} \rightleftharpoons S_{Rik}^+)} \left[ S_{Oij} \right] \) and \( \omega \) represents the type of the elementary step belonging to group (a). \( m \) and \( n \) represent the nature of the reactant and product
carbenium ions. The concentration of olefin in eqn (3.26) is eliminated in terms of the observable concentration of species \( S_i \) by using eqn (3.20),

\[
\begin{align*}
    r_{\omega(m,n)} &= n_{e,h_{\omega(m,n)}} \tilde{k}_{H_{ij}K_{\omega(m,n)}} \frac{K_{DH,ij}K_{pr(S_{ij},S_{j})}C_i}{D_iD_jC_{S_i}^{liq}} \frac{H_iC_{S_j}^{liq}}{D_iD_jC_{H_2}^{liq}} \\
    &= (3.27)
\end{align*}
\]

3.3.2. Group (b)-Cyclization

As mentioned earlier, cyclization steps are the reverse of the endocyclic \( \beta \)-scission. To model the rate of cyclization steps, a reaction mechanism is proposed which proceeds through the sequential formation of monoolefin and diolefin species followed by the protonation on the acidic sites to produce olefinic carbenium ions. Cyclization of these carbenium ions result in the formation of an extra naphthenic ring as shown in Figure 3-3.

![Figure 3-3. Mechanism for the cyclization steps.](image)
Sorbed concentrations of olefin $S_{Oij}$ and di-olefin $S_{DOij}$ can be obtained as

$$
[S_{Oij}] = \frac{K_{DHj(S_i\leftrightarrow S_{O_i})}H_{Si}C_{liq}^{Si}}{D_L C_{H_2}^{liq}}
$$

(3.28)

$$
[S_{DOij}] = \frac{K_{DHj(S_i\leftrightarrow S_{O_i})}K_{DHj(S_{O_i}\leftrightarrow S_{DO_i})}H_{Si}C_{liq}^{Si}}{D_L C_{H_2}^{liq}}
$$

(3.29)

With the protonation/deprotonation equilibrium coefficient of $S_{DOij}$, the concentration of surface carbenium ion $S_{Rik}^+$ is given by,

$$
[S_{Rik}^+] = \frac{K_{liq}^{liq} K_{DHj(S_i\leftrightarrow S_{R_i})} K_{pr(S_{DO_i}\leftrightarrow S_{R_i})} C_{I_i} H_{Si} C_{liq}^{Si}}{D_L D_A C_{H_2}^{liq}}
$$

(3.30)

The rate of cyclization of carbenium ion $S_{Rik}^+$ is now given by

$$
\tilde{r}_{cyc(m,n)} = n_{e,dealk} \tilde{k}_{cyc(m,n)} K_{DHj(S_i\leftrightarrow S_{R_i})} K_{DHj(S_{R_i}\leftrightarrow S_{DO_i})} K_{pr(S_{DO_i}\leftrightarrow S_{R_i})} C_{I_i} H_{Si} C_{liq}^{Si} / D_L D_A C_{H_2}^{liq}
$$

(3.31)

### 3.3.3. Group (c)- Dealkylation of Aromatics

For the dealkylation of aromatics the reactive intermediate is formed by the protonation of the aromatic ring itself, and therefore the dehydrogenation step to yield the olefinic species, as is the case in paraffins and naphthenes, is not involved. The surface concentration of the ring protonated ions is given in terms of the liquid phase concentration of the aromatic species $S_{Ai}$ as,

$$
[S_{Ai}^+] = K_{pr(S_{Ai}\leftrightarrow S_{Ai}^+)} C_{I_i} H_{S_{Ai}} C_{liq}^{S_{Ai}}
$$

(3.32)

Similar to the rate expressions of the other groups, the rate of dealkylation steps is given by,

$$
\tilde{r}_{dealk(m)} = n_{e,dealk} \tilde{k}_{dealk(m)} K_{pr(S_{Ai}\leftrightarrow S_{Ai}^+)} C_{I_i} H_{S_{Ai}} C_{liq}^{S_{Ai}} / D_L D_A
$$

(3.33)
where \( m \) is the nature of the product paraffinic carbenium ion.

### 3.3.4. Saturation of Aromatics

Several experimental studies and review articles have been published on the hydrogenation of aromatics involving model compounds like benzene, toluene, alkyl benzenes, tetraline, naphthalene, biphenyl, phenanthrene, pyrene, chrysene, flourene and fluoranthene etc.\(^{38-58}\). In most of the studies, especially those involving polyaromatic hydrocarbons, large reaction networks have been proposed to represent the ring saturation kinetics. In the current work, aromatic species from one to four rings are considered in the feedstock. The following sections discuss the reaction mechanism considered for the saturation of mono and multi-ring aromatic hydrocarbons.

#### 3.3.4.1. Saturation of Monoaromatics

Kinetics of the hydrogenation of benzene and substituted benzene has been studied extensively both on supported group noble metals (Pt, Pd) and on metal sulfides (MoS\(_2\), WS\(_2\), CoMoS/Al\(_2\)O\(_3\), NiMoS/Al\(_2\)O\(_3\), and NiWS/Al\(_2\)O\(_3\)) catalysts\(^{59}\). Modeling for the hydrogenation of benzene has been studied considering stepwise addition of hydrogen, either molecularly or atomically. Aben et al.\(^{60}\) proposed the Langmuir type rate expression for the hydrogenation of benzene on supported Pt, Pd, and Ni catalysts in a flow system as,

\[
\gamma = k_o \frac{bP_{H_2}}{1+bP_{H_2}}
\]

(3.34)

where \( b \) is the adsorption coefficient for molecular hydrogen and \( k_o \) is the rate coefficient. The form of the rate expression implies that hydrogen is molecularly adsorbed and the reaction order in benzene is zero. An activation energy of approximately 14 kcal/mol was found for all the three catalysts. In other studies\(^{61}\), in gas phase hydrogenation of benzene on Ni/SiO\(_2\) catalyst the reaction order for benzene has been shown to vary from 0.5 at 25 °C to 2-3 at 200 °C. The reaction order of hydrogen on supported Pd catalyst has been shown to increase from 0.5 to about 4 as the
temperature is increased from 80 °C to 300 °C, whereas the reaction order for benzene increased from 0 to 0.8 in the same temperature range. Lin and Vannice proposed a mechanism in which hydrogen is added atomically and the addition of the first hydrogen is considered as rate determining because this step breaks the resonance structure of the benzene molecule. They also assumed that hydrogen and benzene are adsorbed on different catalytic sites and used this mechanism to fit the benzene hydrogenation data taken on a supported Pt catalyst. Subsequent use of this mechanism for the liquid phase hydrogenation of benzene by Singh and Vannice also led to a good fit to the experimental data. As the hydrocracking reactors operate in the three-phase regime, the mechanism proposed by Lin et al. was first attempted in the current model with minor simplifications by ignoring the presence of dehydrogenated benzene species. This mechanism considers the following sequence of steps,

$$\begin{align*}
H_2 + 2* &\rightleftharpoons 2H* \\
S_{Ai} + m &\rightleftharpoons S_{Ai}m \\
S_{Ai}m + H* &\rightarrow S_{Ai}m + * \text{ (RDS)} \\
S_{A1}m + H* &\rightleftharpoons S_{A2}m + * \\
S_{A2}m + H* &\rightleftharpoons S_{A3}m + * \\
S_{A3}m + H* &\rightleftharpoons S_{A4}m + * \\
S_{A4}m + H* &\rightleftharpoons S_{A5}m + * \\
S_{A5}m + H* &\rightleftharpoons S_{Ni}m + * \\
S_{Ni}m &\rightleftharpoons S_{Ni} + m
\end{align*}$$

where $S_{Ai}$ and $S_{Ni}$ represent the aromatic and naphthenic species and $S_{Ai}$ to $S_{A5}$ are the reaction intermediates. Hydrogen is dissociatively chemisorbed at the * sites and the aromatic molecule is chemisorbed at the $m$ sites. The net rate of hydrogenation of aromatics using this mechanism is given by

$$r_{hyd} = \frac{k_{hyd} K_{C,S_{Ai}} c_m c_* \sqrt{K_{C,H_2}} (C_{S_{Ai}}^{liq} C_{H_2}^{liq} - \frac{C_{S_{Ai}}^{liq}}{K_{C,S_{Ai}}^{liq}})}{C_{H_2}^{liq} \left[1 + \sum_i K_{C,S_{Ai}} C_{S_{Ai}}^{liq} + K_{C,S_{Ni}} C_{S_{Ni}}^{liq} + K_{C,S_{Pi}} C_{S_{Pi}}^{liq}\right]}$$

(3.36)
In the above equation, adsorption terms in the denominator corresponding to H$_2$ and intermediate species $S_{Ai}$ through $S_{A5}$ have been neglected. The last term in the denominator accounts for the occupancy of the $m$ sites by the paraffinic species present in the reaction mixture. The values of the gas phase hydrogenation equilibrium coefficient $K_{eqm}^{gas}$ have been estimated using the Benson’s group contribution method$^{65}$ to get the liquid phase hydrogenation equilibrium coefficient $K_{eqm}^{liq}$ by using the molar concentration of the liquid phase and the vapor-liquid equilibrium partition coefficients $K^{VLE}$ of hydrogen, aromatic and the naphthenic species as,

$$K_{eqm}^{liq} = K_{eqm}^{gas} \left( \frac{C_{total}^{liq}}{K_{H_2}^{VLE}} \right)^3 \left( \frac{K_{S_n}^{VLE}}{K_{S_A}^{VLE}} \right)$$  \hspace{1cm} (3.37)

The VLE partition coefficients have been estimated using the Peng-Robinson equation of state$^{66}$. Reactor simulations for a given VGO feedstock were performed at different reactor pressures using eqn (3.36) and the effect of pressure on the aromatics content in the product was compared with the experimental data of Dufresne et al.$^{67}$ These authors studied the effect of hydrogen pressure on the aromatics content in the hydrotreatment of Arabian Light VGO containing 47 wt % aromatics. When the hydrogen pressure is increased from 70 bar to 140 bar, the total aromatics in the products decreased from 31 wt% to 9.6 wt% at a given space time. Table 3-1 shows the effect of pressure on the amount of individual aromatic classes.
Table 3-1. Effect of hydrogen pressure on the aromatics content in the hydrotreatment of Arabian Light VGO.

<table>
<thead>
<tr>
<th></th>
<th>Feed VGO</th>
<th>Products at 70 Bar</th>
<th>Products at 140 Bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total aromatics (wt%)</td>
<td>47</td>
<td>31</td>
<td>9.6</td>
</tr>
<tr>
<td>Monoaromatics (wt%)</td>
<td>24</td>
<td>21</td>
<td>8.2</td>
</tr>
<tr>
<td>Diaromatics (wt%)</td>
<td>11</td>
<td>6.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Triaromatics (wt%)</td>
<td>12</td>
<td>4.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

It was found from the reactor simulations that the decrease in the yield of aromatics with the increase in reactor pressure was much smaller compared to the above experimental data when using eqn (3.36) for modeling the hydrogenation of aromatics. This was attributed to a low ‘effective’ order of hydrogen of 0.5 based on this rate expression. A different rate expression was tried based on the more recent work of Melis et al. They proposed a model for the interpretation of hydrogenation of aromatic compounds during hydroprocessing of gas oil considering the adsorption of hydrogen and aromatic species on different sites,

\[
r_j = \frac{k_j x_j P_{H_2}^{n} - k_j^{-1} x_j}{(1 + K_j x_j)](1 + K_{H_2} P_{H_2})^n}
\]

where \(x_j\) is the weight fraction of the \(i^{th}\) lump, \(k_j\) and \(k_j^{-1}\) are the forward and reverse rate coefficients constrained by the equilibrium coefficient, \(K_j\) is the adsorption coefficient and \(n\) is the number of moles of \(H_2\) molecules involved in the reaction. This model was fitted with experimental data at various pressures using a commercial NiMo/Al₂O₃ catalyst. The model was also tested for different feedstocks, temperature and LHSV and showed good agreement. However, in the absence of the kinetic parameters in their published work, the importance of the different terms in the denominator could not be established. A similar rate expression has been used by Korre.
et al.\textsuperscript{48, 50} for the hydrogenation of polyaromatic hydrocarbons except that the chemisorption of hydrogen is not considered in the rate expression,

\[
r_j = \frac{k_j K_j (C_j P_{H_2}^n - C_k / K_{jk}^{eqm})}{(1 + \sum K_j C_j)}
\]  \hspace{1cm} (3.39)

in which \(C_j\) and \(C_k\) are the molar concentrations of the aromatic and naphthenic species respectively. They established a relationship between molecular structures and hydrogenation reactivities in heavy oil hydroprocessing via elucidation of the controlling reaction pathways and kinetics of one-, two-, three- and four fused ring aromatics. They studied the hydrogenation reaction of o-xylene, tetralin, naphthalene, phenanthrene, anthracene, pyrene, and chrysene and their multicomponent mixtures in a cyclohexane solvent using presulfided CoMo/Al\(_2\)O\(_3\) catalyst and found good agreement with the experimental data. The same rate expression has been used in the current model with the hydrogen partial pressure replaced by the liquid phase molar concentration of hydrogen and liquid phase concentration of hydrocarbons by their sorbed concentrations to account for the sorption of hydrocarbons in the zeolite pores. The sorbed concentrations are then eliminated in terms for the observable liquid phase concentrations using eqn (3.17) so that,

\[
r_{\text{hyd}} = \frac{k_{\text{hyd,3H}_2}^\text{comp} K_{C,S_A} H_{S_{A}} \left( C_{S_{A}}^{\text{liq}} C_{H_2}^{\text{liq}} - \frac{C_{S_{A}}^{\text{liq}}}{K_{\text{liq}}^{\text{eqm}}} \right)}{D_L + \sum K_{C,S_A} H_{S_{A}} C_{S_{A}}^{\text{liq}} + K_{C,S_{N}} H_{S_{N}} C_{S_{N}}^{\text{liq}} + K_{C,S_{R}} H_{S_{R}} C_{S_{R}}^{\text{liq}}} \hspace{1cm} (3.40)
\]

In the above equation, \(k_{\text{hyd,3H}_2}^\text{comp}\) is the composite rate coefficient for the hydrogenation of monoaromatics given by the product of the rate coefficient of the surface controlling reaction and the total concentration of the active metal sites, i.e., \(k_{\text{hyd,3H}_2} c_m\). The subscript 3H\(_2\) signifies the consumption of three moles of hydrogen consumed per mole of aromatics.
3.3.4.2. Saturation of Polyaromatics

Korre et al. estimated 45 hydrogenation rate parameters and the same number of equilibrium ratios for 36 aromatic compounds from experimental data using the rate expression in eqn (3.39). These values were used in the evaluation of five adsorption parameters for ring species as a function of the number of aromatic rings and naphthenic rings. Based on close scrutiny of the parameters and experimental observations, they found the following trends in the hydrogenation of polyaromatics:

a) Hydrogenation of polynuclear aromatics proceeds sequentially in a ring by ring manner. No partially hydrogenated compounds such as di- or hexahydro naphthalenes were detected.

b) Hydrogenation reactivity increased with the number of aromatic rings. The hydrogenation of single-aromatic ring moieties was the slowest, that of isolated two-ring aromatics intermediate, and the hydrogenation of the middle of the three fused aromatic ring was fastest.

c) In groups with the same number of fused aromatic rings, hydrogenation reactivity increased with the presence of alkyl substituents and/or naphthenic rings.

Based on the observations of Korre et al. and the structures of the polyaromatic species considered during the reaction network generation in the current work, only two hydrogenation rate coefficients have been used for all the possible aromatic hydrogenation reactions. One rate coefficient is used for all the reactions in which three moles of hydrogen are consumed and another rate coefficient is used for all the reactions in which two moles of hydrogen are consumed.
Table 3-2 shows all the possible hydrogenation modes for one to four ring aromatic species that are considered in the reaction network of aromatics. The ‘H’ in the ring represents the ring to be hydrogenated. All the molecular classes of subgroup 1 have been assumed to have the same hydrogenation rate coefficient irrespective of the length and number of alkyl substituents on these species. The same is true for the classes of subgroup 2. For the non-isothermal reactor model, two activation energies and two pre-exponential factors are required in the kinetic model. The difference in the reactivities of the molecules of each subgroup is accounted for by the differences in their sorption equilibrium coefficients in the zeolite pores and their chemisorption equilibrium coefficients on the metal sites. As all the classes of subgroup 1 require 3 moles of hydrogen per mole of hydrocarbon, the rate expression for the hydrogenation of all these aromatics is given by eqn (3.40). For the molecular classes of subgroup 2 where only two moles of hydrogen are consumed in hydrogenation, the rate equation has been modified as,

\[
    r_{\text{hyd}} = \frac{k_{\text{hyd},2H_2}^{\text{comp}} K_{C,S\text{,H}}^H S_{H_2} \left( C_{S\text{,H}}^{\text{liq}} C_{H_2}^{\text{liq}} - \frac{C_{S\text{,H}}^{\text{liq}}}{K_{\text{eqm}}^{\text{liq}}} \right)}{D_L + \sum_l K_{C,S\text{,H}_l}^H S_{H_l} C_{S\text{,H}_l}^{\text{liq}} + K_{C,S\text{,H}_l}^S S_{H_l} C_{S\text{,H}_l}^{\text{liq}} + K_{C,S\text{,H}_l}^{\text{comp}} S_{H_l}^* C_{S\text{,H}_l}^{\text{liq}}}
\]

(3.41)

The composite frequency factors \(A_{\text{hyd},3H_2}^{\text{comp}}\) and \(A_{\text{hyd},2H_2}^{\text{comp}}\) and the activation energies \(E_{\text{hyd},3H_2}\) and \(E_{\text{hyd},2H_2}\) for the two subgroups have been estimated from the experimental data.
Table 3-2. Classification of aromatics based on the number of moles of hydrogen required for hydrogenation. (The symbol ‘H’ in a ring represents the ring to be hydrogenated).

<table>
<thead>
<tr>
<th>Subgroup-1: Each molecule requires three moles of hydrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Molecule 1" /> <img src="image2" alt="Molecule 2" /> <img src="image3" alt="Molecule 3" /> <img src="image4" alt="Molecule 4" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subgroup-2: Each molecule requires two moles of hydrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image5" alt="Molecule 5" /> <img src="image6" alt="Molecule 6" /> <img src="image7" alt="Molecule 7" /> <img src="image8" alt="Molecule 8" /> <img src="image9" alt="Molecule 9" /></td>
</tr>
</tbody>
</table>

![Molecule 10](image10) ![Molecule 11](image11)
3.4. Competitive Chemisorption on the Metal Sites

It is well established that the chemisorption coefficient for aromatics increases with the increase in the number of aromatic rings. This could be attributed to the increased acid-base interaction of the catalyst and aromatics. It has also been observed that the chemisorption coefficient increases with the increase in the number of hydrogenated rings as well, but to a lesser extent as compared to aromatic rings. Korre et al. regressed the chemisorption coefficients from their extensive experimental data and established temperature independent correlations for chemisorption coefficients on a CoMo/Alumina catalyst as a function of the number of aromatic rings and the number of saturated rings in the ring hydrocarbons. They found the following correlation in which the number of aromatic rings and number of saturated rings are used as the indices,

$$\ln K_C = \ln^p_{chem} + \left( \frac{p_{aro\_rings}^{chem} N_{AR} + p_{sat\_rings}^{chem} N_{SR}}{RT} \right)$$

(3.42)

The values of $p_{const}^{chem}$, $p_{aro\_rings}^{chem}$ and $p_{sat\_rings}^{chem}$ obtained by them were 1.324, 0.887 and 0.123 respectively for their operating conditions and catalyst. The same correlation has been used in the current model considering $p_{const}^{chem}$, $p_{aro\_rings}^{chem}$ and $p_{sat\_rings}^{chem}$ to be adjustable parameters because of the differences in the catalyst and operating conditions. As seen from the above correlation, the effect of the length and number of side chains has not been considered, as the aromatics studied in this group were mostly bare rings, except for the xylenes. In a typical VGO feedstock, however, the ring species contain long alkyl side chains. No information is currently available on the effect of long side chains on the chemisorption coefficient of ring species. It has been considered negligible in the current model. The chemisorption equilibrium coefficient for paraffins is given using a single parameter by the following equation

$$\ln K_C = \ln^p_{paraf}$$

(3.43)
The dimensionless parameters $p^\text{chem}_\text{const}$, $p^\text{chem}_\text{aro\ rings}$, $p^\text{chem}_\text{sat\ rings}$, and $p^\text{chem}_\text{paraf}$ would give the chemisorption equilibrium coefficient in kg$_\text{cat}$/kmol when calculated using eqns (3.42) and (3.43).

**3.5. Development of Global Rate Expressions for Acid Site Steps**

The rate expression for the conversion of a particular carbenium ion on the acidic sites has been developed in Sections 3.3.1 to 3.3.3 and for the hydrogenation of a given aromatic molecule, the form of the rate expression employed in the kinetic model has been discussed in Section 3.3.4. These rate expressions involve the concentration of a single molecular species present in the VGO feedstock. Since the molecular level composition of complex feedstocks like VGO is not currently accessible using the present day analytical techniques, a certain amount of relumping of individual components is required in the model. Unlike the conventional lumping approaches, this lumping strategy is based on strict thermodynamic principles, grouping only the isomeric species of a homologous series which attain a thermodynamic equilibrium through fast interconversion*. A short review on the state-of-the-art characterization techniques for complex petroleum mixtures, a detailed explanation of the lumping strategy employed, and the analysis/composition of the VGO feedstock required as input in the current model has been presented in Section 2.4. It was shown that a total of 1266 pure components/lumps were required for a VGO containing the species up to carbon number 40. All the isomers in a particular lump belong to one molecular class and have the same number of methyl branches. Grouping of the components based on this approach allows the determination of the rates of individual elementary steps using the rate expressions developed in Section 3.3. By using the exhaustive computer generated reaction network of elementary steps, the contribution of each individual elementary step is summed up to estimate the global rate of conversion of a lump ‘g’ into another lump

---

* To avoid the confusion in the definition of lump with the less rigorous models, the word ‘lump’ will be replaced by ‘group of isomers’ or ‘GOI’ in the future work and publications based on this dissertation.
‘h’ which are required in the development of continuity equations. This is shown schematically in Figure 3-4 for the case of paraffinic components.

Therefore, the global rate of conversion of a lump ‘g’ into another lump ‘h’ through \( \alpha(m;n) \) type of elementary steps of group (a) on the acidic sites is given as follows by using eqn (3.27),

\[
R_{\alpha(m;n)}^{(g,h)} = \sum n_{e,ik\omega} f_{\alpha(m,n)} K_{DH,i} K_{pr(S_{ki} \rightarrow S_{kj})} C_t \frac{H_{Si} C_{\text{liq}}^{Si}}{D_L D_A C_{\text{liq}}^{Si}}
\]

(3.44)

where the summation is carried out over all the \( \alpha(m;n) \) type of elementary steps in which carbenium ions of nature \( m \) belonging to lump \( g \) are converted to carbenium ions of nature \( n \) belonging to lump \( h \). In eqn (3.44), the concentration of species \( S_i \) is obtained from its equilibrium distribution in lump \( g \) as,

\[
C_{\text{liq}}^{Si} = y_{Si} C_{\text{liq}}^{Si}
\]

(3.45)

The same value of Henry’s coefficient is used for all the isomers of a lump, so that the denominator term for sorption in the zeolite pores is given by

\[
D_L = \left[ 1 + \sum_{g=1}^{N_{lump}} K_{L,g} C_{\text{liq}}^{Si} \right]
\]

(3.46)
Similarly, for the purpose of estimating the value of $D_A$, the same value of equilibrium coefficient is considered for the protonation of all olefinic species originating from the isomers of a lump. For the aromatic lumps, the protonation is assumed to occur directly on the aromatic ring,

$$D_A = 1 + \sum_{g=1}^{N_{sat\_lumps}} K_{pr, Og} \left[ S_{Og} \right] + \sum_{g=N_{sat\_lumps}+1}^{N_{sat\_lumps}+N_{ar\_lumps}} K_{pr, Ag} \left[ S_{Ag} \right] \quad (3.47)$$

**Figure 3-4.** Illustration of the lumping of components for the estimation of the global rate of conversion between lumps.
where $[S_{Og}]$ is the sorbed concentration of the olefins formed from the isomers of lump $g$ in the case of paraffinic and naphthenic lumps and $[S_{Ag}]$ is the sorbed concentration of aromatic lump $g$.

The liquid phase dehydrogenation equilibrium coefficients $K^\text{liq}_{DH,ij}$ are obtained from the gas phase dehydrogenation equilibrium coefficients $K^\text{gas}_{DH,ij}$ by,

$$K^\text{liq}_{DH,ij} = K^\text{gas}_{DH,ij} \left( \frac{C^\text{liq}_{\text{total}}}{C^\text{H}_2} \right)^{K^\text{VLE}}$$  \hspace{1cm} (3.48)

which in turn are estimated using the Benson’s group contribution method. The protonation equilibrium coefficient $K^\text{pr}_{S_O \leftrightarrow S_{Rik}^+}$ can be expressed in terms of the single event protonation equilibrium coefficient by taking out the symmetry contributions as,

$$K^\text{pr}_{S_O \leftrightarrow S_{Rik}^+} = \left( \frac{\sigma^S_{ij}}{\sigma^S_{g\ell}} \right) K^\text{pr}_{S_O \leftrightarrow S_{Rik}^+}$$  \hspace{1cm} (3.49)

In previous work\textsuperscript{11, 22, 70} on single event kinetic modeling of hydrocracking, the protonation equilibrium coefficient was estimated by involving a reference olefin $S_{Or}$ so that the protonation step $S_{Oij} \leftrightarrow S_{Rik}^+$ was written as,

$$S_{Oij} \leftrightarrow S_{Or} \leftrightarrow S_{Rik}^+$$  \hspace{1cm} (3.50)

The reference olefin was chosen from the same class as the parent species $S_i$ in such a way so that the double bond is located between a secondary and tertiary carbon atom. It was further assumed that the protonation equilibrium coefficient of the reference olefin can have only two values depending on the nature of the protonated carbenium ion. Therefore, from eqn (3.50)

$$\tilde{K}^\text{pr}_{S_O \leftrightarrow S_{Rik}^+} = \tilde{K}^\text{pr}_{S_O \leftrightarrow S_{Rik}^+} \tilde{K}^\text{pr}_{S_{Or} \leftrightarrow S_{Rik}^+}$$  \hspace{1cm} (3.51)
where \( m \) can be \( s \) or \( t \). The isomerization equilibrium coefficient was calculated from the Benson’s group contribution method. It has been shown in the current work that the involvement of the reference olefin is not necessary for obtaining the protonation equilibrium coefficients. Therefore, irrespective of the olefinic species \( S_{Oij} \), only two single event protonation equilibrium coefficients, \( \tilde{K}_{pr(S_{Oij}=2,s)} \) and \( \tilde{K}_{pr(S_{Oij}=2,t)} \) are required in the model. This will be discussed in more details in section 3.6.

The final rate equation is obtained by combining eqns (3.44), (3.45), (3.48) and (3.49):

\[
R_{\omega(m,n)}^{(g:h)} = \sum n_{e,ikaw} \left( \frac{\sigma_{S_{Oij}}^{S_{gl}}}{\sigma_{S_{gl}}^{S_{gh}}} \right) K_{DH ij}^{\text{gas}} Y_{Si}^{\text{eqm}} \tilde{K}_{\omega(m,n)} \tilde{K}_{pr(S_{Oij}=2m)} C_{l} H_{e} C_{\text{liq}}^{\text{liq}} \frac{C_{\text{total}}^{\text{liq}}}{K_{H_{2}}^{VLE}} \tag{3.52}
\]

The above equation can be expressed as,

\[
\left[ R_{\omega(m,n)}^{(g:h)} \right]^{\text{comp}} = \frac{H_{e} C_{\text{liq}}^{\text{liq}}}{D_{L} D_{A} C_{\text{liq}}^{\text{liq}}} \left( \frac{C_{\text{total}}^{\text{liq}}}{K_{H_{2}}^{VLE}} \right) \tag{3.53}
\]

where \( LC_{\omega(m,n)}^{(g:h)} \) is called the lumping coefficient of formation (LCF) of lump \( h \) from lump \( g \) and is given by,

\[
LC_{\omega(m,n)}^{(g:h)} = \sum n_{e,ikaw} \left( \frac{\sigma_{S_{Oij}}^{S_{gl}}}{\sigma_{S_{gl}}^{S_{gh}}} \right) K_{DH ij}^{\text{gas}} Y_{Si}^{\text{eqm}} \tag{3.54}
\]

The lumping coefficients are functions of temperature only and do not depend on the feedstock composition. The values of lumping coefficients are calculated at a temperature interval of 5 \( ^\circ \text{C} \) and are utilized during the integration of the ODEs in the non-isothermal reactor simulations. Using the central difference approach, the lumping coefficients evaluated at temperature \( t \) are used for reactor temperature from \( t - \frac{\Delta t}{2} \) to \( t + \frac{\Delta t}{2} \), where \( \Delta t \) is 5 \( ^\circ \text{C} \). As the total number of pure components/lumps is quite large, viz. 1266, and each one can be consumed through a maximum of 26 subtypes of
elementary steps/reactions (obtained by summing over $\omega(m,n)$, cyclization, dealkylation and ring hydrogenation/dehydrogenation), the $LCF$ is a three dimensional matrix of size $1266 \times 1266 \times 26$, and therefore requires a large amount of hard disk space at each temperature. To save hard disk space and the CPU time in reading the large files during the non-isothermal reactor simulations, only the non-zero elements of $LCF$ are stored along with their indices resulting in more than 99% saving in disk space.

To find the cumulative lumping coefficient for the consumption of a lump $g$ to all possible lumps through a given type of elementary step, the elements of the $LCF$ matrix are summed up as follows to generate a two dimensional matrix called the lumping coefficient of consumption ($LCC$) of size $1266 \times 26$,

$$LCC_{\omega(m,n)}^{g} = \sum_{h} LC_{\omega(m,n)}^{(g,h)}$$

This matrix is stored along with $LCF$ for each temperature interval to avoid the repetitive summation during the integration of ODEs for computational efficiency. The lumping coefficient for the consumption of different classes through $pcp(s;s)$ elementary steps at $350^\circ C$ are plotted in Figure 3-5, showing the increase in the lumping coefficients with the carbon number in a homologous series. As mentioned earlier (Section 2.4), the four ring species are not divided based on the number of branches and thus have only one curve, shown in blue.

$\tilde{k}_{\omega(m,n)}^{comp}$ in eqn (3.54) is the composite single event rate coefficient given by,

$$\tilde{k}_{\omega(m,n)}^{comp} = \tilde{k}_{\omega(m,n)} \tilde{K}_{pr(S_{100} \leftarrow 2m)} C_i$$

(3.56)
Using the thermodynamic constraints on the rate coefficients of the forward and reverse steps\textsuperscript{11}, it can be shown that the composite rate coefficients for the \((s;t)\) and \((t;s)\) isomerization steps are identical, i.e., \(\tilde{k}_{\text{comp}}^{\text{isom}(s;t)} = \tilde{k}_{\text{comp}}^{\text{isom}(t;s)}\).

From eqn (3.56), assuming that the intrinsic entropy of protonation does not depend on the nature of the product carbenium ion, the composite single event frequency factor and the composite activation energy are expressed as

\[
\tilde{A}_{\text{iso}}^{\text{comp}} = \tilde{A}_{\text{iso}} C_r \exp \left( \frac{\Delta S_{\text{pr}}}{R} \right) \tag{3.57}
\]
\[ E_{\text{eq}(m,n)}^{\text{comp}} = E_{\text{eq}(m,n)} + \Delta H_{pr(S_{\alpha} \leftrightarrow S_{\beta})} \]  

(3.58)

These parameters are estimated from the experimental data. Rate expressions similar to eqn (3.53) are derived for the elementary steps of group (b) and (c) also.

### 3.6. Elimination of the Need of Reference Olefins

The concept of reference olefins was introduced by Baltanas et al.\textsuperscript{11} to model the rate coefficients for the deprotonation steps as the protonation/deprotonation steps were not considered to be at pseudo-equilibrium. Svoboda et al.\textsuperscript{16} later showed that the protonation/deprotonation steps are potentially much faster than other acid sites elementary steps and reach a pseudo-equilibrium. Based on the assumed structure of the activated complex of the protonation step, it was hypothesized that the single event protonation equilibrium coefficient \( \tilde{K}_{pr(S_{\alpha} \leftrightarrow S_{\beta})} \) depends on the structure of the olefin and the nature of the product carbenium ion but not on its structure. The dependency of the structure of the reacting olefin was factored out using a reference olefin so that the single event protonation equilibrium coefficient for \( S_{Oij} \leftrightarrow S_{Rik}^+ \) was given by eqn (3.51) repeated here for reference,

\[ \tilde{K}_{pr(S_{\alpha} \leftrightarrow S_{\beta})} = \tilde{K}_{\text{isom}(S_{\alpha} \leftrightarrow S_{\omega})} \tilde{K}_{pr(S_{\omega} \leftrightarrow m)} \]  

(3.51)

In the proposed approach it is hypothesized based on to the similarities in the structures that the differences in the energies and intrinsic entropies of the reacting olefins and corresponding carbenium ions in different protonation steps are constant, and therefore, the single event protonation equilibrium coefficient depends only on the nature of the product carbenium ion, leading to only two values. In other words, this hypothesis accounts for the dependence of the energies of carbenium ions on their nature as well as their structures, however, the latter effect is cancelled out because of the similar olefin structure. In this work a group contribution method has been developed to estimate the heats of formation of the paraffinic carbenium ions in gas phase. By calculating the heats of formation of the reacting olefins using the Benson’s group contribution method, the
lumping coefficients are calculated using the true values of the protonation equilibrium coefficients and compared with the lumping coefficients calculated based on the old and new hypothesis, proving the superiority of the latter.

To make this comparison, the effect of the structure of the carbenium ion on the protonation equilibrium coefficient is factored out by introducing a reference carbenium ion $S^+_r$ corresponding to the given reference olefin $S_{or}$ so that,

$$
\tilde{K}_{pr(S_{or} \leftrightarrow S^+_r)} = \tilde{K}_{isom(S_{or} \leftrightarrow S^+_r)} \tilde{K}_{pr(S^+_r \leftrightarrow S^+_r)} \tilde{K}_{isom(S^+_r \leftrightarrow S^+_r)}
$$

(3.59)

The reference carbenium ion can be secondary or tertiary, depending on the nature of the original carbenium ion $R^+_{ik}$. By comparing eqns (3.51) and (3.59) it can be observed that in the previous approach, the isomerization equilibrium coefficients from the reference carbenium ion to the actual product carbenium ion, $\tilde{K}_{isom(S^+_r \leftrightarrow S^+_i)}$ was assumed to be unity. On the other hand, in the proposed approach the product $\tilde{K}_{isom(S^+_r \leftrightarrow S^+_i)} \tilde{K}_{isom(S^+_i \leftrightarrow S^+_r)}$ is assumed to be unity, as only two single event protonation equilibrium coefficients are required. It can be inferred from the comparisons shown in Figure 3-6 that these two equilibrium coefficients are correlated inversely so that their product has less deviation from unity compared to the deviation from unity of $\tilde{K}_{isom(S^+_r \leftrightarrow S^+_i)}$ alone.

Figure 3-6 shows the lumping coefficients for the consumption of paraffins through β-scission steps for three different cases:

3.6.1. Lumping Coefficients with Reference Olefins (Case 1)

In this case, it is assumed that $\tilde{K}_{isom(S^+_r \leftrightarrow S^+_i)}$ is unity. Therefore, these are the LCs based on the old hypothesis. These plots are named as ‘wro’ i.e., ‘with reference olefins’.
3.6.2. Lumping Coefficients without Reference Olefins (Case 2)

In this case, it is assumed that the product \( \tilde{K}_{\text{isom}}(S_{\text{oil}} \leftrightarrow S_{\text{ref}}) \cdot \tilde{K}_{\text{isom}}(S_{\text{ref}} \leftrightarrow S_{\text{rac}}) \) is unity. These plots are names as ‘nro’ i.e., ‘no reference olefin’ as they have been estimated without using the reference olefin as per the new hypothesis.

3.6.3. True Lumping Coefficients (Case 3)

These lumping coefficients are calculated using the true gas phase protonation equilibrium coefficient \( \tilde{K}_{\text{pr}}(S_{\text{oil}} \leftrightarrow S_{\text{rac}}) \) which is estimated from the precise values of the heats of formation of the olefin and the protonated carbenium ion. Obviously, this case does not need any reference olefin or reference carbenium ion and the lumping coefficients are obtained from the complete eqn (3.59). This approach has been used in the hydrocracking of pure paraffins [Chapter VI] as the method to estimate the heats for formation of paraffinic carbenium ions is available. It should be noticed that this approach can not be used currently for naphthenic and aromatic species due to the unavailability of a group contribution type of estimation method for the heats of formation of ring containing ions. Therefore, the lumping coefficients based on old and new approaches are compared with the true LCs for the paraffinic species and the new approach, which is found to be superior, has been followed for the naphthenic and aromatic species in the VGO hydrocracking model.
Figure 3-6. Comparison of the true lumping coefficients with the lumping coefficients calculated with and without reference olefins.

It can be seen from Figure 3-6 that, except for the cracking of tribranched paraffins through \((s,t)\) and \((t,t)\) modes [plots (b) and (d)], the proposed method (Case 2) gives lumping coefficients much closer to the true values (Case 3), as compared to the old approach (Case 1). Even in these two exceptions, the lumping coefficients in Case 1 are only slightly better than Case 2. Based on the plots it can also be inferred that \(\tilde{K}_{\text{isom}}(S_0 \leftrightarrow S_0)\) and \(\tilde{K}_{\text{isom}}(S_{ik} \leftrightarrow S_{ik})\) are correlated inversely, as speculated. This phenomenon can be explained based on the similarities of the skeleton structures of a
given olefin $O_j$ with the corresponding carbenium ion $R_{ik}^+$ and the differences in their structures from their respective reference species. An example can be given based on the differences in the degree of branching. For a dibranched olefin $O_j$, the carbenium ion $R_{ik}^+$ would be dibranched, whereas both the reference olefin and the reference carbenium ion would be monobranched. Therefore, $\tilde{K}_{isom(S_{ik} \rightleftharpoons S_{ik})}$ corresponds to a decrease in the degree of branching, whereas $\tilde{K}_{isom(S^+_{ik} \rightleftharpoons S^+_{ik})}$ corresponds to an analogous increase in the degree of branching, tending to offset their deviations from unity in a way so that their product is more close to unity than either one separately.

### 3.7. Competitive Chemisorption on the Acidic Sites

To account for the strong competitive chemisorption of aromatics on the acidic sites eqn (3.53) (as well as the rate expressions for group (b) and (c)) contains the denominator term $D_A$, which is given by eqn (3.47). The evaluation of $D_A$ requires the values of the protonation equilibrium coefficients. In all the rate expressions for acid site transformations except those for the group (c), i.e., dealkylation of aromatics, the numerator contains the equilibrium coefficients for the protonation of the reactive olefinic species. The concentration of these reactive olefinic species is very low because of the small values of the dehydrogenation equilibrium coefficients and high hydrogen pressure. Therefore, the contribution towards the total coverage of acidic sites due to the protonation of these species would be relatively small. Because of this, the estimate of the equilibrium coefficient for the protonation of the olefinic species to be used in the denominator has been obtained from the literature (as discussed below) and is considered constant for a given catalyst during the parameter estimation. On the other hand, the (single event) protonation equilibrium coefficient in the numerator is coupled with the single event rate coefficients of the elementary steps as seen from eqn (3.56) and this composite rate coefficient is estimated from the experimental data on VGO hydrocracking. Similarly for the dealkylation of the aromatics, the rate coefficient coupled with the corresponding ring protonation equilibrium coefficients is estimated.
from the experimental data and the ring protonation equilibrium coefficients for different aromatic classes to be used in the denominator have been estimated from the literature information. The approach for the estimation of various terms required to calculate the acid site denominator is discussed below.

### 3.7.1. Dehydrogenation Equilibrium Coefficient

A single average value has been used for the dehydrogenation equilibrium coefficient of paraffins to estimate the concentration of corresponding olefins. This is justified given the small contribution of olefins towards the acid site coverage when large amount of aromatics are present in the feed. The value of the dehydrogenation equilibrium coefficient depends primarily on the nature of the carbon atoms where the double bond is formed if the effect of the olefin structure in the vicinity of the double bond is ignored. Therefore, five different dehydrogenation equilibrium coefficients can be considered for the \((p-s)\), \((p-t)\), \((s-s)\), \((s-t)\) and \((t-t)\) modes. The heats of dehydrogenation for these 5 modes range from approximately 105 to 126 kJ/mol. A value of 109 kJ/mol has been retained. It corresponds to the \((s-t)\) mode which is most important for the production of tertiary carbenium ions having the highest occupancy on the acid sites. The olefins produced through \((p-s)\) and \((s-s)\) modes can only produce secondary ions and \((p-t)\) and \((t-t)\) modes have a much smaller contribution towards the formation of total olefins than the \((s-t)\) mode. Similarly, the entropy of dehydrogenation has been taken to be 120 J/mol/K for the \((s-t)\) mode. For naphthenes with 1-ring to 4-rings, it has been assumed that dehydrogenation is taking place primarily in the ring because of the higher affinity of the ring towards the chemisorption on the metal sites. The heat of dehydrogenation and entropy of dehydrogenation of 112 kJ/mol and 136 J/mol/K respectively for the \((s-t)\) mode in the molecule shown in Figure 3-7 are taken as the representative values for all the naphthenic components/lumps. These values are used to estimate the concentration of the olefinic species in eqn (3.47).
3.7.2. Heats of Protonation

The values of the gas phase standard state heats of protonation are obtained from the corresponding proton affinities (PA) compiled by Hunter and Lias\textsuperscript{71}. The available values of proton affinities of some species relevant to this work are given in Table 3-3.

A single value of PA has been considered for all the lumps of a particular class assuming that it does not change with the carbon number. Since the proton affinities of all the classes considered in the model are not available, certain simplifying assumptions were made based on the trends of the above data.

For linear olefins formed from normal paraffins, PA corresponds to the formation of secondary carbenium ions. Because of much higher stability of tertiary carbenium ions compared to secondary ions, it has been assumed that all the isoparaffins and naphthenes form the tertiary ions. Consequently, for the branched olefins formed from isoparaffins, a PA of 821.4 kJ/mol is used. In the absence of any published information for multiring naphthenic olefins, the PA of 1-methylcyclohexene has been used as the representative value for all the naphthenes. It can be seen from the above data that increasing the substitution on the benzene ring increases the PA, but the increase in the side chain length does not affect it very much. An increase in the number of aromatic rings also increases PA.
Table 3-3. Gas phase proton affinities for the formation of most stable carbenium ion. (taken from Hunter and Lias\textsuperscript{71}).

<table>
<thead>
<tr>
<th>Species</th>
<th>Gas phase proton affinity (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Olefins (protonated to -sec ions, an average value)</td>
<td>773.3</td>
</tr>
<tr>
<td>Branched Olefins (protonated to -ter ions, an average value)</td>
<td>821.4</td>
</tr>
<tr>
<td>Cyclopentene</td>
<td>766.3</td>
</tr>
<tr>
<td>1-methylcyclopentene</td>
<td>816.5</td>
</tr>
<tr>
<td>Cyclohexene</td>
<td>784.5</td>
</tr>
<tr>
<td>1-methylcyclohexene</td>
<td>825.1</td>
</tr>
<tr>
<td>Benzene</td>
<td>750.4</td>
</tr>
<tr>
<td>Toluene</td>
<td>784.0</td>
</tr>
<tr>
<td>Ethylbenzene</td>
<td>788.0</td>
</tr>
<tr>
<td>Propylbenzene</td>
<td>790.1</td>
</tr>
<tr>
<td>Isopropyl benzene</td>
<td>791.6</td>
</tr>
<tr>
<td>n-butyl benzene</td>
<td>791.9</td>
</tr>
<tr>
<td>p-xylene</td>
<td>794.4</td>
</tr>
<tr>
<td>o-xylene</td>
<td>796.0</td>
</tr>
<tr>
<td>m-xylene</td>
<td>812.1</td>
</tr>
<tr>
<td>1,3,5 trimethylbenzene</td>
<td>836.2</td>
</tr>
<tr>
<td>Tetraline</td>
<td>809.7</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>802.9</td>
</tr>
<tr>
<td>2-methylnaphthalene</td>
<td>831.9</td>
</tr>
<tr>
<td>Phenanthrene</td>
<td>825.7</td>
</tr>
<tr>
<td>Chrysene</td>
<td>840.9</td>
</tr>
<tr>
<td>1,2,3,4,5,6,7,8 octahydrophenthranene</td>
<td>846.2</td>
</tr>
</tbody>
</table>
The possible effect of the degree of substitution has been applied for different aromatic classes based on the data of the above table. On an average, the PA of the mono substituted aromatic species are taken in the model and an average of 10 kJ/mol have been added to the values of PA to account for the effect of substitution on bare ring aromatics. When the PA for naphtheno-aromatics are not available, their values are obtained from the corresponding aromatics with the same number of aromatic rings. i.e., the value of PA for dinaphtheno-diaryls (DNDA) is considered identical to that of diaryls (DAR). Based on these assumptions, the values shown in Table 3-4 are used for the gas phase proton affinities of different classes in the model. The gas phase heats of protonation are obtained as the negative of the corresponding proton affinities.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>CLASS</th>
<th>PA (kJ/mol)</th>
<th>Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>NPA</td>
<td>773.3</td>
<td>For secondary carbenium ions</td>
</tr>
<tr>
<td>2.</td>
<td>IPA</td>
<td>821.4</td>
<td>For tertiary carbenium ions</td>
</tr>
<tr>
<td>3.</td>
<td>Naphthenes</td>
<td>825.1</td>
<td>Value of 1-methylcyclohexene</td>
</tr>
<tr>
<td>4.</td>
<td>MAR</td>
<td>791.9</td>
<td>The value of butyl benzene</td>
</tr>
<tr>
<td>5.</td>
<td>DAR, NDA, DNDA</td>
<td>831.9</td>
<td>The value of 2-methyl-naphthalene</td>
</tr>
<tr>
<td>6.</td>
<td>TAR, NTA</td>
<td>835.7</td>
<td>The value of phenanthrene + 10.0 kJ/mol for 1 substitution</td>
</tr>
<tr>
<td>7.</td>
<td>QAR</td>
<td>850.9</td>
<td>The value of chrysene + 10.0 kJ/mol for 1 substitution</td>
</tr>
<tr>
<td>8.</td>
<td>NMA</td>
<td>819.7</td>
<td>The value of tetraline + 10.0 kJ/mol for 1 substitution</td>
</tr>
<tr>
<td>9.</td>
<td>DNMA, TNMA</td>
<td>846.2</td>
<td>The value of octahydrophenanthrene</td>
</tr>
</tbody>
</table>
3.7.3. Heats of Stabilization

To get the heats of protonation at the surface of the catalyst, the heats of stabilization of carbenium ions from gas phase to the catalyst surface are required. Refer Chapter VI for derivation of the equation to relate the gas phase heats of protonation to the surface heats of protonation as,

$$\Delta H_{pr}^{sur} = \Delta H_{pr}^{gas} + \Delta q(z, m) \tag{3.60}$$

where $\Delta q$ is the negative of the relative heat of stabilization of the carbenium ions defined as the difference in the heat of stabilization of proton and carbenium ion. Considering that the extent of stabilization of a carbenium ion would depend primarily on the local structure in the vicinity of the positive charge, it is assumed that $\Delta q$ does not depend on the carbon number and depends only on its nature and the molecular class to which it belongs. The estimates of the values of $\Delta q$ for paraffins have been reported by several authors\textsuperscript{72-75}. As the heats of stabilization depend on the acidity of the catalyst, the values reported by different authors vary significantly. The difference in the heats of stabilization of the secondary and tertiary paraffinic carbenium ions has been determined from the experimental data on the hydrocracking of pure n-hexadecane in the current work (Chapter VI) and is used in the VGO hydrocracking model. In the absence of any published information, the heats of stabilization of naphthenic carbenium ions have been given the same values as those for the tertiary paraffinic carbenium ions. The relatively lower importance of this parameter due to the low contribution of paraffinic and naphthenic species on the total acid site coverage justifies this assumption. For aromatics and naphtheno-aromatics, $\Delta q$ has been assumed to be independent of the nature of the carbenium ions due to the charge delocalization at the aromatic rings. In the absence of information on the heats of stabilization of different aromatic ring containing classes, a single value, $\Delta q(S^+_A)$, has been considered as a parameter in the model for all these classes. This parameter was then adjusted from the experimental data on the hydrocracking of VGO available to us.
3.7.4. Entropy of Protonation

The entropy of protonation has been estimated using statistical thermodynamics based on the loss of various degrees of freedom (DOF) in the protonation step. As the protonation takes place, the olefinic and aromatic species from the sorbed phase are attached to the acidic sites and thus the change in the entropy from the sorbed state to the protonated state is of interest. As a molecule loses some of its rotational or translational degrees of freedom, it gains some extra vibrational degree of freedom. It has been assumed that the difference in the sum of the rotational and vibrational degrees of freedom of the molecule from sorbed state and protonated state is negligible. Further assuming that the sorption step results in the loss of one translation degree of freedom and the protonated species has no translational motion, two translational DOF are taken as the entropy of the protonation step in the model. The entropy corresponding to three translational DOF is calculated from eqn (3.61) in which the translational partition function is given by eqn (3.62).

\[ S' / R = \ln(Q_t) + 5/2 \]  \hspace{1cm} (3.61)  

\[ Q_t = \left( \frac{2\pi mk_B T}{\hbar^2} \right)^{\frac{3}{2}} V \]  \hspace{1cm} (3.62)

3.8. Parameters for Sorption

To estimate the concentration of the sorbed species in the zeolite pores, the Henry coefficients for sorption is required, as shown in eqns (3.17) and (3.18). Very few experimental data is available in the literature on the sorption of complex compounds found in the heavy petroleum feedstocks. Denayer et al.\textsuperscript{76} carried out experiments for the sorption of alkanes, aromatics and some organic molecules in the liquid phase and in the dense vapor phase on FAU zeolites, normally employed in the hydrocracking process. They reported the values of the partition coefficients for normal paraffins from C\textsubscript{5} to C\textsubscript{16}, some light isoparaffins, benzene, toluene and mesitylene in Na-USY zeolite at room temperature with n-octane and methanol as the mobile phases. With the non polar n-octane as the mobile liquid phase, the partition coefficients of paraffins were found to be
very week functions of the carbon number of the adsorbate. On the other hand, with methanol as the mobile liquid phase, the partition coefficients of paraffins increased with the carbon number because of the polarity of the mobile phase. No data is available for the effect of carbon number on the partition coefficients of naphthenes and aromatics. In the hydrocracking of pure paraffins (Chapter VI), the Henry coefficients are assumed to be constant with respect to the carbon number of adsorbent, considering the absence of any polar compounds. In the hydrocracking of VGO on the other hand, considering the presence of some polar compounds, it is assumed that the partition coefficients increase with the carbon number. Three different base values of partition coefficients are selected: one for paraffins, naphthenes and aromatics each, i.e., $K_{par, base}$, $K_{nap, base}$ and $K_{aro, base}$. An increase in the partition coefficient by 8% per carbon number has been considered to account for the effect of chain length. The increase in the value of the partition coefficients in the ring compounds from its base value is related to the number of saturated acyclic carbon atoms in the molecule. For example, a diaromatic $C_{15}$ molecule contains 5 saturated acyclic carbon atoms, so that its partition coefficient is calculated from the base value as,

$$K_{aro, C_{15}} = K_{aro, base} \times (1.08)^5$$

Initial estimates of the base values of partition coefficients were taken from the literature. The percent increase per carbon number and the base values were later adjusted during the parameter estimation by using the VGO hydrocracking experimental data. The Henry coefficients were calculated from the partition coefficients by dividing them by the catalyst bulk density. The Langmuir adsorption coefficient $K_{l, Si}$ for lump $S_i$ is finally obtained from (3.18) by using the saturated density $c_{sat, Si}$ of lump $S_i$. 
CHAPTER IV
REACTOR MODEL AND PARAMETER ESTIMATION

4.1. Reactor Model

The global rate expressions developed in Chapter III are plugged into a three-phase multibed tubular reactor model operated adiabatically with inter-stage hydrogen quenching. Under typical industrial operating conditions, hydrocracking reactors operate in trickle flow regime with a fixed bed of porous catalyst particles and a vapor phase and a liquid phase flowing co-currently. It is assumed in what follows that the particles are completely wetted and the gas and liquid phases are in plug flow. As the aromatic hydrogenation and hydrocracking reactions proceed, H\(_2\) is transferred from gas to the liquid phase and the lighter products formed by cracking steps are transferred from the liquid phase into the gas phase. This inter-phase mass transfer flux is described using the two film theory.\(^7\) For a particular lump \(S_g\), the molar flux from gas to liquid phase is given by the following equation

\[
N_{S_g} = k_{O,S_g} \left( \frac{C_{S_g}^{gas}}{K_{S_g}^{C,VLE}} - C_{S_g}^{liq} \right)
\]

(4.1)

In the above equation, the overall mass transfer coefficient is given by

\[
\frac{1}{k_{O,S_g}} = \frac{1}{k_G K_{S_g}^{C,VLE}} + \frac{1}{k_L}
\]

(4.2)

For the trickle flow regime, the value of the liquid phase mass transfer coefficient \(k_L a_v\) has been calculated from a correlation given by Sato\(^7\) and the gas side mass transfer coefficient \(k_G a_v\) is calculated from Reiss\(^7\) correlation. The gas-liquid interfacial area \(a_v\) is calculated by the correlation given by Charpentier.\(^8\) \(K_{S_g}^{C,VLE}\) is the concentration equilibrium partition coefficient relating the equilibrium concentrations of lump \(S_g\) in the gas and liquid phases as
\[ K^{\text{VLE}_{\text{Sg}}} = \frac{C_{\text{Sg}}^{\text{gas}}}{C_{\text{Sg}}^{\text{liq}}} \]  

(4.3)

\( K^{\text{VLE}_{\text{Sg}}} \) is expressed in terms of the true equilibrium partition coefficient \( K^{\text{VLE}_{\text{Sg}}} \) as

\[ K^{\text{VLE}_{\text{Sg}}} = \left( \frac{y_{\text{Sg}}}{x_{\text{Sg}}} \right) \left( \frac{C_{\text{total}}^{\text{gas}}}{C_{\text{total}}^{\text{liq}}} \right) = K^{\text{VLE}_{\text{Sg}}} \left( \frac{C_{\text{total}}^{\text{gas}}}{C_{\text{total}}^{\text{liq}}} \right). \]

The values of the equilibrium partition coefficient \( K^{\text{VLE}_{\text{Sg}}} \) are calculated using the Peng-Robinson equation of state. The continuity equations for the gas phase components/lumps and hydrogen are written as

\[ \frac{1}{\Omega} \frac{dF_{\text{Sg}}^{\text{gas}}}{dz} = -k_{O,\text{Sg}} a_{v} \left( \frac{C_{\text{Sg}}^{\text{gas}}}{K^{\text{VLE}_{\text{Sg}}}} - C_{\text{Sg}}^{\text{liq}} \right) \quad g = 1, 2, \ldots, N_{\text{lumps}} \]  

(4.4)

The continuity equations for components/lumps in the liquid phase also take into account the net rate of formation of component/lump \( g \) along with the gas-liquid mass transfer flux term,

\[ \frac{1}{\Omega} \frac{dF_{\text{Sg}}^{\text{liq}}}{dz} = k_{O,\text{Sg}} a_{v} \left( \frac{C_{\text{Sg}}^{\text{gas}}}{K^{\text{VLE}_{\text{Sg}}}} - C_{\text{Sg}}^{\text{liq}} \right) + R_{\text{Sg,net}}^{\text{form}} \quad g = 1, 2, \ldots, N_{\text{lumps}} \]  

(4.5)

The mass transfer resistance between the liquid and solid phases and the intra-particle diffusional resistance has been considered to be negligible. As discussed earlier, the composition of VGO in this model is defined in terms of 1266 lumps/pure components. Therefore in the three-phase hydrocracking of VGO, 1267 (viz., 1266 + 1 for hydrogen) continuity equations for the liquid phase and the same number of continuity equations for the gas-phase components/lumps are required.

A significant amount of heat is released during the hydrogenation of aromatics/naphtheno-aromatics and the hydrocracking reactions. The liquid phase temperature profile along the reactor bed is obtained from eqn (4.6)
\[ dT_{\text{liq}}^\text{gas} = \left\{ \sum_{g=1}^{N_{\text{lumps}}} (-\Delta H_{f,g}^\text{liq}) R_{\text{Sg,net}}^\text{Form} - \sum_{g=1}^{N_{\text{lumps}}} \frac{dF_{\text{Sg,net}}^\text{gas}}{dz} \lambda_{\text{Sg}} \right\} \]

(4.6)

In the numerator of eqn (4.6), the first term represents the total heat of reaction and is calculated using the heats of formation of individual lumps/pure components obtained from the Benson’s group contribution method. The second term accounts for the heat consumed during the vaporization of lighter components from the liquid to the gas phase. The heat transfer resistance between the gas and liquid phase has been assumed to be negligible. The temperature of the solid phase is obtained from eqn (4.7)

\[ T_{\text{solid}} = T_{\text{liq}} + \frac{\sum_{g=1}^{N_{\text{lumps}}} (-\Delta H_{f,g}^\text{liq}) R_{\text{Sg,net}}^\text{Form}}{a_{\text{LS}} h_{\text{LS}}} \]

(4.7)

in which the solid-liquid heat transfer coefficient \( h_{\text{LS}} \) has been estimated using the correlation of Whitaker\(^{81}\).

The set of equations given by (4.4), (4.5) and (4.6) consists of 2,535 (= 1267 x 2 +1) stiff ODEs which is solved using the backward differentiation method (BDF). The subroutine DLSODA of the FORTRAN library ODEPACK has been used for the integration of ODEs. The integration of this set of ODE was found to be extremely slow with numerically calculated Jacobian matrices because of the large number of function evaluations for each Jacobian. A subroutine has been written to get an approximate analytical Jacobian for this system reducing the total integration time by 2-3 orders of magnitude.

The initial conditions for the gas and liquid molar flow rates are obtained by a VLE flash calculation at the reactor inlet temperature and pressure. A maximum allowable temperature rise \( \Delta T_{\text{max}} \) is specified for each reactor bed. The integration is carried out till the reactor temperature reaches \( T_{\text{in}} + \Delta T_{\text{max}} \) after which a cold stream of hydrogen at
temperature $T_{H_2}$ is injected to quench the reaction mixture. The amount of hydrogen required to bring the temperature of the reaction mixture back to the temperature of the inlet to the previous bed, $T_{in}$, is calculated from:

$$F_{H_2,\text{quench}} = \frac{\sum_{g=1}^{N_{gas}} (F_{Sg}^{\text{gas}}C_{P,Sg}^{\text{gas}} + F_{Lg}^{\text{liq}}C_{P,Sg}^{\text{liq}})(T_{out} - T_{in})}{C_{P,H_2}^{\text{gas}}(T_{H_2} - T_{in})}$$  \hspace{1cm} (4.8)

4.2. Estimation of Properties

The various physical and chemical properties of the lumps/pure components involved in the model are estimated using the following methods:

Critical temperature and critical pressure are calculated using Jobak’s group contribution method and API recommended methods.

Saturated and compressed liquid phase densities are estimated using Hankinson and Thomson (HBT) method.

The viscosities of gas and liquid phases are calculated by the method of Twu et al.

Vapor pressures and latent heat of vaporization are calculated using the method of Prausnitz et al.

Heats of formation, entropies, equilibrium coefficients, and gas phase heat capacities are calculated using Benson’s group contribution method.

Liquid phase heat capacities are estimated from Garvin et al.

4.3. Parameter Estimation

The parameters involved in the VGO hydrocracking model are summarized in Table 4-1 with their definition and units. These parameters have been estimated from a relatively small amount of experimental data on the three phase hydrocracking of a VGO feedstock obtained from a lab scale tubular reactor. The product composition was available in terms of the weight percent of normal and isoparaffins, one to four ring naphthenes, and
one to four ring aromatics classes. The composition of naphtheno-aromatic classes was not available separately and was combined with the corresponding aromatics classes, e.g., one ring aromatics include the monoaromatics, naphtheno-monoaromatics, dinaphtheno-monoaromatics and trinaphtheno-monoaromatics. An estimate of the carbon number distribution was available for normal paraffins, isoparaffins, mononaphthenes, dinaphthenes and trinaphthenes classes. The initial guess of the parameters were obtained from the literature\textsuperscript{46, 70, 72, 73, 76, 86} when available or have been selected judiciously otherwise. This information was utilized to estimate the model parameters first by manual tuning followed by the application of Levenberg-Marquardt’s optimization algorithm to minimize the sum of square of the residuals between the experimental and model predicted responses. The final values of the parameters have not been reported in the dissertation because of proprietary reasons as the model has been licensed to an industrial organization. The optimized parameters related to steps on the acid sites have been found to satisfy the rules of carbenium ion chemistry. The activation energies corresponding to the saturation of aromatics are in the range of 25 to 50 kJ/mol as reported in the literature\textsuperscript{46, 59}. The relative magnitude of the parameters related to the sorption in the zeolite pores and the chemisorption on the metal sites are in accordance with their physico-chemical nature. The fit of the model to the experimental data has been shown as normalized parity plots in Figure 4-1 and Figure 4-2. It can be seen from Figure 4-2 (a) and (b) that the normal paraffins are relatively overpredicted whereas the isoparaffins are slightly under predicted. The carbon number distribution of the total paraffins [Figure 4-1 (b)] shows a very good fit to the experimental data, however. The agreement of the carbon number distribution of the entire reactor effluents [Figure 4-1 (a)], mononaphthenes [Figure 4-2 (c)], dinaphthenes [Figure 4-2 (d)], the composition of different classes [Figure 4-1 (c)] and of different commercial fractions [Figure 4-1 (d)] is quite good, considering the complexity of the reaction network and the relatively small number of temperature and feedstock independent parameters employed in the model.
Table 4-1. Model parameters employed in the VGO hydrocracking model.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameter</th>
<th>Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$\tilde{A}_{comp}$</td>
<td>$\tilde{A}_{comp} C_t \exp \left( \frac{\Delta \tilde{S}}{R} \right)$</td>
<td>[kmol/kg$_{cat}$/hr]</td>
</tr>
<tr>
<td>2.</td>
<td>$E_{comp}^{pcp}$</td>
<td>$E_{pcp}^{(x,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>3.</td>
<td>$E_{comp}^{pcp(x,3)}$</td>
<td>$E_{pcp(x,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>4.</td>
<td>$E_{comp}^{pcp(t,3)}$</td>
<td>$E_{pcp(t,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>5.</td>
<td>$\tilde{A}_{acyc-\beta}$</td>
<td>$\tilde{A}_{acyc-\beta} C_t \exp \left( \frac{\Delta \tilde{S}}{R} \right)$</td>
<td>[kmol/kg$_{cat}$/hr]</td>
</tr>
<tr>
<td>6.</td>
<td>$E_{acyc-\beta(s,3)}$</td>
<td>$E_{acyc-\beta(s,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>7.</td>
<td>$E_{acyc-\beta(s,3)}$</td>
<td>$E_{acyc-\beta(s,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>8.</td>
<td>$E_{acyc-\beta(t,3)}$</td>
<td>$E_{acyc-\beta(t,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>9.</td>
<td>$E_{acyc-\beta(t,3)}$</td>
<td>$E_{acyc-\beta(t,3)} + \Delta H_{pr(S_{i,0} \rightarrow x)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>10.</td>
<td>$\tilde{A}_{exo-\beta}$</td>
<td>$\tilde{A}_{exo-\beta} C_t \exp \left( \frac{\Delta \tilde{S}}{R} \right)$</td>
<td>[kmol/kg$_{cat}$/hr]</td>
</tr>
<tr>
<td>11.</td>
<td>$\Delta E_{exo-\beta(m,n)}$</td>
<td>$E_{exo-\beta(m,n)} - E_{acyc-\beta(m,n)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>12.</td>
<td>$\tilde{A}_{endo-\beta}$</td>
<td>$\tilde{A}_{endo-\beta} C_t \exp \left( \frac{\Delta \tilde{S}}{R} \right)$</td>
<td>[kmol/kg$_{cat}$/hr]</td>
</tr>
<tr>
<td>13.</td>
<td>$\Delta E_{endo-\beta(m,n)}$</td>
<td>$E_{endo-\beta(m,n)} - E_{acyc-\beta(m,n)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>14.</td>
<td>$\tilde{A}_{dealk}$</td>
<td>$\tilde{A}<em>{dealk} C_t \exp \left( \frac{\Delta \tilde{S}</em>{pr-ring}}{R} \right)$</td>
<td>[kmol/kg$_{cat}$/hr]</td>
</tr>
<tr>
<td>15.</td>
<td>$E_{dealk(s)}$</td>
<td>$E_{dealk(s)}^{comp} + \Delta H_{pr-ring}$</td>
<td>[kJ/mol]</td>
</tr>
</tbody>
</table>
Table 4-1. Continued.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameter</th>
<th>Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.</td>
<td>$E_{\text{comp}}^{\text{dealk}(t)}$</td>
<td>$E_{\text{dealk}(t)}^{\text{comp}} + \Delta H_{pr \rightarrow \text{ring}}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>17.</td>
<td>$\tilde{A}_{\text{cyc}}^{\text{comp}}$</td>
<td>$\tilde{A}<em>{\text{cyc}} C \exp \left( \frac{\Delta S</em>{pr \rightarrow \text{diele}}}{R} \right)$</td>
<td>[kmol/kg$_{\text{cat}}$/hr]</td>
</tr>
<tr>
<td>18.</td>
<td>$E_{\text{cyc}(x;2)}^{\text{comp}}$</td>
<td>$E_{\text{cyc}(x;2)}^{\text{comp}} + \Delta H_{pr(S_{100} \rightarrow x;2)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>19.</td>
<td>$E_{\text{cyc}(x;2)}^{\text{comp}}$</td>
<td>$E_{\text{cyc}(x;2)}^{\text{comp}} + \Delta H_{pr(S_{100} \rightarrow x;2)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>20.</td>
<td>$E_{\text{cyc}(t;2)}^{\text{comp}}$</td>
<td>$E_{\text{cyc}(t;2)}^{\text{comp}} + \Delta H_{pr(S_{100} \rightarrow t;2)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>21.</td>
<td>$E_{\text{cyc}(t;2)}^{\text{comp}}$</td>
<td>$E_{\text{cyc}(t;2)}^{\text{comp}} + \Delta H_{pr(S_{100} \rightarrow t;2)}$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>22.</td>
<td>$A_{\text{hyd,}3H_2}^{\text{comp}}$</td>
<td>$A_{\text{hyd,}3H_2} C_m$</td>
<td>$(\text{kmol/kg}_\text{cat}/\text{hr})(\text{m}^3/\text{kmol})^3$</td>
</tr>
<tr>
<td>23.</td>
<td>$A_{\text{hyd,}2H_2}^{\text{comp}}$</td>
<td>$A_{\text{hyd,}2H_2} C_m$</td>
<td>$(\text{kmol/kg}_\text{cat}/\text{hr})(\text{m}^3/\text{kmol})^2$</td>
</tr>
<tr>
<td>24.</td>
<td>$E_{\text{hyd,}3H_2}$</td>
<td>-</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>25.</td>
<td>$E_{\text{hyd,}2H_2}$</td>
<td>-</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>26.</td>
<td>$p_{\text{chem const}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
<tr>
<td>27.</td>
<td>$p_{\text{chem sat_rings}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
<tr>
<td>28.</td>
<td>$p_{\text{chem aro_rings}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
<tr>
<td>29.</td>
<td>$p_{\text{chem paraf}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
<tr>
<td>30.</td>
<td>$\Delta q(S_A^+)$</td>
<td>$q(H^+) - q(S_A^+)$</td>
<td>[kJ/mol]</td>
</tr>
<tr>
<td>31.</td>
<td>$K_{\text{paraf base}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
<tr>
<td>32.</td>
<td>$K_{\text{Nap base}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
<tr>
<td>33.</td>
<td>$K_{\text{Aro base}}$</td>
<td>-</td>
<td>[Dimensionless]</td>
</tr>
</tbody>
</table>
Figure 4-1. Comparison of the experimental and predicted product composition in the hydrocracking of VGO. (a) Carbon number distribution (C\textsubscript{3} to C\textsubscript{40}) of the total reactor effluents. (b) Carbon number distribution (C\textsubscript{3} to C\textsubscript{40}) of the total paraffins. (c) Weight percent composition of normal paraffins, isoparaffins, one to four ring naphthenes and one to four ring aromatics. (d) Weight percent of different commercial fractions, i.e., LPG, light naphtha, heavy naphtha, kerosene, diesel and the unconverted VGO.
Figure 4-2. Comparison of the experimental and predicted product composition in the hydrocracking of VGO. (a) Carbon number distribution (C$_3$ to C$_{40}$) of the normal paraffins. (b) Carbon number distribution (C$_4$ to C$_{40}$) of the isoparaffins. (c) Carbon number distribution (C$_5$ to C$_{40}$) of the mononaphthenes. (d) Carbon number distribution (C$_{10}$ to C$_{40}$) of the dinaphthenes.
CHAPTER V

REACTOR SIMULATIONS

The parameters estimated in Chapter IV have been used to carry out a number of non-isothermal reactor simulations in an industrial scale hydrocracking reactor for a wide range of operating conditions. The reactor geometry taken from the literature\textsuperscript{87} and the catalyst properties selected for these simulations are shown in Table 5-1. The composition of the feedstock vacuum gas oil has been taken from Moustafa et al.\textsuperscript{88} and is given in Table 5-2. The actual feedstock composition required as the input for the reactor simulations is derived from this information as discussed in section 5.2.3. The products obtained from the hydrocracking of this feedstock have been classified into different commercial fractions based on their carbon number range as shown in Table 5-3. The conversion of VGO is defined based on the cracking of C\textsubscript{20+} feed into C\textsubscript{20} and lighter products and is calculated by

$$X = \left( \frac{W_{C_{20+}}^{\text{feed}} - W_{C_{20+}}^{\text{prod}}}{W_{C_{20+}}^{\text{feed}}} \right) \times 100$$

(5.1)

In the above eqn, $W_s$ have the units of weight. This criterion for calculating the conversion is analogous to the one used in industry which is based on the end point of diesel.

A maximum temperature increase of 15 °C per bed has been adopted for all the simulations carried out in this study and is used as the criterion to switch to the next catalyst bed, i.e., when the temperature of the reaction mixture reaches $T_{in} + 15^\circ C$, quenching hydrogen stream at 40 °C is injected to reduce the temperature to $T_{in}$. Consequently, the number and length of different beds depends on the total amount of heat released during the hydrocracking reactions and the heat release profile corresponding to the selected operating conditions. The model can also be used to simulate an existing hydrocracking unit with a given number of beds and pre-specified
bed lengths to obtain the temperature increase and conversion in each bed and the composition of final products.

Table 5-1. Reactor geometry and catalyst properties for the reactor simulations.

<table>
<thead>
<tr>
<th>Reactor Geometry</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Bed Length</td>
<td>11.6 m</td>
</tr>
<tr>
<td>Reactor Diameter</td>
<td>3.7 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Catalyst Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Catalyst Bulk Density</td>
<td>830 kg$<em>{\text{cat}}$/m$</em>{\text{r}}^3$</td>
</tr>
<tr>
<td>Particle Equivalent Diameter</td>
<td>3.0 mm</td>
</tr>
<tr>
<td>Bed Porosity</td>
<td>0.4</td>
</tr>
<tr>
<td>Catalyst micropore volume</td>
<td>2.8x10$^{-4}$ m$<em>3$/kg$</em>{\text{cat}}$</td>
</tr>
</tbody>
</table>
### Table 5-2. Composition of the VGO. (weight percent).

<table>
<thead>
<tr>
<th>CN</th>
<th>nPar</th>
<th>iPar</th>
<th>MNA</th>
<th>DNA</th>
<th>TNA</th>
<th>TETNA</th>
<th>MAR</th>
<th>TAR</th>
<th>NMA</th>
<th>NDA</th>
<th>NTA</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.827</td>
<td>0.047</td>
<td>0.413</td>
<td>0</td>
<td>0</td>
<td>1.287</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.002</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.330</td>
<td>0.359</td>
<td>0</td>
<td>0.180</td>
<td>0</td>
<td>2.871</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.016</td>
<td>0.002</td>
<td>0.004</td>
<td>0</td>
<td>0</td>
<td>2.710</td>
<td>1.010</td>
<td>0</td>
<td>0.500</td>
<td>0</td>
<td>4.242</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.077</td>
<td>0.002</td>
<td>0.032</td>
<td>0.021</td>
<td>0</td>
<td>2.320</td>
<td>0.950</td>
<td>0.323</td>
<td>0.470</td>
<td>0</td>
<td>4.195</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.167</td>
<td>0.039</td>
<td>0.128</td>
<td>0.131</td>
<td>0.022</td>
<td>1.610</td>
<td>0.915</td>
<td>0.459</td>
<td>0</td>
<td>0.230</td>
<td>3.701</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.365</td>
<td>0.152</td>
<td>0.339</td>
<td>0.312</td>
<td>0.109</td>
<td>0.718</td>
<td>0.335</td>
<td>0.126</td>
<td>0</td>
<td>0</td>
<td>2.537</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.729</td>
<td>0.333</td>
<td>0.614</td>
<td>0.613</td>
<td>0.247</td>
<td>0.246</td>
<td>0.168</td>
<td>0.078</td>
<td>0</td>
<td>0</td>
<td>3.263</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1.010</td>
<td>0.570</td>
<td>1.030</td>
<td>1.050</td>
<td>0.541</td>
<td>0.086</td>
<td>0.113</td>
<td>0.047</td>
<td>0</td>
<td>0</td>
<td>4.917</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1.430</td>
<td>0.910</td>
<td>1.470</td>
<td>1.380</td>
<td>0.650</td>
<td>0.723</td>
<td>0.012</td>
<td>0.020</td>
<td>0</td>
<td>0</td>
<td>6.605</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1.560</td>
<td>1.270</td>
<td>1.920</td>
<td>1.770</td>
<td>0.873</td>
<td>0.793</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8.186</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>1.860</td>
<td>1.600</td>
<td>2.380</td>
<td>2.220</td>
<td>1.240</td>
<td>0.873</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10.173</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>2.070</td>
<td>1.720</td>
<td>2.790</td>
<td>2.460</td>
<td>1.370</td>
<td>0.693</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11.103</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1.650</td>
<td>1.450</td>
<td>2.590</td>
<td>2.270</td>
<td>1.090</td>
<td>0.533</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9.583</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1.270</td>
<td>1.360</td>
<td>2.380</td>
<td>2.110</td>
<td>0.897</td>
<td>0.439</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8.456</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.900</td>
<td>1.110</td>
<td>2.070</td>
<td>1.930</td>
<td>0.615</td>
<td>0.395</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.020</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>0.538</td>
<td>0.723</td>
<td>1.550</td>
<td>1.520</td>
<td>0.403</td>
<td>0.235</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.969</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.343</td>
<td>0.426</td>
<td>1.150</td>
<td>1.140</td>
<td>0.163</td>
<td>0.118</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.340</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.183</td>
<td>0.268</td>
<td>0.712</td>
<td>0.608</td>
<td>0.090</td>
<td>0.082</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.943</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.115</td>
<td>0.163</td>
<td>0.405</td>
<td>0.248</td>
<td>0.092</td>
<td>0.060</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.083</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.040</td>
<td>0.070</td>
<td>0.236</td>
<td>0.015</td>
<td>0.125</td>
<td>0.047</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.533</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Total 14.325 12.168 21.80 19.798 8.527 5.652 10.859 3.917 1.043 0.413 1.150 0.355 100.000</strong></td>
</tr>
</tbody>
</table>
Table 5-3. Definition of different commercial fractions based on carbon number range. (The last column has the atmospheric equivalent boiling points of normal paraffins for this carbon number range).

<table>
<thead>
<tr>
<th>Commercial Fraction</th>
<th>Carbon No.</th>
<th>Atmospheric Equivalent Boiling Points (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPG</td>
<td>C₃ – C₄</td>
<td>-</td>
</tr>
<tr>
<td>Light Naphtha (LNAP)</td>
<td>C₅ – C₇</td>
<td>40 – 110</td>
</tr>
<tr>
<td>Heavy Naphtha (HNAP)</td>
<td>C₈ – C₁₂</td>
<td>110 – 220</td>
</tr>
<tr>
<td>Kerosene (KERO)</td>
<td>C₁₃ – C₁₅</td>
<td>220 – 260</td>
</tr>
<tr>
<td>Diesel (DIES)</td>
<td>C₁₆ – C₂₀</td>
<td>260 – 350</td>
</tr>
<tr>
<td>Unconverted (UNCONV)</td>
<td>&gt; C₂₀</td>
<td>&gt; 350</td>
</tr>
</tbody>
</table>

The simulations performed to study the effect of the reactor inlet temperature and total pressure on the hydrocracking products are discussed in Section 5.1 and 5.1.2 respectively. The effect of the change in the distribution of isomers of a class with different degrees of branching on the hydrocracking conversion and evolution of various subclasses is discussed in Section 5.2.3.

5.1. Effect of Inlet Temperature

To study the effect of temperature on the VGO conversion and product distribution, the simulations have been carried out at two different reactor inlet temperatures (\(T_{in}\)): 350 °C and 370 °C; both at a total pressure of 150 bar and a H₂ to Hydrocarbon molar ratio of 15.0 (~ 5000 Std. ft³/barrel). The VGO flow rate has been taken as 620 kmol/hr. The
various simulation results are shown in Figure 5-1 to Figure 5-6 with solid lines corresponding to the simulations at 350 °C and the dotted lines at 370 °C. Figure 5-1 (a) shows the temperature profiles of the solid and liquid phases along the reactor. At $T_{in} = 350$ °C, the total temperature increase in the reactor is 40.8 °C in three beds. It can be seen that the length of the first bed is smaller than the second one, showing a higher rate of heat release in first bed due to higher rates of exothermic aromatics hydrogenation and cracking reactions. At $T_{in} = 370$ °C on the other hand, the total temperature increase in the reactor is 58.8 °C with a total of four beds. A higher inlet temperature results in higher rates of aromatics hydrogenation and hydrocracking reactions giving a higher rate of temperature increase in each bed as compared to 350 °C. The heat is generated in the solid catalytic phase from where it is transferred to the liquid phase. Because of the higher rate of heat release, the average $\Delta T$ between solid and liquid phases at $T_{in} = 370$ °C is slightly higher (~0.4 °C) as compared to $T_{in} = 350$ °C (~0.2 °C).

The profile of the VGO conversion along the beds can be seen from Figure 5-1 (b) indicating 88.6 % total conversion at $T_{in} = 370$ °C as compared to only 56.7 % conversion at $T_{in} = 350$ °C. A conversion increase of approximately 26 % has been reported in the literature$^{89}$ with a temperature increase of 22 °C. Although the increase in conversion with temperature depends on the composition of the feedstock as well as the catalyst, the predicted increase in the total conversion is comparable to the reported value. Figure 5-1 (c) shows the flux of hydrogen in the gas and liquid phases along the reactor. The gas phase hydrogen flux (blue lines) drops along a bed due to the transfer of hydrogen from gas to the liquid phase with a faster drop at high temperature, indicating faster consumption of hydrogen. A step increase in gas phase hydrogen flux occurs at the bed exits because of the injection of quench hydrogen. The amount of each quench hydrogen shot is approximately 10 % of the inlet hydrogen at both temperatures. The hydrogen flux in the liquid phase depends on the solubility of hydrogen in the liquid phase, the rate of hydrogen transfer from gas to liquid phase and the total amount of hydrocarbons present in the liquid phase. It can be seen from Figure 5-1 (d) that the
weight % vaporization of hydrocarbons increases very rapidly at higher temperature because of more amounts of lighter hydrocarbons formed due to faster cracking, resulting in a faster decrease in the total amount of the liquid phase hydrocarbons. This ultimately contributes to the significantly high drop in the hydrogen flux in liquid phase at 370 °C. Figure 5-1 (d) also indicates that at the inlet of the reactor, the percentage of vaporization is higher at high temperature as the initial amounts of the vapor and liquid phases are obtained by a VLE flash calculation at the reactor inlet conditions. A sudden increase in the percentage of vaporization at the bed exits is also observed because of the addition of quench hydrogen.

5.1.1. Effect of Temperature on the Yields of Various Commercial Fractions

Figure 5-2 (a) shows the effect of temperature on the evolution of various commercial fractions along the reactor. It can be seen that at $T_{in} = 350 \, ^\circ C$, the diesel fraction (DIES) initially increases in the first bed and remains almost steady in the last two beds, ultimately resulting in a maximum diesel yield among all commercial fractions. At $T_{in} = 370 \, ^\circ C$, the yield of the diesel fraction increases quite fast in the first bed, maintains almost a steady value in the second bed and then sharply decreases in the last two beds. This faster increase in the diesel yield is caused by the faster cracking of VGO at higher temperature. As approximately 64 % of VGO conversion takes place in the first two beds itself, the cracking of diesel range hydrocarbons starts dominating in the third bed, resulting in a decrease in the diesel yield accompanied with a sharp increase in the heavy naphtha (HNAP) yield. It can also be observed that unlike 350 °C, the yield of heavy naphtha is highest among all the fractions at 370 °C indicating a shift in the hydrocracking from middle distillate to the naphtha mode. The yield of kerosene (KERO) at 370 °C increases faster in the first bed as compared to 350 °C but reaches almost the same value at the exit of the reactor. Both the light naphtha (LNAP) and LPG yield increase monotonically along the reactor and show a marked increase with temperature.
Figure 5-1. Effect of reactor inlet temperature on the (a) Temperature profile of solid and liquid phases along the reactor beds. (b) Weight percent conversion of VGO. (c) Hydrogen flux in the gas and liquid phases along the reactor beds. (d) Weight percent vaporization of hydrocarbons along the reactor beds. (solid lines: 350 °C, dotted lines: 370 °C).
Figure 5-2. Effect of reactor inlet temperature on the (a) Evolution of various commercial fractions. (b) Evolution of paraffins and one to four ring naphthenes. (c) Evolution of one to four ring aromatics. (d) Evolution of naphtheno-aromatics. (solid lines: 350 °C, dotted lines: 370 °C).
Figure 5-3. Effect of reactor inlet temperature on the (a) Evolution of naphtheno-aromatics. (b) Evolution of total paraffins, naphthenes, aromatics and naphtheno-aromatics. (c, d) Evolution of C₄ to C₃₂ hydrocarbons. (solid lines: 350 °C, dotted lines: 370 °C).
Figure 5-4. Effect of reactor inlet temperature on the (a) Evolution of different components of LPG. (b) Evolution of different classes of light naphtha. (c) Evolution of different classes of heavy naphtha. (d) Evolution of different classes of kerosene. (e) Evolution of different classes of diesel. (f) Evolution of different classes of unconverted fraction. (solid lines: 350 °C, dotted lines: 370 °C).
Figure 5-5. Effect of reactor inlet temperature on the iso to normal paraffins ratio of various commercial fractions. (solid lines: 350 °C, dotted lines: 370 °C).
Figure 5-6. Effect of reactor inlet temperature on the carbon number distribution of hydrocarbon classes.
5.1.2. Effect of Temperature on the Yields of Various Hydrocarbon Classes

Figure 5-2 (b) shows the effect of temperature on the evolution of various paraffinic and naphthenic classes along the reactor. At 350 °C, the yields of dinaphthenes (particularly), trinaphthenes and tetranaphthenes show a sharp decrease in the first bed with a slower decrease in the last two beds. This occurs primarily because of the ring opening reactions, as can be seen from the increase in the yield of mononaphthenes, and, to a lesser extent, because of the scission in the alkyl side chains of these species. The yield of mononaphthenes at a given temperature also increases along the reactor because of the hydrogenation of monoaromatics and cyclization of paraffins. As the inlet temperature is increased to 370 °C, the rate of decrease of the dinaphthenes yield increases significantly accompanied by a marked increase in the yield of mononaphthenes. The increase in the yield of mononaphthenes at higher temperature also indicates higher rates of cyclization of paraffins. The yield of normal and isoparaffins increases along the reactor because of the cracking in the alkyl side chain of a number of ring species. The normal paraffins are converted into isoparaffins only through PCP(s;s) elementary steps. These were found to have the highest composite activation energy as compared to other acid site PCP and cracking steps. Because of this, the yield of isoparaffins slightly increases with a decrease in the yield of normal paraffins as the temperature is increased from 350 °C to 370 °C.

Figure 5-2 (c) shows the effect of temperature on the evolution of monoaromatics, diaromatics and triaromatics along the reactor. No tetraaromatics are present in the VGO feedstock. As the temperature is increased, all the aromatics are hydrogenated at a faster rate, thus decreasing their yields. Figure 5-2 (d) shows the effect of temperature on the evolution of different naphtheno-aromatics along the reactor. At 350 °C, the yield of naphtheno-monoaromatics (NMA) first increases as they are formed from the hydrogenation of diaromatics (DAR). Subsequent hydrogenation of NMA to dinaphthenes occurs after 80% reactor length causing a slight decrease in their yield. Naphtheno-diaromatics (NDA) are formed from the hydrogenation of triaromatics...
(TAR) causing a slight increase in their yield in the first 20 % of the reactor. At the same time, hydrogenation of NDA produces dinaphtheno-monoaromatics (DNMA) with a decrease in their yield. When the temperature is increased to 370 °C, NMA and DNMA are produced faster in the beginning, reach a maximum and are subsequently hydrogenated to more saturated products in the later part of the reactor. Figure 5-3 (a) shows the evolution of a number of four ring naphtheno-aromatics along the reactor and the effect of temperature on their profiles. Only 0.35 wt% of naphtheno-triaromatics (NTA) are present in the feedstock. They are hydrogenated into dinaphtheno-diaromatics (DNDA). These are primary products as can be seen from their non-zero initial slope. Subsequent hydrogenation of DNDA produces trinaphtheno-monoaromatics (TNMA) with a zero slope, characterizing them as secondary products. The effect of temperature on the evolution of these classes is analogous to NMA, NDA and DNMA classes.

Figure 5-3 (b) shows the evolution of the total amount of paraffins, naphthenes, aromatics and naphtheno-aromatics and the effect of temperature on their profiles. As can be concluded from the previous discussion, the total aromatics yield decreases along the reactor and the rate of decrease increases with temperature. Because of the sequential nature of ring saturation, the hydrogenation of naphtheno-aromatics produces another naphtheno-aromatics except when the reacting species has only one aromatic ring. Therefore, at 350 °C, naphtheno-aromatics keep of increasing along the reactor, however, at 370 °C, the complete saturation of these species results in the decrease in their yield causing an increase in the yield of naphthenes in the later part of the reactor. The total paraffins yield increases along the reactor at both the temperatures as they are formed from the dealkylation of aromatics and cracking in the side chain of naphthenic and aromatic species. At higher temperature, the initial rate of increase of the paraffin’s yield is increased because of the higher rate of cracking. The experimental data used in this study for the parameter estimation showed a significant amount of cyclization of paraffins to mononaphthenes. As the cyclization elementary steps proceeds through diolefinic species, the effective activation energy for these steps include twice the heat of dehydrogenation of paraffins and the composite activation energies of cyclization. A
value of 25-30 kcal/mol of the heat of dehydrogenation of paraffins leads to large *effective* activation energies for the cyclization steps. This can be seen from the increase in the yield of total naphthenes at high temperature at the exit of the reactor. A significant increase in the value of rate coefficient for the cyclization of paraffins to mononaphthenes has been reported by Filimonov et al.\textsuperscript{90} as the temperature is increased. Part of this increase can be attributed to the complete saturation of naphtheno-aromatics, as mentioned above; the remaining increase is due to the cyclization of the paraffins.

### 5.1.3. Effect of Temperature on the Yields of Hydrocarbons of Different Chain Length

Figure 5-3 (c) and (d) show the evolution of hydrocarbons of different chain lengths from C\textsubscript{4} to C\textsubscript{32} and the effect of temperature on their yields. The yields of C\textsubscript{4}, C\textsubscript{8} and C\textsubscript{12} increase along the reactor as they are always formed from the heavier hydrocarbons. The rate of increase is faster at higher temperature because of higher rates of cracking. The yield of C\textsubscript{16} at 350 °C increases in the first 70% of the reactor and maintains almost a constant value afterwards, indicating its rate of formation from heavier hydrocarbons to be almost equal to its rate of cracking to lighter ones. At 370 °C, on the other hand, C\textsubscript{16} is formed at a faster rate from the heavier hydrocarbons, reaches a maxima, and subsequently the rate of cracking of C\textsubscript{16} becomes more than the rate at which it is formed from heavier hydrocarbons, resulting in a significant drop in its yield. C\textsubscript{20} shows a similar behavior. The yields of hydrocarbons heavier than C\textsubscript{20} always decrease along the reactor, the more so as the temperature is increased.

### 5.1.4. Effect of Temperature on the Yields of Individual Classes of Various Commercial Fractions

Figure 5-4 (a) shows the evolution of different components of LPG along the reactor. The yield of isobutane is always higher than that of n-butane, as can be seen from a typical composition of LPG obtained from the hydrocracking process. The yields of all the components increase along the reactor and the rate of increase of these yields more than doubles with a temperature increase of 20 °C.
The evolution of different classes of light naphtha (LNAP: C₅-C₇) is shown in Figure 5-4 (b). In light naphtha also isoparaffins have the maximum yield followed by n-paraffins and mononaphthenes. The yields of these classes increase monotonically along the reactor. The increase is faster at the elevated temperature. Only negligible amounts of monoaromatics are present in this fraction.

The evolution of different classes belonging to the heavy naphtha fraction (HNA: C₈-C₁₂) is shown in Figure 5-4 (c). Components belonging to the mononaphthenes class constitute a significant amount in the heavy naphtha fraction. The yield of mononaphthenes increases drastically from 8% to 22% as the temperature is increased from 350 °C to 370 °C. The increase in the yield of normal and isoparaffins with temperature is much less pronounced than that of mononaphthenes. This can be attributed to the increased rate of cyclization of paraffins to form mononaphthenes as the temperature is increased, already discussed above. The yield of dinaphthenes, although low, also increases with temperature because of higher rate of cracking of the side chains of the heavier dinaphthenes as well as the increased rate of ring opening of trinaphthenes belonging to the HNAP fraction. The yield of monoaromatics is not affected very much with a temperature increase. The latter increases the rate at which monoaromatics are produced from the dealkylation and side chain scission of heavier monoaromatics, which in turn is compensated by an increase in the rate of hydrogenation of monoaromatics components in the HNAP fraction. Diaromatics and naphtheno-monoaromatics are essentially absent in heavy naphtha because of the presence of very small amounts of these species in the VGO feedstock and their faster hydrogenation.

The evolution of paraffins, naphthenes, aromatics and naphtheno-aromatics in the kerosene (KERO: C₁₃-C₁₅), diesel (DIES: C₁₆-C₂₀) and unconverted VGO (UNCOV: C₂₁-C₃₃) fraction is shown in Figure 5-4 (d), (e) and (f) respectively. At 350 °C, the yields of paraffins and naphthenes increase along the reactor in the kerosene and diesel fractions. On the Contrary, at 370 °C, their yields increases at a faster rate in early zones of the bed, reaches a maximum and then drops in the last part of the reactor. The decrease in the yield of paraffins begins faster than that of naphthenes, indicating either a
relatively higher rate of cracking of the paraffins of this fraction than naphthenes at the elevated temperature or the increase in the rate of cyclization of paraffins to naphthenes. For both the kerosene and diesel fractions, the yield of aromatics decreases along the reactor because of ring saturation. Given the larger amount of aromatics in the diesel fraction, its rate of decrease is significantly higher as compared to that of kerosene fraction. The rate of aromatics hydrogenation is accelerated as the temperature is increased. The temperature increase causes the same effect on the profiles of naphtheno-aromatics in the kerosene and diesel fractions as on the total naphtheno-aromatics, discussed above [Figure 5-3 (b)]. Paraffins and naphthenes in the unconverted VGO keep on decreasing along the reactor at a rate that increases with temperature, as expected. No aromatics and naphtheno-aromatics are present in the carbon number range of unconverted fraction as can be seen from the composition of the feedstock.

5.1.5. Effect of Temperature on the Iso/Normal Paraffin Ratio

The iso/normal paraffin ratios of various commercial fractions are shown in Figure 5-5. For LPG, light naphtha, heavy naphtha and kerosene fractions the ip/np ratio decreases along the reactor. The decrease in the ip/np ratio of all the fractions is quite high in the first 40% of the reactor with a relatively much slower decrease in the latter part. At a given temperature, the ip/np ratio is always greater than unity at the exit, is highest for the lightest fraction and decreases as the average carbon number of the fraction increases. A drop in this ratio is observed when the reaction temperature is increased. The decrease in the ip/np ratio with temperature has been reported by Sullivan et al. for C₅ and C₆ fractions. Contrary to lighter fractions, the ip/np ratio of diesel increases along the reactor. Bourne et al. have reported the increase in the ip/np ratio along the reactor in their gas oil fraction (437–700 F) obtained from the hydrocracking of highly aromatic Kuwait gas oil. The current simulations showed a slight increase with temperature of this ratio which can be attributed to a higher rate of isomerization of the long chain normal paraffins into isoparaffins by the PCP(s;s) steps at the elevated temperature.
5.1.6. Effect of Temperature on the Carbon Number Distribution of Hydrocarbon Classes

As the temperature in increased, the general trend in all the hydrocarbon classes is the decrease in the yield of heavier hydrocarbons together with an increase in the lighter ones [Figure 5-6 (a) to (i)]. At both 350 and 370 °C, the normal and isoparaffin yields show a peak at carbon number 5 [Figure 5-6 (b) and (c)] which is also reflected in the carbon number distribution of the total reactor effluents [Figure 5-6 (a)]. The peak around carbon number 25 in different hydrocarbon classes appears because of the corresponding peak in the feedstock. The heights of these peaks decrease (or the peaks completely vanish) due to a higher amount of cracking as the temperature is increased. The peak at carbon number 8-9 in the Figure 5-6 (a) comes from the corresponding peaks in the carbon number distribution of mononaphthenes [Figure 5-6 (d)], indicating a preferential cracking in the side chain of the mononaphthenes leaving 2-3 carbon atoms on the naphthenic ring. Similarly, in dinaphthenes [Figure 5-6 (e)], the peak is obtained at carbon number 13 leaving 3 carbon atoms on the dinaphthenic structure. The ring opening of these C_{13} dinaphthenes creates a slight peak at C_{13} in the carbon number distribution of mononaphthenes. Trinaphthenes [Figure 5-6 (f)] in the same way show a peak at carbon number 17 (=14+3), the ring opening of which creates a small peak at C_{17} in the carbon number distribution of dinaphthenes. The same reasoning is applicable to the C_{21} peak in the carbon number distribution of trinaphthenes. Monoaromatics, diaromatics and triaromatics [Figure 5-6 (g) to (i)] follow similar trends with peaks at C_{9}, C_{13} and C_{17} respectively, the height of these peaks does not increase with the increase in temperature because of the faster rate of hydrogenation of these aromatics at the increased temperature.

5.2. Effect of Pressure

To study the effect of pressure on the VGO conversion and product distribution, the simulations have been carried out at two different reactor total pressures: 150 bar and 170 bar; both at a reactor inlet temperature of 370 °C and a H_{2} to hydrocarbon molar
ratio of 15.0. The VGO flow rate has been taken as 620 kmol/hr as in the previous simulations. The various simulation results are shown in Figure 5-7 to Figure 5-11 with solid lines corresponding to the simulations at 150 bar and the dotted lines at 170 bar.

Figure 5-7 (a) shows the temperature profiles of the solid and liquid phases along the reactor. As the pressure is increased from 150 to 170 bar, the concentration of hydrogen in the liquid phase increases which in turn increases the rate of hydrogenation of the aromatics and naphtheno-aromatics [eqn (3.41)]. The exothermic nature of these hydrogenation reactions leads to a faster temperature rise in each bed. The total temperature increase in the reactor at 170 bar is also increased to 63.8 °C against 58.8 °C at 150 bar.

The effect of reactor pressure on the conversion of VGO is the combined result of several competing phenomena: (i) As explained above, a higher pressure increases the rate of hydrogenation of aromatics, thus favoring their cracking and, therefore, the total VGO conversion. Higher aromatic saturation also increases the reactor temperature, further enhancing the VGO conversion. (ii) It can be seen from eqn (3.53) that the liquid phase concentration of hydrogen appears in the denominator of the rate expressions of the elementary steps belonging to group (a). Therefore, a higher liquid phase hydrogen concentration reduces the rate of PCP isomerization, acyclic β-scission, exo and endocyclic β-scission elementary steps, thereby reducing the VGO conversion with total pressure. (iii) A high reactor pressure increases the concentration of relatively lighter hydrocarbons in the liquid phase making them susceptible to secondary cracking. Increased amount of lighter species in the liquid phase causes a reduction in the liquid phase mole fraction of the heavier unconverted hydrocarbons leading to a reduction in their conversion. (iv) An increased liquid phase hydrogen concentration has a favorable effect on VGO conversion due to enhanced hydrogenation of coke resulting in improved catalytic activity\textsuperscript{67}. A high aromatic feedstock has a higher tendency for coke formation, therefore, an increased pressure will have more positive effect on conversion for aromatic feedstocks compared to the paraffinic ones.
As the model currently does not account for the deactivation of the catalyst due to coke formation, the simulations results of the effect of pressure on the conversion and overall product distribution is based on the first three phenomena only. It can be seen from Figure 5-7 (b) that with the increase in pressure, the total conversion has dropped by approximately 6% indicating the dominance of the (ii) and (iii) phenomena. High amounts of paraffins and naphthenes (~ 82 wt%) in the feed supports this behavior.

The increased hydrogen flux in the liquid phase [Figure 5-7 (c)] and reduced vaporization of hydrocarbons [Figure 5-7 (d)] are self explanatory in light of the increased reactor pressure.

### 5.2.1. Effect of Pressure on the Yields of Various Commercial Fractions

Reduced conversion resulted in roughly 2% increase in the yield of diesel with 2% and 4% decrease in the yield of light naphtha and heavy naphtha, respectively. The yield of kerosene and LPG remains almost constant [Figure 5-8(a)].

### 5.2.2. Effect of Pressure on the Yields of Various Hydrocarbon Classes

The main effect of pressure occurs on the aromatic and naphtheno-aromatic classes [Figure 5-8 (c), (d) and Figure 5-9 (a)] due to their increased rate of hydrogenation. The effect of pressure increase on these classes is similar to that of an increase in temperature, as discussed previously. Cyclization of the paraffins to form mononaphthenes depends on the inverse of the square of liquid phase hydrogen concentration [eqn (3.31)] causing a decrease in cyclization rates with increase in pressure. It can be seen from the decrease in the yield of mononaphthenes [Figure 5-8 (b)] in spite of faster hydrogenation of monoaromatics to mononaphthenes. The decreased rate of the ring opening and side chain cracking reactions causes slight increase in the yields of dinaphthenes, trinaphthenes and tetranaphthenes classes.
**Figure 5-7.** Effect of reactor pressure on the (a) Temperature profile of solid and liquid phases along the reactor beds. (b) Weight percent conversion of VGO. (c) Hydrogen flux in the gas and liquid phases along the reactor beds. (d) Weight percent vaporization of hydrocarbons along the reactor beds. (solid lines: 150 bar, dotted lines: 170 bar).
Figure 5-8. Effect of reactor pressure on the (a) Evolution of different commercial fractions. (b) Evolution of paraffins and one to four ring naphthenes. (c) Evolution of one to four ring aromatics. (d) Evolution of naphtheno-aromatics. (solid lines: 150 bar, dotted lines: 170 bar).
Figure 5-9. Effect of reactor pressure on the (a) Evolution of the naphtheno-aromatics. (b) Evolution of total paraffins, naphthenes, aromatics and naphtheno-aromatics. (c, d) Evolution of C₄ to C₃₂ hydrocarbons. (solid lines: 150 bar, dotted lines: 170 bar).
Figure 5-10. Effect of reactor pressure on the (a) Evolution of different components of LPG. (b) Evolution of different classes of light naphtha. (c) Evolution of different classes of heavy naphtha. (d) Evolution of different classes of kerosene. (e) Evolution of different classes of diesel. (f) Evolution of different classes of unconverted fraction. (solid lines: 150 bar, dotted lines: 170 bar).
Figure 5-11. Effect of reactor pressure on the iso to normal paraffins ratio of different commercial fractions. (solid lines: 150 bar, dotted lines: 170 bar).
5.2.3. Effect of Pressure on the Yields of Hydrocarbons of Different Chain Length

Higher pressures lower the total conversion of VGO. The effect of the increase of total pressure on the hydrocarbons of different chain lengths is similar to that of a decrease in temperature. This similarity can be observed by comparing Figure 5-9 (c), (d) with Figure 5-3 (c), (d).

5.2.4. Effect of Pressure on the Yields of Individual Classes of Various Commercial Fractions

The various components of LPG and all the classes of light and heavy naphtha [Figure 5-10] are reduced due to the reduced conversion with the increase in pressure as all the components in this carbon number range are only produced by the hydrocracking reactions. Aromatics and naphtheno-aromatics in the kerosene and diesel fractions are decreased primarily because of more ring hydrogenation as reflected by the increase in the amount of naphthenes in these fractions. It can be seen in Figure 5-10 (e) that the increase in yield of naphthenes in diesel fraction is more than the total decrease in the yields of aromatics and naphtheno-aromatics. The difference is caused by a lower rate of cracking reactions of the diesel range naphthenic species which dominates after 70% length of the reactor at higher pressure as against 60% at the lower pressure. Slower cracking is also responsible for the increase of the paraffin yield in the kerosene, diesel and unconverted fractions.

5.2.5. Effect of Pressure on the Iso/Normal Paraffin Ratio

The effect of pressure on the final values of the iso/normal ratio for heavy naphtha and kerosene fractions is negligible [Figure 5-11]. The ratio has slightly increased for the LPG and light naphtha fraction and shows a decrease in the diesel fraction as the pressure is increased. As the rate coefficients of all the reactions in the model are independent of the total pressure and the rates of the all the elementary steps which can affect this ratio (except cyclization) vary in the same way (inversely proportional) with pressure, this effect can not be attributed to the change in relative rates of different
elementary steps with pressure. An explanation for this effect can possibly be found in the evolution of the ip/np ratio along the reactor itself. For all the fractions except diesel, this ratio decreases with reactor length, indicating the decrease in the ratio with increase in conversion. As the conversion is decreased with the increase in total pressure, the ip/np ratio shows some increase with pressure. The opposite is true in the case of diesel. For heavy naphtha, the ratio is independent of conversion in the last 25% of the reactor length justifying a negligible effect on its value with pressure.

5.3. Sensitivity of the Distribution of Subclasses in Various Classes

The typical composition of VGO is available at the detail given in Table 2-1 in which VGO composition is expressed in terms of the carbon number distribution of 16 molecular classes. This kind of VGO composition is converted into a more detailed composition in which each molecular class is divided into subclasses based on the number of methyl branches. All the simulations reported here are based on the following distribution:

Isoparaffins for each carbon number (for which minimum three methyl branches can exist) are considered to have 65 mole % monobranched, 25 mole % dibranched and 10 mole % tribranched isomers. In the classes with aromatic and naphthenic rings, a distribution of 20 mole %, 50 mole %, 20 mole % and 10 mole % has been assumed for the unbranched, monobranched, dibranched and tribranched isomers.

This section is dedicated to the study of the sensitivity of the isomer distribution on the conversion of VGO and the evolution of the isomers of a given class along the length of the reactor. The distribution mentioned above is referred as the base case. Two sets of simulations have been performed. In Set-I, only the distribution of isoparaffins has been altered while keeping the distribution of all other classes at the base values. In Set-II, the distribution of isoparaffins has been kept at the base value and that of all other classes is varied. The distribution of the isomers selected for different cases in Set-I and Set-II and the corresponding conversions of VGO obtained from the reactor simulations are shown.
in Table 5-4 and Table 5-5. All the simulations reported in this section are performed at 350 °C, 150 bar and a H₂ to hydrocarbon molar ratio of 15.

<table>
<thead>
<tr>
<th>Table 5-4. The distribution of isoparaffins selected for the simulations of Set I. (mole %).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unbranched</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Base Case</td>
</tr>
<tr>
<td>Case 1</td>
</tr>
<tr>
<td>Case 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5-5. The distribution of isomers selected for the ring species for the simulations of Set II. (mole %).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unbranched</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Base Case</td>
</tr>
<tr>
<td>Case 3</td>
</tr>
<tr>
<td>Case 4</td>
</tr>
<tr>
<td>Case 5</td>
</tr>
</tbody>
</table>
5.3.1. Analysis of the Distribution of Isoparaffins

The total amount of isoparaffins in the VGO feedstock is only 12.2 weight percent. Therefore, the effect of the change in the distribution of isoparaffins on VGO conversion while keeping the distribution of all other classes at the base values is relatively small, as seen from Table 5-4. It can be observed however that increasing the percentage of isomers with a higher degree of branching increases the total conversion as the number of pathways available for cracking steps increases with the increase in the number of methyl branches in the feedstock. Figure 5-12 shows the change in the mole percent composition of normal, monobranched, dibranched and tribranched isomers among the total paraffin fraction along the length of the reactor. It can be seen that the tribranched paraffins in the base case decrease very fast in the first 20% length of the reactor without any counter increase in the amount of dibranched isomers. This indicates the fast cracking of the tribranched paraffins. In both Case 1 and Case 2, the final composition of isomers approaches the base case values within 5 % range. The amount of isomers with different degrees of branching are approaching some steady state values in each case, however, it should be noted that these values are not the thermodynamic equilibrium values. If all the paraffinic isomers (NPA, MBP, DBP and TBP) of a given carbon number were able to reach thermodynamic equilibrium among them, the total amount of tribranched isomer fraction would have been the highest with decreasing amounts of dibranched, monobranched and normal paraffins, in that order. This can be explained qualitatively based on the increase in the number of isomers with increased number of methyl branches and a relatively less Gibbs free energy of formation of isomers with more methyl branches, particularly if the crowding of methyl branches is absent. Although the curves shown in Figure 5-12 represent the distribution of isomers for the entire carbon number range (C3 to C33) and not just for one particular carbon number, it can be said conclusively that the final distribution is very far from the thermodynamic equilibrium distribution as seen from maximum amount of monobranched isomers with very small amounts of di- and tribranched isomers. The deviation of the hydrocracking products from the thermodynamic equilibrium showing large amounts of monobranched
and smaller amounts of multibranched paraffins is well documented\textsuperscript{34, 35} and is supported by these simulations. The above explanation also clarifies the need to divide the isoparaffins for a given carbon number into mono-, di-, and tribranched lumps, given the lack of thermodynamic equilibrium among them.

\textbf{Figure 5-12.} Molar composition of the normal, monobranched, dibranched and tribranched isomers among the total paraffins along the reactor length. (Blue: NPA. Green: MBP. Red: DBP. Cyan: TBP. Solid lines: Base Case. Dotted lines: Case-1. Dashed lines: Case-2.).
5.3.2. Analysis of the Distribution of Isomers in Ring-Containing Hydrocarbon Classes

In Set II simulations, the distribution of isoparaffins in the feedstock is maintained at their base values. Three different cases are compared with the base case to analyze the effect of the distribution of isomers with different number of methyl branches in the hydrocarbon classes containing one or more of naphthenic or aromatic rings (i.e., class 3 to 16 in Table 2-1. Case 3 simulation corresponds to a VGO feed composition in which 100 % of the isomers in each of classes 3 to 16 are assumed to be unbranched, i.e., not having any methyl branch anywhere on the ring or along the side chain. Case 4 and Case 4 assumed similarly the isomers to be 100% monobranched and 100 % dibranched, respectively. The comparison of the three cases with the base case is shown in Figure 5-13 to Figure 5-15.

Similar to the isoparaffins, increasing the isomers with more degree of branching increases the VGO conversion, however, the increase in conversion is substantial, unlike with isoparaffins, because of the large amount of ring containing species (73.5 wt %) in the VGO.

It can be seen from Figure 5-13 (Case 3) that for mononaphthenes and dinaphthenes classes [Figure (b) and (c)] unbranched fraction decreases quite rapidly to approach the base case composition with a similar increase in the monobranched isomer fraction. For the aromatics and naphtheno-monoaromatics, the rate at which the unbranched fraction decreases and monobranched fraction increases is very low and stays very far from the base case, even at the end of the reactor. This is probably because of the lower carbon number range (only up to C_{22} as against C_{33} for naphthenes) of these species in the VGO feedstock, [Table 5-2] as the global rate coefficient for PCP isomerization increases with the carbon number as can be deciphered from the lumping coefficient plots [Figure 3-5] for PCP(s;s) mode. Analogous behavior can be seen in Case 4 [Figure 5-14].

In Case 5, when the feedstock contains 100% dibranched isomers, 47% conversion takes place in only first 13% of the reactor with a sharp decrease in the amount of dibranched
isomers in each class [Figure 5-15]. This decrease is caused by the high rate of cracking of the dibranched isomers as well as to their sequential isomerization into the monobranched and unbranched isomers through PCP, seen by a rapid increase in the amount of monobranched and unbranched isomers approaching their base case values. The rapid increase in the monobranched isomers associated with the cracking of dibranched isomers can be explained by the fact that the total number of methyl branches in the products of β-scission is always one less than the number of methyl branches in the reactant, i.e., the two fragments obtained from the cracking of dibranched mononaphthenes (in the side chain) would have only one methyl branch in total.

Similar to the Set I simulation results for isoparaffins, it can be observed for ring containing species also that the final distribution of the hydrocracking products is very far from their thermodynamic equilibrium with respect to the isomers with different number of methyl branches, illustrating the requirement to have separate lumps for the four subclasses for each class per carbon number.

As a summary of this section, the VGO conversion is quite sensitive to the distribution of the isomers inside the classes. When the distribution is changed for the isomers of only one class, the change in the conversion is not very large, but the cumulative effect of the change in the isomer distribution of all the classes becomes significant. The conversion increases when the amount of isomers with more methyl branches is increased. The isomer distribution in the products converges to the similar values (within roughly 10% range) irrespective of the distribution of the isomers in the feedstock, especially at the high conversions. The final distribution of isomers in a class at the reactor exit is quite different from the corresponding thermodynamic equilibrium.
Figure 5-13. Molar composition of the unbranched, monobranched, dibranched and tribranched isomers for different hydrocarbon classes along the reactor length for case-3. (Blue: NPA. Green: MBP. Red: DBP. Cyan: TBP. Solid lines: Base Case. Dotted lines: Case 3.).
Figure 5-14. Molar composition of the unbranched, monobranched, dibranched and tribranched isomers for different hydrocarbon classes along the reactor length for case-4. (Blue: NPA. Green: MBP. Red: DBP. Cyan: TBP. Solid lines: Base Case. Dotted lines: Case 4.).
Figure 5-15. Molar composition of the unbranched, monobranched, dibranched and tribranched isomers for different hydrocarbon classes along the reactor length for case-5. (Blue: NPA. Green: MBP. Red: DBP. Cyan: TBP. Solid lines: Base Case. Dotted lines: Case 5.).
CHAPTER VI

KINETIC MODEL DEVELOPMENT FOR THE HYDROCRACKING
OF PURE PARAFFINS

6.1. Introduction

Hydrocracking is a process of considerable flexibility and can be used for the conversion of a wide range of feedstocks into a variety of desired products. In addition to the hydrocracking of vacuum gas oil (VGO) and other refinery residues, hydrocracking is also applied to crack the Fischer-Tropsch products for the production of middle distillate of very high quality. The synthetic diesel produced by this process has a cetane number of more than 74 with zero sulfur content. This has motivated the development of a detailed model for the hydrocracking of pure paraffins with a more fundamental approach than considered for the VGO hydrocracking in Chapters III to V.

Hydrocracking of paraffins is carried out on bifunctional catalysts with a metal function, generally provided by Pt to catalyze the dehydrogenation into olefins and an acid function catalyzing isomerization and cracking. The acid function is often provided by Y-zeolites because of their wider pore structure that minimizes the diffusion resistance for the bulky molecules of heavy feedstocks.

It has been shown in several studies on hydroisomerization and hydrocracking of model compounds ranging from C₈ to C₁₂ paraffins that on a well-balanced catalyst (i.e. having sufficient metal activity), hydrogenation/dehydrogenation steps are intrinsically much faster than the elementary steps taking place on the acid sites. As a result, the hydrogenation/dehydrogenation reactions attain quasi-equilibrium and the elementary steps on the acid sites are the rate determining steps, represented by ‘Ac-rds’. Under these conditions, the concentration of a particular olefin intermediate depends only on the concentration of the corresponding saturated paraffin and monobranched feed isomers are the only primary products, whereas multibranched and cracked molecules are secondary products. The concentration of feed isomers is high and secondary
cracking is relatively limited. On the other hand, if the catalyst does not have sufficient metal activity to equilibrate the hydrogenation/dehydrogenation steps, the situation becomes considerably more complex. Under these so-called ‘non-ideal’ hydrocracking conditions, the concentration of a particular olefin intermediate depends on the concentration of all the paraffins present in the reaction mixture. When the rate determining steps shift from acidic sites to both the acid and metal sites of the catalyst (represented as ‘Me-Ac-rds’) multi-branched feed isomers and cracked products become primary products of hydrocracking. It also results in increased cracking selectivities and more secondary cracking. Degnan and Kennedy studied this phenomenon by conducting experiments on n-heptane hydroisomerization on physical mixtures of beta zeolite and Pt/Al₂O₃ particles by varying the amount of metal containing component. They reported that the cracking vs. isomerization selectivity varies significantly with the metal loading up to a point beyond which the degree of isomerization is independent of the metal loading. They interpreted their results using a simplified dual-site model.

Debrabandere and Froment studied the gas-phase hydrocracking of C₈ to C₁₂ n-paraffins on a Pt/USY zeolite for a variety of operating conditions. For a catalyst with given metal to acid activity, high temperatures, low pressures and high hydrogen to hydrocarbon ratios shift the rate determining step from acidic sites to the metal sites of the catalyst. These effects are more pronounced when the reacting hydrocarbons have longer side chains. Thybaut et al. explained this behavior in gas-phase hydrocracking of paraffins using a lumped reaction scheme and simplified analytical expressions.

In the work reported here, a detailed mechanistic kinetic model has been developed for the hydrocracking of heavy paraffins in which the rate determining step is assumed to occur on both acid and metal sites of the catalyst. The generalized nature of the model also makes it applicable to the specific case in which the hydrogenation/dehydrogenation steps are at equilibrium, which has been conventionally referred to as ‘ideal hydrocracking’ or ‘Ac-rds’. Because of the fundamental nature of the rate parameters, this model can be used for the hydrocracking of mixtures of paraffins.
6.2. Kinetics of Hydrogenation/Dehydrogenation Reactions

Hydrogenation/dehydrogenation reactions are modeled using a molecular dehydrogenation mechanism and are represented by the following sequence of steps occurring on the metal sites:

\[ P_i^{\text{liq}} \xleftrightarrow{\text{sorption (zeolite)}} P_i^{\text{sorbed}} \quad (K_{L,P_i}) \]  
\[ P_i^{\text{sorbed}} + m \xrightarrow{\text{depr}} P_i^{\text{m}} \quad (K_{C,P_i}) \]  
\[ P_i^{\text{m}} + m \xrightarrow{k_{\text{dih}}} O_i^{\text{m}} + H_2^{m} \quad (K_{\text{dih,ij}}^{-1}) \]  
\[ O_i^{\text{m}} + m \xrightarrow{\text{pr / depr}} O_i^{\text{sorbed}} + m \quad (K_{C,O_i})^{-1} \]  
\[ O_{ij}^{\text{sorbed}} + H \xleftrightarrow{\text{pr / depr}} R_{ik}^{+} \]  
\[ R_{ik}^{+} \xrightarrow{\text{HS / MS / PCP}} R_{ij}^{+} \]  
\[ R_{ik}^{+} \xrightarrow{\text{Cracking}} R_{jm}^{+} + O_{ij}^{\text{sorbed}} \]  
\[ H_2^{m} \xleftrightarrow{\text{pr / depr}} H_2^{\text{liq}} + m \quad (K_{C,H_2})^{-1} \]  
\[ O_{ij}^{\text{sorbed}} \xleftrightarrow{\text{desorption (zeolite)}} O_{ij}^{\text{liq}} \quad (K_{L,O_i})^{-1} \]

**Scheme 1.** Reaction mechanism for metal and acid sites steps considered in the model

The elementary steps taking place on the acid sites have also been listed in Scheme 1. When the rate determining step of the hydrogenation/dehydrogenation sequence on the metal site is the surface dehydrogenation step, i.e., step (iii), the rate of formation of olefin \( O_i \) is given by
The square brackets represent concentrations of the sorbed species in the zeolite pores. In a three-phase reactor operating in the trickle flow regime, it is assumed that the entire external catalyst surface is covered with a liquid film of hydrocarbons and the sorption of hydrocarbons into the pores of the zeolite proceeds from the liquid phase. It is further assumed that hydrogen is directly chemisorbed from the liquid phase onto the metal sites of the catalyst. The concentration of the sorbed species can be eliminated in terms of the observable liquid phase concentrations using the following expression:

\[ [C_{P_i}] = \frac{H_{P_i} C_{liq}^{P_i}}{D_L} \]  

(6.2)

in which Henry’s coefficient for the sorption of paraffin \( P_i \) in the pores of the zeolite is given by

\[ H_{P_i} = K_{L,P_i} C_{sat,P_i} \quad \text{and} \quad D_L = \left[ 1 + \sum_i K_{L,P_i} C_{liq}^{P_i} + \sum_{ij} K_{L,ij} C_{liq}^{ij} \right] \]  

(6.3)

By using equation (6.2) and a similar eqn for olefins, eqn (6.1) can be written as

\[ r_{Form}^{Obj, \text{metal}} = \frac{k_{dhij} \left( K_{C,P_i} C_{P_i}^{liq} - \frac{K_{C,ij} H_{O_i} C_{liq}^{ij} K_{C,H_2} C_{H_2}^{liq}}{K_{DH,ij}} \right) c_m^2}{D_c^2 D_L} \]  

(6.4)

where

\[ D_c = \left[ 1 + \sum_i \frac{K_{C,P_i} C_{P_i}^{liq} C_{P_i}}{D_L} + \sum_{ij} \frac{K_{C,ij} H_{O_i} C_{liq}^{ij} C_{O_i}}{D_L} + K_{C,H_2} C_{H_2}^{liq} \right] \]  

(6.5)
The equilibrium constant for the overall dehydrogenation reaction in liquid phase, i.e., $K_{\text{DH},ij}^{\text{liq}}$ can be expressed in terms of the equilibrium constant for the surface dehydrogenation step as

$$K_{\text{DH},ij}^{\text{liq}} = \frac{K_{L,\Pi}^{\text{ads}} K_{C,\Pi} K_{C,H_2}}{K_{L,Oij} K_{Oij} K_{C,H_2}} \quad (6.6)$$

Considering that the difference in the saturated liquid molar volume of a paraffin and the corresponding olefin is negligible, the saturation concentration of paraffins in the pores of zeolite $c_{\text{sat},\Pi}$ can be assumed to be the same as that of the corresponding olefin $c_{\text{sat},Oij}$. Eqns (6.4) and (6.6) can be combined to give the rate of formation of olefin $O_{ij}$ on the metal sites as,

$$r_{\text{Form},O_{ij,metal}} = \frac{k_{\text{dh},ij} K_{C,\Pi} H_{\Pi} \left[ C_{\Pi}^{\text{liq}} - \frac{C_{Oij}^{\text{liq}} C_{H_2}^{\text{liq}}}{K_{\text{DH},ij}^{\text{liq}}} \right] c_m^2}{D_c^2 D_L} \quad (6.7)$$

### 6.3. Expressing $K_{\text{DH},ij}^{\text{liq}}$ in Terms of the True Thermodynamic Equilibrium Coefficient

The true thermodynamic equilibrium coefficient $K_{DH}$ for the dehydrogenation reaction $P_i = O_{ij} + H_2$ can be expressed in terms of the activities of the reactants and products as follows:

$$K_{DH} = \left( \frac{\hat{f}_{Oij}}{f_{Oij}^o} \right) \left( \frac{\hat{f}_{H_2}}{f_{H_2}^o} \right) \left( \frac{\hat{f}_{P_i}}{f_{P_i}^o} \right) \quad (6.8)$$

Considering ideal gas at 1 atm (=P_o) to be the standard state for all the components, the liquid-phase fugacities of reacting species can be written as:

$$\hat{f}_{P_i} = x_{P_i} Y_{P_i} \hat{f}_{P_i}^L (T, P) \quad (6.9)$$

$$\hat{f}_{Oij} = x_{Oij} Y_{Oij} \hat{f}_{Oij}^L (T, P) \quad (6.10)$$
\[ \hat{f}_{H2} = x_{H2}H_{H2}(T,P) \]  \hspace{1cm} (6.11)

yielding
\[ K_{DH} = \left( \frac{x_{Oij}x_{H2}}{x_{Pi}} \right) \left( \frac{\gamma_{Oij}}{\gamma_{Pi}} \right) \left( \frac{\hat{f}_{Oij}(T,P)}{\hat{f}_{Pi}(T,P)} \right) \left( \frac{K_{H2}^{VLE}}{P_o} \right) \]  \hspace{1cm} (6.12)

Therefore, the equilibrium coefficient relating the liquid-phase concentrations of reacting species can be expressed in terms of the ‘true’ gas-phase thermodynamic equilibrium coefficient by
\[ K_{DH}^{\text{liq}} = \left( \frac{C_{Oij}^{\text{liq}}C_{H2}^{\text{liq}}}{C_{Pi}^{\text{liq}}} \right) = K_{DH} \left( \frac{\gamma_{Pi}}{\gamma_{Oij}} \right) \left( \frac{\hat{f}_{Pi}^L(T,P)}{\hat{f}_{Oij}^L(T,P)} \right) \left( \frac{P_o}{K_{H2}^{VLE}} \right) C_{\text{total}}^{\text{liq}} \]  \hspace{1cm} (6.13)

It has been assumed that the ratio of the liquid phase fugacities of pure components and the ratio of activity coefficients of a paraffin and corresponding olefin are close to one, resulting in
\[ K_{DH}^{\text{liq}} = K_{DH} \left( \frac{P_o}{K_{H2}^{VLE}} \right) C_{\text{total}}^{\text{liq}} \]  \hspace{1cm} (6.14)

The gas-phase equilibrium coefficient is calculated using Benson’s group contribution method\textsuperscript{65} and the Henry coefficient of hydrogen in the liquid phase is calculated using the Peng-Robinson equation of state\textsuperscript{66}.

### 6.4. Modeling of the Metal Site Rate Parameters

Eqn (6.7) contains the rate coefficients for the dehydrogenation reactions, \( k_{dij} \). For a particular paraffin molecule \( P_i \), several dehydrogenation rate coefficients \( k_{dij} \) may be required, depending upon the number and structure of the olefinic isomers \( O_{ij} \) produced from \( P_i \). This leads to a large number of dehydrogenation rate coefficients, even for the hydrocracking of a simple paraffinic feedstock. For example, for n-decane, 411 hydrogenations / dehydrogenations are required to describe its hydrocracking at the fundamental level. The number of possible hydrogenations/dehydrogenations increases exponentially with the number of carbon atoms in the feedstock. The total number of
hydrogenations/dehydrogenations taking place in the hydrocracking of a feedstock with \( n \) carbon atoms in the heaviest molecule is obtained by the cumulative sum of all the olefinic isomers up to carbon number \( n \). Given the large number of olefinic isomers and associated hydrogenation/dehydrogenations, it is obvious that some simplification is required to reduce the number of hydrogenation/dehydrogenation rate parameters. Baltanas et al.\(^{101}\) considered one rate coefficient per carbon number in their model, leading to 9 independent rate coefficients for the hydrocracking of \( C_{16} \) and resulting in 18 temperature independent parameters, \( A \) and \( E \). The number of these parameters keeps on increasing linearly with the carbon number of the feedstock. Given the highly non-linear nature of the kinetic model, it is obvious that the meaningful estimation of such a large number of parameters may be subject to considerable errors and would be practically impossible for heavier feedstocks. A more fundamental approach is required to model the rate coefficients for dehydrogenation reactions with a minimum number of truly independent parameters. The number of these independent parameters and their values should not change with the carbon number and composition of the feedstock. In the methodology proposed here, it is assumed that the activation energy for a particular dehydrogenation step depends on the ease with which the hydrogen atoms can be removed from two neighboring carbon atoms of a paraffin molecule. The energy required to remove a hydrogen atom depends on the nature of the parent carbon atom: primary, secondary or tertiary\(^{102}\). The activation energies for the dehydrogenation of paraffins would then depend on the location of the double bond in the product olefin, or in other words, on the nature of the carbon atoms forming the double bond in the olefin. Consequently, all the dehydrogenation rate coefficients can be modeled using five different activation energies depending upon the nature of the resulting double bonded carbon atoms, i.e., \((p-s)\), \((p-t)\), \((s-s)\), \((s-t)\) and \((t-t)\). A single value of the pre-exponential factor is used for all the dehydrogenation modes. Although the corresponding five fundamental rate coefficients are independent of the number of carbon atoms in the reactant, the ‘effective’ rate coefficient for the dehydrogenation of a particular paraffinic molecule increases with the number of carbon atoms. Figure 6-1 shows the relative
importance of the different modes of hydrogenation/dehydrogenation steps as a function of the carbon number. The percentage of \((s-s)\) mode is highest and increases with the carbon number. The percentage of \((t-t)\) mode is the lowest and decreases with the carbon number.

![Figure 6-1. Importance of different dehydrogenation modes with respect to carbon number.](image)

6.5. Modeling of the Acid Site Rate Parameters

The single-event concept\(^{11,36}\) has been applied to model the frequency factors for the acid site steps. Refer to Chapter III for the theory of single event kinetics. The activation energies of all these steps are modeled using the linear free-energy relationship of Evans-Polanyi\(^{103}\). The five different kinds of elementary steps in paraffins hydrocracking
namely, protonation/deprotonation, hydride shift, methyl shift, PCP and β- scission are named as five different ‘types’. In the VGO hydrocracking model it was assumed that the energy level of a particular carbenium ion is determined only by its nature, i.e., secondary or tertiary. Therefore, it was generally considered that all the elementary steps of a particular type, in which a reactant carbenium ion of nature m is converted into a product carbenium ion of nature n, have the same value of activation energy (m and n can be -s or –t)*. As a result of this, for one type of elementary step, a total of four subtypes and consequently four different activation energies were used.

Considering that the energy of a carbenium ion depends only on its nature is equivalent to saying that the energy of carbenium ions depends only on the number of carbons in alpha position with respect to the positive charge, because all the secondary carbenium ions have two alpha carbons and the tertiary carbenium ions have three alpha carbons. It can be seen, however, that there is a significant difference in the energies of carbenium ions with the same carbon number and same nature, depending upon the possible amount of charge delocalization in the vicinity of the charge carrying carbon atom. Hence, the energy of carbenium ions of a particular carbon number not only depends on the number of alpha carbon atoms but also on their nature, although the latter effects are much weaker.

To eliminate the effects of the above assumption, the Evans-Polanyi relationship has been introduced into the single-event kinetic model for the hydrocracking of paraffins, as done by Park & Froment74 for the simpler case of methanol to olefin (MTO) process and Martinis and Froment73 for the alkylation of isobutane with butenes. The Evans-Polanyi approach requires the calculation of the heat of formation of every individual carbenium ion to get the heat of reactions of elementary steps. The activation energy of a particular step is then calculated by using the linear free energy relationship of Evans and Polanyi.

* From here on, all these steps will be referred to as belonging to one ‘subtype’.
6.5.1. Evans-Polanyi Relationship

According to the Evans-Polanyi relationship, the activation energy varies linearly with the energy change associated with the elementary step as,

\[
E = E_o + \alpha(\Delta H_r^+) \quad \text{if } \Delta H_r^+ > 0
\]
\[
E = E_o + (1 - \alpha)(\Delta H_r^+) \quad \text{if } \Delta H_r^+ < 0
\]

where \( \alpha \) is the transfer coefficient and \( E_o \) is the intrinsic activation energy for the elementary steps of the given type. In the above equation, \( \Delta H_r^+ \) is the heat of reaction at the catalyst surface for the particular elementary step. Consequently, to model the activation energies of all the elementary steps of one type, only two independent parameters, \( E_o \) and \( \alpha \) are required, provided the heat of individual elementary steps at the surface of the catalyst are available.

6.5.2. Rate Equations for the Acid Site Steps

Using the single-event approach and the Evans-Polanyi relationship, the rate of a PCP elementary step, e.g., \( R^+_m(n) \rightarrow R^+_n(n) \) is given by

\[
r_{pcp,(m,n)} = n_{e,pcp} \tilde{A}_{pcp} \exp\left(-\frac{E_{o,pcp} + \alpha_{pcp}(\Delta H_r^+)}{RT}\right) \left[ C_{R^+_m} \right]
\]

where \( \alpha_{pcp} = \alpha_{pcp} \quad \text{if } \Delta H_r^+ > 0 \) \hspace{1cm} (6.17)

and \( \alpha_{pcp} = (1 - \alpha_{pcp}) \quad \text{if } \Delta H_r^+ < 0 \) \hspace{1cm} (6.18)

The concentration of surface carbenium ion, \( \left[ C_{R^+_m} \right] \) is determined using the protonation equilibrium coefficient between the sorbed olefins and the surface carbenium ions. i.e.,

\[
\left[ C_{R^+_m} \right] = K_{pr} \left[ C_{oij} \right] \left[ H^+ \right]
\]

To get the value of the protonation equilibrium coefficient, the entropy of protonation \( \Delta S_{pr}^+ \) and the heat of protonation \( \Delta H_{pr}^+ \) at the surface are required. If the effect of the
structure of the reacting olefin and the product carbenium ion is accounted for using the single-event concept, a single value for the intrinsic entropy of protonation, $\Delta S_{pr}$, would be sufficient to obtain the entropies of all the protonation steps. The heat of protonation is calculated from the heats of formation of the involved species according to

$$\Delta H_{pr}^s = \Delta H_f^s (R^+) - \Delta H_f^s (H^+) - \Delta H_{\text{f sorbed}} (O)$$  \hspace{1cm} (6.20)$$

In the above equation⁴, the superscript $s$ refers to the surface species. In three phase hydrocracking, consideration of the ‘effective’ latent heat of the carbenium ion is required to get the heats of formation in the liquid phase from the gas phase heats of formation. The energy changes associated with the phase transition for a carbenium ion and olefin are shown in Figure 6-2. The heats of formation of surface carbenium ions are obtained by subtracting the heat of stabilization of these species from their liquid phase heats of formation. i.e.,

$$\Delta H_f^s (R^+) = \Delta H_f^s (R^+) - \Delta H_{\text{vap}} (R^+) - \Delta H_{\text{stab}} (R^+)$$  \hspace{1cm} (6.21)$$

---

⁴ For the sake of simplicity, the subscripts of the olefins and carbenium ions have been dropped.
The heat of stabilization of carbenium ions $\Delta H_{\text{stab}}(R^+)$ can be written as the sum of the heat of sorption of carbenium ions from liquid phase into the zeolites pores $\Delta H_{\text{ sorp}}(R^+)$ and the heat of chemisorption from sorbed phase to the surface $q(R^+)$ i.e.,

$$\Delta H_{\text{ stab}}(R^+) = \Delta H_{\text{ sorp}}(R^+) + q(R^+) \quad (6.22)$$

Dumesic et al.$^{72}$ considered a constant value for the energy of stabilization of carbenium ions, $q(R^+)$ regardless of the nature of the carbenium ion. Martinis and Froment$^{73}$ distinguished between the energy of stabilization of secondary and tertiary ions. They also accounted for the effect of chain length on the stabilization energy. The latter effect, however, was found to be very small and has been neglected in the current model.

The stabilization of an olefin from the liquid phase to the zeolite pores involves only the heat of sorption $\Delta H_{\text{ sorp}}(O)$ so that,

$$\Delta H_{f}^{\text{ sorbed}}(O) = \Delta H_{f}^{\text{ sorbed}}(O) - \Delta H_{\text{ vap}}(O) - \Delta H_{\text{ sorb}}(O) \quad (6.23)$$

The heat of stabilization of a proton from the gas phase to the surface is represented by $q(H^+)$ so that,

$$\Delta H_{f}^{\text{ gas}}(H^+) = \Delta H_{f}^{\text{ gas}}(H^+) - q(H^+) \quad (6.24)$$

Substituting eqns (6.21), (6.22), (6.23), and (6.24) into eqn (6.20) and assuming that the latent heats of vaporization of an olefin and the corresponding carbenium ion are identical, the heat of protonation becomes:

$$\Delta H_{pr}^{\text{ gas}} = \left[ \Delta H_{f}^{\text{ gas}}(R^+) - \Delta H_{f}^{\text{ gas}}(H^+) - \Delta H_{f}^{\text{ gas}}(O) \right] + [q(H^+) - q(R^+)] - \left[ \Delta H_{\text{ sorp}}(R^+) - \Delta H_{\text{ sorp}}(O) \right] \quad (6.25)$$

The last bracket in eqn (6.25) is the difference in the heat of sorption of a carbenium ion and the corresponding olefin. For the same number of carbon atoms and the same skeleton structures of these two species, the difference in their heats of sorption is assumed to be negligible. The middle bracket is the difference in the heats of
chemisorption of a proton and the heat of chemisorption of a carbenium ion and is represented by $\Delta q(R^+)$\textsuperscript{74}. Depending upon the nature of the carbenium ion, it can have two values for a catalyst with given acid strength and can be written as $\Delta q(m)$, where $(m)$ can be $(s)$ for secondary or $(t)$ for the tertiary ions. Eqn (6.25) is now written as

$$\Delta H_{pr}^s = \left[ \Delta H_{f}^s (R^+) - \Delta H_{f}^s (H^+) - \Delta H_{f}^s (O) \right] + \Delta q(m) \quad (6.26)$$

The gas phase heat of formation of a proton is known to be 367.2 kcal/mol\textsuperscript{72} at 298 K. The gas phase heats of formation of olefins at 298 K are obtained by using Benson’s group contribution method. To obtain the gas phase heats of formation of carbenium ions at 298 K, a Benson like group contribution method has been developed. Experimental data on the heats of formation of a number of paraffinic carbenium ions have been taken from Lias et al.\textsuperscript{71} Quantum chemical calculations have been performed using Gaussian 03 to obtain the heats of formation of the ions not available in the literature. G3 theory\textsuperscript{104} has been used for ions having up to 5 carbon atoms and G3MP2\textsuperscript{105} theory for ions with 6 carbon atoms. Secondary and tertiary ions are regressed separately because of the different amount of charge delocalization in the vicinity of the carbon atom carrying the positive charge.

To derive the heat of protonation at the reaction temperature $T$ from the standard state temperature of 298 K, the difference in the heat capacities of the reactant and product species, $\Delta C_{pr}^{rxn}$ is required. Given the similar skeleton structures of the reactant and product species, it is assumed that $\Delta C_{pr}^{rxn}$ is negligible. Consequently, $K_{pr}$ at the reaction temperature $T$ can be given by applying the single-event approach as,

$$K_{pr} = \frac{\sigma_{gl}^{Og}}{\sigma_{gl}^{Kg}} \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{\Delta H_{pr}^s}{RT} \right) \quad (6.27)$$

Eliminating $\Delta H_{pr}^s$ in terms of the gas phase heat of protonation $\Delta H_{pr}^g$ the following equation is obtained for the surface concentration of carbenium ions,
\[
\left[ C_{g_i}^{\kappa} \right] = \frac{\sigma_{g_i}^{\Omega}}{\sigma_{g_i}^{R_i}} \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{\Delta H_{pr}^g + \Delta q(m)}{RT} \right) \left[ C_{Oij} \right] [H^+] \quad (6.28)
\]

Svoboda et al.\textsuperscript{16} showed that in the hydrocracking of paraffins the total concentration of the carbenium ions is negligible with respect to the total concentration of the acidic sites. More recently, by taking typical values for the protonation equilibrium coefficients and concentration of sorbed olefins, Thybaut et al.\textsuperscript{106} showed that at 506 K, the concentration of the carbenium ions is approximately 7.10x10\textsuperscript{-4} mol/kg\textsubscript{cat}, to be compared with a total concentration of acid sites, which is typically of the order of 0.1-0.8 mol/kg\textsubscript{cat}.

Substituting the surface concentration of carbenium ions from eqn (6.28) into (6.16) and replacing \[H^+\] by \(C_i\), the rate of the PCP step can be written as,

\[
r_{pcp(m,n)} = n_{e,pcp} \frac{\sigma_{g_i}^{\Omega}}{\sigma_{g_i}^{R_i}} \tilde{A}_{pcp} C_i \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{\Delta H_{pr}^g + \Delta q(m) + E_{n,pcp} + \alpha_{pcp} \Delta H_r^i}{RT} \right) \left[ C_{Oij} \right]
\quad (6.29)

In the above equation, the heat of reaction of a PCP step is given by

\[
\Delta H_r^i = \Delta H_r^i(R_i^+) - \Delta H_r^i(R_k^+)
= \left[ \Delta H_r^i(R_i^+) - \Delta H_{vap}(R_i^+) - \Delta H_{sorp}(R_i^+) - q(R_i^+) \right]
- \left[ \Delta H_r^i(R_k^+) - \Delta H_{vap}(R_k^+) - \Delta H_{sorp}(R_k^+) - q(R_k^+) \right]
\quad (6.30)

Assuming the difference in the latent heat of vaporization and heat of sorption of the reactant and product carbenium ions to be negligible and adding and subtracting \(q(H^+)\) in the right hand side of equation (6.30), the heat of reaction of the PCP step can be written as,

\[
\Delta H_r^i = \Delta H_r^i + [\Delta q(n) - \Delta q(m)]
\quad (6.31)
\]

where \(n\) and \(m\) represent the nature of the product and reactant carbenium ions, respectively. Substituting equation (6.31) into eqn (6.29) leads to,
\[ r_{pcp(m,n)} = n_{e,pcp} \sigma_{gl} \sigma_{gi} \hat{A}_{pcp} C_i \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{E_{pcp(m,n)}^{\text{comp}}}{RT} \right) \left[ C_{ij} \right] \]  

(6.32)

where \( E_{pcp(m,n)}^{\text{comp}} = \Delta H_{pr}^g + \Delta q(m) + E_{e,pcp} + \alpha_{pcp} \left( \Delta H_{r}^g + [\Delta q(n) - \Delta q(m)] \right) \)  

(6.33)

is the composite activation energy for the PCP step. In eqn (6.32) the sorbed concentration of olefin is expressed by a Langmuir isotherm and is given by an equation analogous to eqn (6.2).

6.6. Late Thermodynamic Lumping of Components

Studies\textsuperscript{97, 107, 108} on hydroisomerization and hydrocracking of model compounds from C\textsubscript{8} to C\textsubscript{12} reveal, that the isomers of any carbon number fraction with a particular degree of branching reach thermodynamic equilibrium because the HS and MS steps are much faster as compared to the PCP steps. Therefore, all the isomers for a particular carbon number with a given degree of branching are placed in one lump with the distribution of isomers in the lump governed by thermodynamic equilibrium. With this late ‘strict’ or ‘thermodynamic’ lumping, the model requires four lumps/pure components per carbon number for paraffins and four lumps per carbon number for olefins. For paraffins, these lumps/pure components are designated as n-paraffins, mono-branched paraffins, di-branched paraffins and tri-branched paraffins and, similarly for olefins, n-olefins, mono-branched olefins, di-branched olefins, and tri-branched olefins. A n-paraffin, is obviously not a lump but a pure component. Based on the above late lumping scheme, the kinetic model for the hydrocracking of a paraffin mixture of up to C\textsubscript{16} requires a total of 48 lumps/pure components for paraffins and 48 lumps (only C\textsubscript{3} will be a pure component in the case of olefins) for olefins.

6.7. Calculation of the Global Rate of Conversion of Lumps

The global rate of consumption of a particular paraffinic lump is the sum of the rates of consumption of all the isomers of that lump through dehydrogenation. Similarly, the rate of consumption of a particular olefinic lump is calculated by summing up the rate of
consumption of all the olefinic isomers of that lump through all the possible hydrogenation steps. To carry out these sums requires going through the entire set of computer generated hydrogenation/dehydrogenation steps, to calculate the equilibrium distribution of the isomers of every lump, and the thermodynamic equilibrium coefficients for all the hydrogenation/dehydrogenation steps. The global rate of conversion of the olefinic lumps through acid site elementary steps is obtained in the same way, but it also requires the heats of reaction for all the PCP and β-scission steps as well as the heats of protonation. This is computationally very demanding for heavy feedstocks, so that a systematic method was developed to calculate the so called ‘lumping coefficients’ for the steps on the metal and the acidic sites of the catalyst. Their values are pre-calculated at a number of temperature intervals and stored in the computer hard disk, to be used later in the parameter estimation and reactor simulations.

6.8. Lumping Coefficients for the Steps on the Metal Sites

Eqn (6.7) expresses the rate of formation of a particular olefin on the metal sites of the catalyst. This equation is used to calculate the net rate of formation of a particular paraffinic lump $P_g$, by summation over the rate of formation of every isomer $P_i$ of this lump as,

$$
R_{P_g,net}^{\text{form}} = \frac{K_{C,pg} H_{pg} C_m^2}{D_C D_L} \left( \sum_{q=1}^{5} k_{dh,q} LCP_{g,q} C_{P_g}^{\text{lig}} - \sum_{q=1}^{5} k_{dh,q} LCO_{g,q} C_{Og}^{\text{lig}} \right) C_{H_L}^{\text{lig}}
$$

(6.34)

In the above equation, $q$ represents the index for the mode of dehydrogenation and $g$ for lump number. $LCP_{g,q}$ is the Lumping Coefficient for the consumption of Paraffins of lump $g$ through the $q^{th}$ mode of dehydrogenation and $LCO_{g,q}$ is the Lumping Coefficient for the consumption of Olefins of lump $g$ through the $q^{th}$ mode of hydrogenation. The value of $LCP_{g,q}$ is calculated as

$$
LCP_{g,q} = \sum_{i=1}^{\text{paraffins}} n_{i,q} Y_{pi}^{\text{eqm}}
$$

(6.35)
where the index $i$ runs over all the paraffin isomers of lump $g$. Further, $n_{i,q}$ is the number of dehydrogenation reactions for the particular paraffin $P_i$ through $q^{th}$ mode and $y_{pi}^{eqm}$ is the equilibrium mole fraction of the isomer $P_i$ in the lump $g$. Similarly, the value of $LCO_{g,q}$ is calculated as

$$LCO_{g,q} = \sum_{i=1}^{n_{p,\text{paraffin}}} \sum_{j=1}^{n_{p,\text{paraffin}}} \frac{y_{Oij}^{eqm}}{K_{DH_{ij}}}$$

(6.36)

with $y_{Oij}^{eqm}$ as the equilibrium mole fraction of the olefin isomer $O_{ij}$ in the lump $O_g$.

### 6.9. Lumping Coefficients for the Steps on the Acid Sites

Equation (6.32) gives the rate of a PCP elementary step in which an $m$ type of carbenium ion is converted into an $n$ type of carbenium ion. Since the protonation/deprotonation steps are assumed to be in pseudo-equilibrium, the rate of consumption/formation of carbenium ions would also be equal to the rate of consumption/formation of the corresponding olefinic species. Therefore, to get the global rate of conversion of an olefinic lump, $g$, into another olefinic lump, $h$, through PCP steps of subtype $(m;n)$, a summation has to be carried out over the rate of all such steps, yielding

$$R_{pcp(m,n)}^{(g,h)} = \tilde{A}_{pcp} C_t \exp \left( \frac{\Delta \tilde{S}_{pe}}{R} \right) \sum_{\text{steps}} n_{e,pcp} \frac{\sigma_{ei}^{O_h}}{\sigma_{ei}^{O_g}} \exp \left( -\frac{E_{pcp(m,n)}^{\text{comp}}}{RT} \right) [C_{O_{ij}}]$$

(6.37)

It can be seen from eqn (6.33) that the composite activation energy involves the heat of protonation of the reacting olefin and heat of reaction of the corresponding elementary step so that the composite activation energies for different PCP $(m;n)$ subtype of steps would be different.

To formulate the lumping coefficients for the acid site steps, the composite activation energy as given in eqn (6.33) is split into two parts. i.e.,

$$E_{pcp(m,n)}^{\text{comp}} = \left[ E_{pcp(m,n)} \right]_1 + \left[ E_{pcp(m,n)} \right]_2$$

(6.38)
where \[ E_{pcp(m,n)} \mid_{1} = \left[ \Delta H_{pr}^{g} + \alpha_{pcp} \Delta H_{r}^{g} \right] \] (6.39)

and \[ E_{pcp(m,n)} \mid_{2} = \left[ E_{o,pcp} + \Delta q(m) + \alpha_{pcp} (\Delta q(n) - \Delta q(m)) \right] \] (6.40)

As stated above, the value of the terms in \[ E_{pcp(m,n)} \mid_{1} \] is different for each elementary step and their evaluation requires the estimation of the heats of formation of individual carbenium ions and olefins. The terms in \[ E_{pcp(m,n)} \mid_{2} \], on the other hand, depend only on the nature of the reactant and product carbenium ions and are identical for all the PCP \((m;n)\) subtype of steps. By splitting the composite activation energy in this way and taking \[ E_{pcp(m,n)} \mid_{2} \] out of the summation, eqn (6.37) can be written as,

\[
R_{pcp(m,n)}^{(g,h)} = \tilde{A}_{pcp} C_{t} \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{E_{pcp(m,n)} \mid_{2}}{RT} \right) \sum_{\text{steps}} n_{r,pcp} \frac{\sigma_{Oij}^{O}}{\sigma_{g}^{O}} \exp \left( -\frac{E_{pcp(m,n)} \mid_{1}}{RT} \right) \left[ C_{Oij} \right] \] (6.41)

Expressing the concentration of the olefin isomer \(O_{ij}\) in terms of the concentration of the olefinic lump \(g\) by using its equilibrium mole fraction \(y_{eqm}^{Oij}\), the global rate of conversion of the olefinic lump \(g\) into lump \(h\) by PCP \((m;n)\) subtype of steps can be written as:

\[
R_{pcp(m,n)}^{(g,h)} = LC_{pcp(m,n)}^{(g,h)} \tilde{A}_{pcp} C_{t} \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{E_{pcp(m,n)} \mid_{2}}{RT} \right) \left[ C_{g} \right] \] (6.42)

where \(LC_{pcp(m,n)}^{(g,h)}\) is the corresponding lumping coefficient given by,

\[
LC_{pcp(m,n)}^{(g,h)} = \sum_{\text{steps}} n_{r,pcp} \frac{\sigma_{Oij}^{O}}{\sigma_{g}^{O}} \exp \left( -\frac{E_{pcp(m,n)} \mid_{1}}{RT} \right) y_{eqm}^{Oij} \] (6.43)

A similar approach is applied to formulate the rate of consumption/formation of a lump through cracking steps. The lumping coefficients for PCP/cracking are functions of \(\alpha_{pcp}\), \(\alpha_{cr}\), and temperature and do not depend on any other model parameter.
In eqn (6.42), the concentration of the olefinic lump \( g \) in the sorbed phase is eliminated in favor of its concentration in the liquid phase so that,

\[
R_{pcp(m,n)}^{(g,h)} = LC_{pcp(m,n)}^{(g,h)} \tilde{A}_{pcp} \exp \left( \frac{\Delta S_{pr}}{R} \right) \exp \left( -\frac{\left[ E_{pcp(m,n)} \right]_{2}}{RT} \right) \frac{H_{Og} C_{Og}^{liq}}{D_{L}}
\]

(6.44)

Given the form of the rate expressions in eqn (6.44), the separate estimation of the single-event frequency factor for PCP/cracking and the entropy of protonation is not possible. Therefore, composite single-event frequency factors for PCP and cracking steps are defined as,

\[
\tilde{A}_{pcp}^{comp} = \tilde{A}_{pcp} C_{i} \exp \left( \frac{\Delta S_{pr}}{R} \right)
\]

(6.45)

\[
\tilde{A}_{cr}^{comp} = \tilde{A}_{cr} C_{i} \exp \left( \frac{\Delta S_{pr}}{R} \right)
\]

(6.46)

Introducing these composite frequency factors, eqn (6.44) becomes after rearranging:

\[
R_{pcp(m,n)}^{(g,h)} = LC_{pcp(m,n)}^{(g,h)} \tilde{A}_{pcp}^{comp} \exp \left( \frac{H_{Og}}{D_{L}} \right) \exp \left( -\frac{\left[ E_{pcp(m,n)} \right]_{2}}{RT} \right) C_{Og}^{liq}
\]

(6.47)

6.10. Net Rate of Formation of Paraffinic and Olefinic Lumps

A paraffinic lump/pure component can only be consumed or produced on the metal sites of the catalyst. Therefore, the net rate of formation of a paraffinic lump \( P_g \) is directly given by eqn (6.34). Olefinic lumps, on the other hand are produced/consumed on both the metal and acid sites. The rate of formation of a particular olefinic lump \( O_g \) on the metal sites is given by the negative of the rate of formation of the corresponding paraffinic lump \( P_g \), i.e.,

\[
R_{Og,metal}^{Form} = -R_{Pg,metal}^{Form}
\]

(6.48)
The rate of formation of an olefinic lump $O_g$ on the acid sites is obtained by summing up the rate of formation of this lump from all the other olefinic lumps by PCP/cracking steps. The net rate of formation of lump $O_g$ is then given by

$$R_{O_g, net}^{Form} = R_{O_g, metal}^{Form} + R_{O_g, acid}^{Form}$$

(6.49)

where

$$R_{O_g, acid}^{Form} = \sum_{i=1}^{N_{lumps}} \sum_{(m,n)} R_{pcp(m,n)/cr(m,n)}^{i(g)}$$

(6.50)

The summation over $(m;n)$ implies summation over all the four subtypes namely, $(s;s),(s;t),(t;s)$ and $(t;t)$ of PCP and cracking steps.

The rate of formation of hydrogen is written as the sum of the rate of formation of olefins from the hydrogenation/dehydrogenation reactions on metal sites, i.e.,

$$R_{H_2, net}^{Form} = -\sum_{i=1}^{N_{lumps}} R_{Pc, net}^{Form}$$

(6.51)

6.11. Reactor Model for Three-Phase Hydrocracking

Similar to the continuity equations developed in Chapter IV for the hydrocracking of VGO, continuity equations are written for the gas phase paraffinic components/lumps and hydrogen as

$$\frac{1}{\Omega} \frac{dF_{pg}^{gas}}{dz} = -k_{O,p_g} a_{q} \left( \frac{C_{pg}^{gas}}{K_{eqm}^{gas}} - C_{pg}^{liq} \right) g = 1,2, \ldots, N_{lumps}$$

(6.52)

The continuity equations for paraffinic components in the liquid phase also take into account the net rate of formation of component/lump $g$ along with the gas-liquid flux term,

$$\frac{1}{\Omega} \frac{dF_{pg}^{liq}}{dz} = k_{O,p_g} a_{q} \left( \frac{C_{pg}^{gas}}{K_{eqm}^{gas}} - C_{pg}^{liq} \right) + R_{pg, net}^{Form} g = 1,2, \ldots, N_{lumps}$$

(6.53)

As the equilibrium coefficient for the dehydrogenation of paraffins is of the order of $10^{-4}$-$10^{-5}$ and the reactor is operated under high hydrogen partial pressures, the
concentration of olefins are several orders of magnitude smaller than the corresponding paraffins. Therefore it has been assumed that the olefinic components exist only in the liquid phase. Consequently, the continuity equations for olefinic lumps/components do not contain the mass-transfer term, i.e.,

\[
\frac{1}{\Omega} \frac{dF_{g,\text{net}}^{\text{form}}}{dz} = R_{g,\text{net}}^{\text{form}} \quad g = 1, 2, \ldots, N_{\text{lumps}}
\]  

(6.54)

For three-phase hydrocracking of n-hexadecane, a total of 48 lumps/pure components for paraffins and the same number of lumps/components for olefins is required. As a result, the model consists of 97 (= 48+48+1) continuity equations for the liquid phase components and 49 (= 48+1) continuity equations for the gas-phase components, including hydrogen. The set of ordinary differential equations defined above is solved for the initial conditions given by the feed composition:

\[
F_{g,\text{gas}}^{\text{gas}} \bigg|_{z=0} = F_{g,\text{o}}^{\text{gas}} \\
F_{g,\text{liq}}^{\text{liq}} \bigg|_{z=0} = F_{g,\text{o}}^{\text{liq}} \\
F_{g,\text{g}}^{\text{g}} \bigg|_{z=0} = 0 \\
g = 1, 2, \ldots, N_{\text{lumps}}
\]

Approximate analytical solutions have been obtained to see that the difference in the eigen values of ODEs for a paraffin and corresponding olefin are of the order of \(k_{d,h}/K_{d,h}^{\text{eqm}}\). Such a large difference in the eigen values leads to a stiff set of ODEs which has to be integrated using backward differentiation formula (BDF), e.g. Gear’s method.

6.12. Model Degeneration into Equilibrated (de)Hydrogenation Case

The above approach automatically allows the model to also predict the product distribution for a catalyst which has sufficient metal activity, i.e., when the hydrogenation/dehydrogenation reactions are equilibrated. When the ratio of rate coefficients of acid site steps (PCP/cracking) to the rate coefficients of dehydrogenation steps tends to zero, the set of ODE representing the continuity equations for the liquid
phase paraffins and olefins degenerates into the set of ODEs given by eqn (6.55) and algebraic equations given by eqn (6.56),

\[
\frac{1}{\Omega} \frac{dF_{\text{pg}}^{\text{liq}}}{dz} = k_{O,Pg} a \left( \frac{C_{\text{gas}}^{\text{eqm}}}{K_{Pg}^{\text{eqm}}} - C_{\text{pg}}^{\text{liq}} \right) + R_{\text{Form}}^{\text{Form}} \quad g = 1,2,\ldots, N_{\text{lump}}
\]

(6.55)

\[
K_{\text{DH}(Pg\rightarrow Og)}^{\text{app}} = \left( \frac{C_{\text{Og}}^{\text{liq}}}{C_{\text{pg}}^{\text{liq}}} \right) \quad g = 1,2,\ldots, N_{\text{lump}}
\]

(6.56)

The above set of algebraic equations relates the liquid phase concentration of any paraffinic lump \( P_g \) and the corresponding olefinic lump \( O_g \) through the apparent dehydrogenation equilibrium coefficient \( K_{\text{DH}}^{\text{app}} \). \( K_{\text{DH}}^{\text{app}} \) gives the average value of the dehydrogenation equilibrium coefficient for the dehydrogenation of lump \( P_g \) into lump \( O_g \) through all possible isomers and is related to the individual dehydrogenation equilibrium coefficients by,

\[
K_{\text{DH}(Pg\rightarrow Og)}^{\text{app}} = \left( \frac{\sum_{i=1}^{\text{paraffins}} \sum_{j=1}^{\text{olefins}} n_{ij} \cdot \gamma_{ij}^{\text{eqm}}}{\sum_{i=1}^{\text{paraffins}} \sum_{j=1}^{\text{olefins}} K_{\text{DH},ij}^{\text{liq}}} \right)
\]

(6.57)

6.13. Estimation of the Model Parameters

The model parameters are estimated from the isothermal experimental data on three-phase hydrocracking of n-hexadecane in a tubular reactor. The parameters involved in the model are divided into four categories:

6.13.1. Rate Parameters for the Metal Site Steps

As discussed earlier, to model the hydrogenation/dehydrogenation reactions, five activation energies for five different modes of dehydrogenation and one frequency factor is required.
6.13.2. Rate Parameters for Acid Site Elementary Steps

The lumping coefficients for the acid site steps are functions of the Evan-Polanyi parameters $\alpha_{pep}$ and $\alpha_{er}$ and therefore, simultaneous estimation of these two parameters along with other model parameters requires the recalculation of the lumping coefficients at each iteration during the parameters estimation. As the value of alpha should lie between 0 and 1, the recalculation of lumping coefficients at every iteration has been avoided by calculating them once at several pairs of alpha at an interval of 0.1 and estimating the remaining model parameters at these different pairs of alpha, maintaining them constant. The pair of alpha corresponding to the best set of parameters has been retained as final.

To find out the actual number of independent parameters that can be determined from experimental data, eqn (6.40) is written for all the four subtypes of PCP steps. i.e.,

$$\begin{align*}
\left[ E_{pep(s,s)} \right]_2 &= E_{o,pep} + \Delta q(s) \\
\left[ E_{pep(s,t)} \right]_2 &= E_{o,pep} + \Delta q(s) + \alpha_{pep} \left( \Delta q(t) - \Delta q(s) \right) \\
\left[ E_{pep(t,s)} \right]_2 &= E_{o,pep} + \Delta q(t) + \alpha_{pep} \left( \Delta q(s) - \Delta q(t) \right) \\
\left[ E_{pep(t,t)} \right]_2 &= E_{o,pep} + \Delta q(t)
\end{align*}$$

(6.58)

Defining $E'_{o,pep} = E_{o,pep} + \Delta q(s)$ and $\Delta q(t; s) = \Delta q(t) - \Delta q(s)$ the above equations can be written as,

$$\begin{align*}
\left[ E_{pep(s,s)} \right]_2 &= E'_{o,pep} \\
\left[ E_{pep(s,t)} \right]_2 &= E'_{o,pep} + \alpha_{pep} \Delta q(t; s) \\
\left[ E_{pep(t,s)} \right]_2 &= E'_{o,pep} + (1 - \alpha_{pep}) \Delta q(t; s) \\
\left[ E_{pep(t,t)} \right]_2 &= E'_{o,pep} + \Delta q(t; s)
\end{align*}$$

(6.59)
In the same way, \( E'_{o,cr} = E_{o,cr} + \Delta q(s) \) is defined for the cracking steps and equations analogous to (6.59) are written for the cracking steps. It can be seen from the above transformation of parameters that for constant values of alpha, the four original parameters used in eqn (6.58), i.e., \( E_{o,pcp}, E_{o,cr}, \Delta q(t) \) and \( \Delta q(s) \) are not mutually independent. Only three re-parameterized entities defined as \( E'_{o,pcp}, E'_{o,cr} \) and \( \Delta q(t;s) \) are mutually independent parameters regarding the acid site activation energies that can be determined from the experimental data. Apart from these three parameters two composite single-event frequency factors \( \tilde{A}_{pcp}^{comp} \) and \( \tilde{A}_{cr}^{comp} \) are also independent parameters for the acid site steps.

### 6.13.3. Parameters for Sorption in Zeolite Pores

From the experiments\(^7^6\) on the adsorption of alkane molecules up to carbon number 16, it was found that the Henry coefficients of alkanes of different chain length in non-polar n-octane mobile phase are almost identical at high liquid densities and increases slightly with carbon number at relatively lower liquid densities. Moreover, Henry coefficients in the liquid phase have been found to be very weak functions of temperature meaning a relatively small heat of sorption, in contrast to the high heat of sorption in the gas phase\(^1^0^9\). Therefore, in the hydrocracking of pure paraffins, only one temperature independent Henry coefficient has been used irrespective of the chain length and degree of branching of the molecules. The Langmuir coefficient for sorption \( K_{L,p,g} \) for a paraffinic lump \( g \) is obtained as the ratio of the Henry coefficient and the saturation concentration of lump \( g \), \( c_{sat,g} \). Because of the existence of liquid like densities of hydrocarbons inside the zeolite pores, the saturation concentration of a lump is obtained by dividing the pore volume of the zeolite by the saturated molar volume of lump \( g \) in the liquid phase\(^7^0\), i.e.,

\[
c_{sat,g} = \frac{V_{pore}}{V_{sat,g}}
\]

(6.60)
Because of very high correlation in the sorption equilibrium coefficients and the kinetic rate parameters, the Henry coefficients for the olefins have been assumed to be the same as those of the paraffins.

6.13.4. Parameters for Chemisorption on Metal Sites

The independent estimation of the chemisorption parameters was found to be difficult because the form of the rate expression leads to a high correlation between the chemisorption equilibrium coefficient, Henry coefficient and rate coefficient for dehydrogenation. The chemisorption equilibrium coefficient for a particular paraffinic and olefinic lump at the metal sites were initially assumed to be equal and a function of carbon number represented by a relationship analogous to that given by Denayer\textsuperscript{109} for the gas phase sorption of paraffins in zeolite pores. However, from the initial parameter estimation, the carbon number dependency came out to be very weak. Moreover, the denominator term $D_c$ for chemisorption was close to unity. Consequently, it was assumed that the chemisorption equilibrium coefficients are small and independent of the carbon number. This allowed coupling the entropy and heat of chemisorption for paraffins and olefins along with the pre-exponential factor and activation energies of dehydrogenation, respectively.

Summarizing, the model contains a total of 14 temperature and feedstock composition independent parameters whose values were estimated from the experimental data by minimizing the sum of squares of the residuals between the experimental and model predicted responses using the Levenberg-Marquardt optimization algorithm.

$$S(\beta) = \sum_{i=1}^{nexp} \sum_{j=1}^{nobs} \left[ y_{ij}^{exp} - y_{ij}^{cal} \right]^2$$ \hspace{1cm} (6.61)

In the absence of replicate experimental data no weighting factors are used. 34 responses representing the molar flow rates of normal paraffins and iso-paraffins, the total conversion and isomerization yield of n-hexadecane, and the $C_4/C_{12}$ molar ratio are used per set of experimental data. The distribution of mono-branched and multi-branched
isomers for a given carbon number was available only from C$_6$ to C$_9$ and this information has also been used in the parameter estimation. For a particular Pt/USY catalyst (Cat-I) experimental data was available at a total pressure of 35 atm., at two temperatures, 300 °C and 320 °C, and molar H$_2$/HC ratio of 6.0 to 11.0. The parameters related to the acid sites have been found to satisfy the rules of carbenium ions chemistry. The ratio of the composite single-event frequency factor for β-scission to that of PCP is in agreement with the values reported earlier\textsuperscript{17, 72}. The estimated parameters lead to effective activation energies of PCP and β-scission which are close, resulting in the selectivity vs. conversion behavior with respect to temperature observed by Steijns et al.\textsuperscript{97} for the Ac-rds case. The five effective activation energies for dehydrogenation on the metal sites are of the order of 80 kJ/mol.

The product distribution obtained by using the parameters for Cat-I is shown in Figure 6-3 to Figure 6-5. The agreement between the experimental and calculated conversions, the distribution of cracked products as well as the percentage of isomers for the entire product range of C$_3$ to C$_{13}$ is very good. The percentage of isomers in the cracked products increases with the carbon number. The skewed product distribution of Figure 6-4 reveals a significant amount of secondary cracking. For this catalyst, a single-event
kinetic model with rate determining step only on the acidic sites predicted a much smaller amount of secondary cracking and a poorer fit of the experimental data. 

The single-event kinetic models previously developed for the hydrocracking of paraffins are based on four rate coefficients per type of elementary step, namely $k(s;s)$, $k(s;t)$, $k(t;s)$ and $k(t;t)$. It was found in previous work that such a model consistently over-predicted the yields of C$_3$ and C$_4$ products. One of the reasons for this behavior is the inability of these models to distinguish among the rate coefficient of cracking steps in which a C$_3$/C$_4$ product is formed from those in which both the cracked products are larger than C$_4$. Because of the lesser degree of charge distribution, the heats of formation of 2-propyl and s-butyl carbenium ions are relatively higher than those of the larger secondary ions whose stability is slightly increased due to the presence of a larger number of β-carbons with respect to the positive charge. The implementation of the Evans-Polanyi relationship in the current model accounts for such subtle differences in the stability of ions and accordingly assigns a higher activation energy to the cracking steps in which a C$_3$ or C$_4$ ions is formed, resulting in an improved fit of the experimental data.
Figure 6-3. Total and isomerization conversion of nC$_{16}$ as a function of space time at T = 300 °C, P = 35 Bar and H$_2$/HC ratio = 11.0. (Points: experimental, lines: predicted).
Figure 6-4. Carbon number distribution of cracked products in the hydrocracking of nC\textsubscript{16}. (a) T = 300 °C, P = 35 Bar, H\textsubscript{2}/HC ratio = 11.0 and total conversion = 57 % (b) T = 320 °C, P = 35 Bar, H\textsubscript{2}/HC ratio = 11.0 and total conversion = 78 %.
Figure 6-5. Percentage of isomers per carbon number in the hydrocracking of nC$_{16}$ (a) T = 300 °C, P = 35 Bar, H$_2$/HC ratio = 11.0 and total conversion = 57 % (b) T = 320 °C, P = 35 Bar, H$_2$/HC ratio = 11.0 and total conversion = 78 %.

Depending upon the relative metal/acid activity of the catalyst, the hydrogenation/dehydrogenation steps do not necessarily attain equilibrium. The initial cracking selectivity, $S_o$ can be used as a measure to quantify the ‘approach to (de)hydrogenation equilibrium’ because $S_o$ would be zero when the hydrogenation/dehydrogenation steps are at equilibrium and it would increase as the deviation of these steps from the equilibrium increases. It was observed, however, that the deviation in the value of $S_o$ is not very sensitive with respect to the relative metal/acid activity of the catalyst. To quantify the approach to equilibrium, a new variable

$$\Psi_g = \frac{C_{Og}^{liq} C_{H_2}^{liq} / C_{Pg}^{liq}}{K_{app}^{liq}(P_{g=Og})}$$

has been defined for a particular lump $g$. To compare the approach to (de)hydrogenation equilibrium for different catalysts, the value of $\Psi$ at zero conversion for the reacting normal paraffin (i.e., $\Psi_{o, feed}$) has been found to be useful. When the catalyst has sufficient metal activity to bring the hydrogenation/dehydrogenation steps to equilibrium, the value of $\Psi$ for all the lumps equals unity. With a catalyst having a relatively weaker metal/acid activity, the value of $\Psi$ for different lumps deviates from unity. For example, in the hydrocracking of nC$_{16}$ the value of $\Psi$ for the feed molecule decreases from unity as the relative metal/acid activity decreases, whereas for all other lumps, $\Psi$ becomes greater than unity. A weak metal function is not able to dehydrogenate the paraffinic feed nC$_{16}$ fast enough (i.e., compared to the rate at which the corresponding olefinic nC$_{16}$ lump is consumed on the acid sites) to bring the concentration of olefinic nC$_{16}$ lump at its equilibrium value, resulting in a value of $\Psi$ smaller than 1. At the same time, a weak metal function is not able to hydrogenate the branched olefinic isomers of C$_{16}$ and the olefinic products formed on the acid sites fast enough (compared to the rate they are produced on the acid sites) to reduce their concentration to the corresponding (de)hydrogenation equilibrium concentration. Consequently, these olefins attain a steady state at concentrations higher than their equilibrium concentrations, resulting in $\Psi$ larger than unity. The deviation
from unity increases as the relative metal/acid activity decreases. Here it should be noticed that in the hydrocracking of paraffin mixtures, the value of $\Psi$ for the heaviest paraffin should be used for quantifying the approach to equilibrium, as the other reacting paraffins would also be formed by the cracking of the heaviest paraffin, and therefore the value of $\Psi$ for them may actually be larger than unity.

The value of $\Psi_{o,feed}$ obtained from the reactor simulations depends on the values of the model parameters, which in turn depend on the relative metal/acid activity of a particular catalyst, the reactor operating temperature, total pressure and H$_2$/HC ratio. In three-phase hydrocracking, the effect of total pressure and H$_2$/HC ratio on $\Psi_{o,feed}$ is much smaller than that of temperature.

The value of $\Psi_{o,C_{16}}$ obtained from the simulations for Cat-I is 0.774 at 300 °C and 0.571 at 320 °C indicating that higher temperatures lead to larger deviation from the equilibrated hydrogenation/dehydrogenation steps. Similar conclusions have been arrived at in previous experimental studies\textsuperscript{35, 99}. These results point to higher ‘effective’ activation energies of acid site steps compared to the ‘effective’ activation energies of the metal site steps.

6.15. Application of the Model to Heavy Paraffins and Different Catalysts

The model has been used to simulate the three-phase hydrocracking of heavy paraffins ranging from C$_{16}$ to C$_{32}$ over a number of operating conditions. To study the effect of the relative metal/acid activity of the catalyst on the product distribution, two new set of parameters (Set-II and Set-III) have been derived from Set-I, which was obtained from the experimental data on Cat-I. Set-II has been obtained from Set-I by decreasing the composite frequency factor for dehydrogenation by 50% and increasing the composite frequency factors for PCP and $\beta$-scission by 35%, while keeping all other parameters unchanged. Set-II, therefore, corresponds to a hypothetical catalyst Cat-II, having a relatively lower metal/acid activity than Cat-I. The composite frequency factors for PCP and $\beta$-scission in Set-III (corresponding to a hypothetical catalyst Cat-III) were chosen at
30% of the corresponding values in Set-I. The Ac-rds case can be considered as the asymptotic behavior of the Me-Ac-rds with respect to the relative metal/acid activity of the catalyst, and therefore a large number has been taken for the composite frequency factor for dehydrogenation for Cat-III so that it corresponds to Ac-rds case. It should be mentioned that the possibility of direct isomerization and hydrogenolysis of paraffins on the metal sites of the catalyst has not been considered in the current study.

6.15.1. Effect of Relative Metal/Acid Activity of the Catalyst

The effect of the relative metal/acid activities on product distribution is illustrated in Figure 6-6 to Figure 6-11 for the hydrocracking of nC\textsubscript{32} at 375 °C, 150 bar and a H\textsubscript{2}/HC molar ratio of 11.0. Figure 6-6 and Figure 6-7 show the evolution of C\textsubscript{32} isomers with different degrees of branching vs. the total conversion. Figure 6-6 corresponds to Cat-III resulting in $\Psi_{o,nC_{32}} = 0.99$. The well-known Ac-rds behavior can be seen from the initial slopes of the curves indicating mono-branched paraffins to be the primary products and di-branched and tri-branched products formed sequentially from the mono-branched paraffins. Figure 6-7 corresponds to Cat-II resulting in $\Psi_{o,nC_{32}} = 0.40$, representing a significant deviation from the equilibrated hydrogenation/dehydrogenation steps. In contrast to Figure 6-6, di-branched and tri-branched isomers are not really secondary products but are formed directly from nC\textsubscript{32}. The appearance of the multi-branched isomers of the feed as the primary products can be used as a possible criterion to identify the lack of metal activity of the catalyst in an experimental study. Alvarez et. al\textsuperscript{110} using catalysts having different metal/acid activities observed this phenomenon in the hydrocracking of n-decane. When the \textit{intrinsic} hydrogenation/dehydrogenation rates are comparable or smaller than the \textit{intrinsic} rates of acid sites PCP steps, di-branched and tri-branched olefinic isomers of the feed are produced from the mono-branched olefinic isomers at a rate faster than that at which mono-branched olefinic isomers could be hydrogenated into mono-branched paraffins. Consequently, all the mono-, di- and tri-branched olefinic isomers are hydrogenated almost simultaneously, exhibiting a non-zero initial selectivity for multi-branched isomers. An analogous behavior for cracking
can be observed in Figure 6-8 showing the isomerization selectivity as a function of total conversion for the above mentioned three catalysts. The initial isomerization selectivity for Cat-III (i.e., Ac-rds) is unity, while that for Cat-I and Cat-II (i.e., Me-Ac-rds), 0.95 and 0.82 respectively, indicating that normal paraffins are directly cracked into smaller products, even before their isomerization into the branched paraffins could take place. The explanation for this behavior is the same as described for the direct appearance of multi-branched feed isomers and has been observed experimentally.\textsuperscript{110,111}

Figure 6-9 and Figure 6-10 show the moles of cracked products formed per 100 moles of \( \text{C}_{32} \) cracked. Figure 6-9 corresponds to the hydrocracking on Cat-III, resulting in \( \Psi_{o,n \text{C}_{32}} = 0.99 \) and Figure 6-10 corresponds to Cat-I for which \( \Psi_{o,n \text{C}_{32}} \) is 0.67. It can be observed that secondary cracking takes place even in Ac-rds hydrocracking (Cat-III), however, in Me-Ac-rds (Cat-I) the amount of secondary cracking is significantly higher for comparable values of the total conversion. This is because at the same operating conditions, the concentrations of cracked olefins for Cat-I are higher than those on Cat-III due to their lower rates of hydrogenation. This leads to higher concentrations of the corresponding carbenium ions as the protonation/deprotonation steps maintain pseudo-equilibrium with the olefins. The existence of higher concentrations of the carbenium ions of cracked products increases their rate of cracking compared to Ac-rds hydrocracking, resulting in increased secondary cracking.

At the same time, the lower metal/acid activity of Cat-I leads to higher concentrations of the branched \( \text{C}_{32} \) carbenium ions as compared to Cat-III. This increases the rate of cracking of the branched isomers, resulting in a lower isomerization conversion. This is shown in Figure 6-11 in which the isomerization conversion is plotted against the total conversion for the three catalysts. For Cat-III, the maximum isomerization conversion is 46.7 % as compared to 24.3 % for Cat-II for which the value of \( \Psi_{o,n \text{C}_{32}} \) is 0.4. This behavior has been observed in several experimental studies.\textsuperscript{99,112}
Figure 6-6. Evolution of the isomers of different degrees of branching for the hydrocracking of nC$_{32}$ corresponding to equilibrated (de)hydrogenation condition (Ac-rds case).

Figure 6-7. Evolution of the isomers of different degrees of branching for the hydrocracking of nC$_{32}$ corresponding to non-equilibrated (de)hydrogenation condition (Me-Ac-rds case).
Figure 6-8. Effect of relative metal/acid activity on initial isomerization selectivity in nC$_{32}$ hydrocracking.

Figure 6-9. Simulated distribution of cracked products for Ac-rds case at various total conversions for the hydrocracking of nC$_{32}$. 
Figure 6-10. Simulated distribution of cracked products for Me-Ac-rds case at various total conversions for the hydrocracking of nC$_{32}$.

Figure 6-11. Influence of the relative metal/acid activity on the maximum isomerization conversion for the hydrocracking of nC$_{32}$. 
6.15.2. Effect of Temperature

Figure 6-12 shows the isomerization conversion plotted against total conversion for the hydrocracking of nC_{32} on Cat-II at a total pressure of 150 bar, H_2/HC molar ratio of 11.0 and three different temperatures. It can be seen that the maximum isomerization conversion (or yield) decreases when the temperature is increased. The decrease in the maximum isomerization yields as well as in the values of Ψ_{o,nC32} show that the deviation from the equilibrated hydrogenation/dehydrogenation steps increases with temperature. This phenomenon has been observed experimentally\textsuperscript{99} and can be attributed to higher ‘effective’ activation energies of acid site steps than the ‘effective’ activation energies of metal site steps. The ‘effective’ activation energies of acid site steps include the heat of sorption in the zeolite pores, heat of chemisorption on the metal sites, heat of protonation of olefins and the ‘intrinsic’ activation energies of the acid site steps. Similarly, the ‘effective’ activation energies for metal site steps include the heat of sorption in the zeolite pores, heat of chemisorption on the metal sites, and the ‘intrinsic’ activation energies of dehydrogenation steps.

When the catalyst has sufficient metal activity to achieve hydrogenation/dehydrogenation equilibrium (i.e., Ψ_{o,nC32} = 1.0) at the highest temperature, the value of Ψ_{o,nC32} remains 1.0 at all lower temperatures. In that case the decrease in the maximum isomerization conversion with an increase in temperature would be significantly lower or negligible, attributed entirely to the differences in the effective activation energies of PCP and cracking steps, in contrast to a catalyst with weak metal/acid activity. No experimental data could be found documenting this behavior for the three-phase hydrocracking of long chain paraffin like C_{32} on a so-called ‘well-balanced’ catalyst. Experiments on gas-phase hydrocracking of C_{8} to C_{12} paraffins on well-balanced catalysts show a unique curve i.e., independent of temperature.\textsuperscript{97}
6.15.3. Effect of Total Pressure and H<sub>2</sub>/HC Molar Ratio

The effect of total pressure at a constant temperature of 375 °C and H<sub>2</sub>/HC molar ratio of 11.0 has been simulated for three-phase hydrocracking of nC<sub>32</sub>. Figure 6-13 shows that the increase in the total pressure does not change the value of Ψ<sub>o,nC<sub>32</sub></sub>, for Ac-rds case (i.e., Cat-III). For Cat-I and II, the values of Ψ<sub>o,nC<sub>32</sub></sub> increase with total pressure, indicating that over a catalyst with insufficient metal activity, an increase in the total pressure brings the hydrogenation/dehydrogenations steps closer to equilibrium. The shift is more pronounced over a catalyst with a lower metal/acid activity.

Figure 6-14 shows the effect of total pressure on the total conversion, isomerization conversion, and the secondary cracking for Cat-I. Secondary cracking is represented by the moles of cracked products formed per 100 moles of feed cracked. The behavior of Figure 6-14 can be explained as follows. In three-phase hydrocracking the reaction rates
are governed by the liquid phase concentrations (or fugacities) of hydrocarbons and hydrogen. With the increase in total pressure, liquid phase fugacity of hydrogen increases significantly with only negligible increase in the fugacity of hydrocarbons. Increased hydrogen fugacity decreases the ‘intrinsic’ rate of dehydrogenation of the feed paraffin and therefore, the total conversion. A higher liquid phase fugacity of hydrogen increases the rate of hydrogenation of the olefinic isomers of the feed and of the olefins produced by cracking, so that an increased total pressure favors the isomerization conversion but decreases the secondary cracking. These trends correspond to an increase of $\Psi_{o,nC32}$ with total pressure.

In three-phase hydrocracking at constant temperature and total pressure, change in the $H_2/HC$ ratio has negligible effect on the liquid phase fugacities of hydrogen and hydrocarbons and alters primarily the rate of mass-transfer of these species between the gas and liquid phases. Therefore, it has small effect on the total conversion of paraffinic feedstocks provided there are no mass transfer limitations. A higher $H_2/HC$ ratio, on the other hand, provides more driving force to the lighter cracked products to escape from the liquid phase into the gas phase leading to a decrease in secondary cracking.
Figure 6-13. Effect of total pressure on the value of $\Psi_{o,nC_{32}}$ at $T=375$ °C and $R=11$ for the hydrocracking of nC$_{32}$ over different catalysts.

Figure 6-14. Effect of total pressure on the total conversion, isomerization conversion and secondary cracking at $T=375$ °C and $R=11$ for the hydrocracking of nC$_{32}$ over Cat-I.
6.15.4. Effect of Feed Chain Length

Figure 6-15 shows the effect of the chain length on the total conversion and secondary cracking. With chain length, reactivity of paraffins increases because of the increase in the available reaction pathways resulting in higher conversions. The chain length of primary cracking products formed from a long chain hydrocarbon is likely to be longer than those formed from short chain hydrocarbons, making them more susceptible to further cracking and thus leading to increased secondary cracking.

![Figure 6-15](image)

**Figure 6-15.** Effect of chain length on the total conversion and secondary cracking expressed as the moles of cracked products formed per 100 moles of feed cracked at 375 °C, 150 bar and H₂/HC molar ratio of 11.0 for a given space time over Cat-I.
CHAPTER VII

CONCLUSIONS

This research is focused on the development of mechanistic kinetic models for the hydrocracking of complex feedstocks of industrial relevance. Two separate models are developed, one for the hydrocracking of vacuum gas oils and the other for the hydrocracking of long chain paraffins. Because of the complex structures of the molecules present in a typical vacuum gas oil and the gigantic reaction network, some simplifying assumptions are made in the hydrocracking model of vacuum gas oil. In the hydrocracking model of paraffin feeds, on the other hand, the modeling approach adopted for VGO has been extended to an even more detailed and fundamental level which allowed to investigate the effect of the relative strength of the metal/acid activity of the hydrocracking catalyst on the hydrocracking product distribution.

Both models are developed using an exhaustive network of elementary steps, generated by a computer algorithm. The elementary steps occurring on the acid sites of the catalyst are based on the underlying carbenium ion chemistry of the hydrocracking process. The reaction network for the saturation of aromatic species is based on the sequential hydrogenation of the aromatic rings.

In the VGO hydrocracking model, it is assumed that the dehydrogenation/hydrogenation reactions preceding/following the acid site transformations attain quasi-equilibrium, so that the elementary steps on the acid sites are considered to be the rate determining steps. The frequency factors for these steps are modeled using the single event concept and the activation energies are based on the nature of the reactant and the product carbenium ions. This leads to a tractable number of model parameters in spite of a very large number of steps actually considered in the model. The number of activation energies required in the model has been further reduced by identifying the similarity in the structural transformation in the acyclic, exocyclic and endocyclic β-scission steps.
An investigation of the available experimental data on the hydrocracking of VGO revealed that the amount of mono-ring species found in the hydrocracking products was significantly higher than what could be formed by the opening of the multi-ring species. This suggested the importance of the cyclization of paraffins in the formation of mono-ring naphthenes. A reaction mechanism proceeding through diolefinic species has been proposed in this work to model the rate of the cyclization steps. A significant increase in the rate of cyclization with temperature has been reported in the literature. It is supported by this mechanism, as shown from the reactor simulations.

To model the equilibrium coefficients of the protonation steps, a new hypothesis has been proposed in this work which eliminates the involvement of the reference olefins, practiced previously. This hypothesis has been corroborated by calculating the true values of the lumping coefficients using the gas phase heats of formation of carbenium ions and comparing them with the lumping coefficients calculated with the existing and proposed methods.

As the reactions on zeolite catalysts occur through the reactants sorbed in the zeolite pores, the kinetic model have been developed to account for the sorption of hydrocarbons belonging to different classes from the liquid phase to the zeolite pores. As reported in the literature, the reactivity of bulky molecules decreases with molecular size on the zeolite catalysts due to their reduced probability to enter the pores. The current modeling approach allows to account for the reduced reactivity of the bulky molecules by using the smaller values of their sorption equilibrium coefficients.

The model for the hydrocracking of VGO explicitly considers the strong competitive chemisorption of aromatic/polyaromatic species on the acid sites of the catalyst to account for the influence of the aromatic content of the feedstock on the rates of acid site transformations. The values of the protonation equilibrium coefficients required to calculate the acid site coverage have been estimated from the gas-phase proton affinities of the aromatics and their heats of stabilization from gas phase to acid sites. The entropic part of the protonation equilibrium coefficients has been estimated using statistical thermodynamics.
The increase in the hydrogenation reactivity of aromatics with the number of aromatic and saturated rings is well known from the experimental literature. This increase in the reactivity is caused both by the higher chemisorption coefficients of polyaromatics on the metal sites as well as the higher values of their intrinsic hydrogenation rate coefficients. The current model accounts for both these important aspects to model the rate of aromatic hydrogenation reactions at a fundamental level.

The total number of molecular species considered in this model is of the order of 1 million. It was not possible to write a continuity equation for each individual species because of the mathematical problems that would arise during the integration of such a large number of ordinary differential equations as well as the limitations of the current analytical techniques for the identification of individual molecules in the heavy petroleum mixtures. Therefore, a ‘strict’ lumping strategy has been devised which is based on the attainment of thermodynamic equilibrium among the isomers placed in each lump. This approach leads to 1266 pure components/lumps to be used in this model. Although a lumping of components is employed in the model, the global rates of conversion among the lumps are calculated by accounting for the contribution of all the reactions of every component present in a lump. The concentration profiles of all these lumps and hydrogen are obtained in the gas and liquid phases along the reactor by integrating 2534 ordinary differential equations. An ordinary differential equation for the temperature profile of the gas/liquid phases and an algebraic equation for the calculation of the temperature of the catalyst at each axial position in the reactor are solved simultaneously with the 2534 mass balance equations. The model has been used to estimate the parameters from the experimental data on VGO hydrocracking.

A variety of simulations have been performed in this work using the estimated parameters to analyze the effect of operating conditions on the product distribution. The model is capable of providing the product distribution at any level of detail desired by the user. For example, the evolution of various commercial fractions, the evolution of various hydrocarbon classes, the evolution of paraffins, naphthenes and aromatics in each commercial fraction, the evolution of each hydrocarbon class in a commercial
fraction, the evolution of the carbon number distribution of each class as well as each commercial fraction and so on. The effect of temperature and pressure on the product distribution predicted by the model is supported by the information available in the open literature. The effect of the distribution of the isomers with different degree of branching in a class on the reactivity of vacuum gas oil has also been studied, showing the increase in the VGO conversion with an increase in the content of isomers with higher number of methyl branches. The simulations carried out in this study reveal the deviation of the isomer distribution from the corresponding thermodynamic distribution, confirming the published experimental data.

The potential of the model for commercial applications is clear considering the wealth of information it produces compared to the available models based on lumps mainly defined by their physical properties. For example, the prediction of the yield of aromatics in the hydrocracking products is very important to the refining industry considering the growing environmental regulations imposed by federal agencies. Apart from that, the properties of the products obtained from the hydrocracking process are significantly affected by their aromatic content, e.g., aromatics improve the quality of the gasoline fraction by enhancing its octane number, while they deteriorate the quality of kerosene and diesel in terms of their smoke point and cetane number. Therefore, the accurate prediction of the amount and composition of aromatics in various commercial fractions and the effect of operating conditions on their yields as predicted by the present model can be extremely valuable to the refiners.

The hydrogen consumption for different feedstocks and the knowledge of the temperature increase during hydrocracking reactions are also very important parameters for the hydrocracker operators. The conventional lumped models obtain the amount of hydrogen consumption using the average C/H ratios of the feed and products, whereas the total heat generated is calculated by taking a constant value for the heat evolved per mole of hydrogen consumed. The current model considers a detailed reaction network for the hydrogenation of mono- and multiring aromatics which allows the prediction of precise values for hydrogen consumption, depending on the aromatic content and
composition of the feed, as well as on the conversion level. The detailed energy balance based on the heats of formation of all the reacting species along with the heat effects associated with the vaporization of lighter hydrocarbons formed during the cracking reactions permits the model to accurately predict the temperature profile along the reactor. This kind of information can be efficiently used for the optimization of commercial plants with respect to the operating conditions as well as the efficient selection of the feedstock for a desired product slate.

The other contribution of this research is the development of a generalized mechanistic kinetic model for the hydroisomerization and hydrocracking of long chain paraffins. Unlike the assumption made in the VGO model, this model considers the dehydrogenation/hydrogenation reactions preceding/following the acid site transformations also to be rate determining like some of the elementary steps occurring on the acid sites of the catalyst. This enables the model to simulate hydrocracking on catalysts with low metal activity. The activation energies of acid site steps in this model are obtained by the use of the Evans-Polanyi relationship. Quantum chemical calculations have been performed to obtain the energies of the gas phase carbenium ions. These are used to develop a group contribution method for the faster estimation of heats of formation of all the carbenium ions. This model contains 14 independent parameters which are invariant with respect to the carbon number of the feedstock and the reactor operating conditions. These parameters have been estimated from experimental data on the hydrocracking of n-hexadecane. A new parameter \( \Psi_{\text{feed}} \) is introduced in this model which quantifies the approach of the hydrogenation/dehydrogenation steps to the corresponding equilibrium. The effects of the metal activity, of temperature, pressure and \( \text{H}_2/\text{HC} \) ratio on the product distribution and on the shift in the rate determining step have been investigated. The model has potential application for selecting the optimum operating conditions in the hydrocracking of mixtures of paraffins as encountered in Fisher-Tropsch waxes, now produced starting from natural gas, and for a more efficient selection of the catalyst.
7.1. Recommendations for the Future Work

Similar to the approach taken for the hydrocracking of pure paraffins, the VGO model can also be built considering the rate determining steps to be both on metal and acid sites of the catalysts. A firm ground work has been laid down in this research to model the rate coefficients of the metal site dehydrogenation/hydrogenation reactions of paraffinic species which can be extended to the ring species present in VGO.

Another important development in the VGO model is the implementation of the Evans-Polanyi relationship for the modeling of activation energies. This requires the energies of the carbenium ions with complex naphthenic and aromatic structures. Calculation of the energies of these species, although computationally expensive, can be carried out considering the ever increasing processor speeds. Uncertainties in the energies of such species using currently available ab initio theories, however, need to be addressed in this effort. Similar to the acid site steps, the modeling of the activation energies of the metal site rate coefficients using the Evans-Polanyi relationship in the two-site rate determining VGO model would also be a significant theoretical development.

The current model does not account for the deactivation of the catalyst due to coke deposition. Although the rate of coking in hydrocracking is very low because of the high hydrogen pressures, the prediction of the decrease of the catalyst activity with run time and the knowledge of the rate of temperature increase required to maintain the conversion levels are of great importance to the refining industry. Modeling of the rate of coke formation using a fundamental approach as advanced in the current model would be highly recommended. At the same time, addition of the hydrodesulfurization and hydrodenitritication reactions to the current reaction network would be of great practical importance. The deleterious effect of the organic nitrogen on the acidic sites of the catalyst also needs to be considered.

The need for reliable kinetic models with high predictive capabilities for such kind of complex processes is ubiquitous in the oil industry. Development of such models is possible only through fundamental mechanistic approaches which require a detailed
composition of the feedstock. As discussed in this dissertation, to obtain this type of
detailed feedstock composition is very difficult, practically impossible, in a typical
refinery. This opens up the avenues for the development of theoretical approaches that
can predict the detailed feedstock composition from a partial analysis, which is generally
available in the oil industry. Integration of such techniques with the detailed mechanistic
models as developed in this work would consummate the current research.
NOMENCLATURE

\( a_v = \text{Gas-liquid interfacial area, } [\text{m}^2/\text{m}^3] \)

\( a_{LS} = \text{Liquid-solid interfacial area, } [\text{m}^2/\text{m}^3] \)

\( \hat{A}_\omega = \text{Single event frequency factor for } \omega \text{ type of elementary steps, } [\text{1/hr}] \)

\( \hat{A}_\omega^{\text{comp}} = \text{Composite single event frequency factor for } \omega \text{ type of steps, } [\text{kmol/kg}_{\text{cat}}/\text{hr}] \)

\( c_m = \text{Total concentration of the metal sites, } [\text{kmol/kg}_{\text{cat}}] \)

\( c_{\text{sat,Pi}} = \text{Sat. concentration of paraffin } P_i \text{ in the zeolite pore, } [\text{kmol/kg}_{\text{cat}}] \)

\( C_{\text{gas}P,H_2} = \text{Gas phase heat capacity of hydrogen, } [\text{kJ/mol/K}] \)

\( C_{\text{gas}P,S_g} = \text{Gas phase heat capacity of lump } S_g, [\text{kJ/mol/K}] \)

\( C_{\text{liq}P,S_g} = \text{Liquid phase heat capacity of lump } S_g, [\text{kJ/mol/K}] \)

\( C_{\text{gas}total} = \text{Total concentration of the gas phase, } [\text{kmol/m}^3] \)

\( C_{\text{liq}total} = \text{Total concentration of the liquid phase, } [\text{kmol/m}^3] \)

\( C_t = \text{Total concentration of the acid sites, } [\text{kmol/kg}_{\text{cat}}] \)

\( C_{\text{liq}H_2} = \text{Concentration of hydrogen in the liquid phase, } [\text{kmol/m}^3] \)

\( C_{\text{liq}P_i} = \text{Concentration of paraffin } P_i \text{ in the liquid phase, } [\text{kmol/m}^3] \)

\( C_{\text{liq}Si} = \text{Concentration of species } S_i \text{ in the liquid phase, } [\text{kmol/m}^3] \)

\( C_{\text{liq}S_g} = \text{Concentration of lump } S_g \text{ in the liquid phase, } [\text{kmol/m}^3] \)

\( C_{\text{gas}S_g} = \text{Concentration of lump } S_g \text{ in the gas phase, } [\text{kmol/m}^3] \)

\( [C_{P_i}] = \text{Concentration of sorbed paraffin, } [\text{kmol/kg}_{\text{cat}}] \)
\[
\begin{align*}
[C_{\text{Oij}}] &= \text{Concentration of sorbed olefins, [kmol/kg}_{\text{cat}}] \\
[C_{\text{RC}}] &= \text{Concentration of surface carbenium ions } R^+_i, \text{ [kmol/kg}_{\text{cat}}] \\
E_{o,k} &= \text{Intrinsic activation energy for elementary steps of type } k, \text{ [kJ/mol]} \\
E_{\omega(m;n)} &= \text{Activation energy for the steps of } \omega(m;n) \text{ subtype, [kJ/mol]} \\
E_{\omega(m;n)}^\text{comp} &= \text{Composite activation energy for the steps of } \omega(m;n) \text{ subtype, [kJ/mol]} \\
\hat{f}_i &= \text{Partial fugacity of component } i \text{ at reaction temperature and pressure, [bar]} \\
f_i^\alpha &= \text{Fugacity of pure component } i \text{ at standard state conditions, [bar]} \\
F_{S_g}^{\text{gas}} &= \text{Gas phase flow rate of lump } S_g, \text{ [kmol/hr]} \\
F_{S_g}^{\text{liq}} &= \text{Liquid phase flow rate of lump } S_g, \text{ [kmol/hr]} \\
F_{H_2,\text{quench}} &= \text{Molar flow rate of the hydrogen stream for quench, [kmol/hr]} \\
h &= \text{Planck’s constant, [kJ.hr]} \\
h_{LS} &= \text{Solid-liquid heat transfer coefficient, [kJ/m}^2\text{/K/hr]} \\
\Delta H_{\text{exo-}\beta} &= \text{Heat of the exocyclic } \beta\text{-scission elementary steps, [kJ/mol]} \\
\Delta H_{\text{acyc-}\beta} &= \text{Heat of the acyclic } \beta\text{-scission elementary steps, [kJ/mol]} \\
\Delta H_{f}^g(i) &= \text{Heat of formation of specie } i \text{ in the gas phase, [kJ/mol]} \\
\Delta H_{f}^s(i) &= \text{Heat of formation of species } i \text{ at the surface, [kJ/mol]} \\
\Delta H_{f}^{\text{liq}} &= \text{Heat of formation of lump } S_g \text{ in the liquid phase, [kJ/mol]} \\
\Delta H_{f}^{\text{sorbed}}(O) &= \text{Heat of formation of olefin in the sorbed phase, [kJ/mol]} \\
\Delta H_{\text{vap}}(i) &= \text{Latent heat of vaporization of species } i, \text{ [kJ/mol]}
\end{align*}
\]
\( \Delta H_{stab}(R^+) \) = Heat of stabilization of carbenium ion, \( R^+ \) from liquid phase to the surface, [kJ/mol]

\( \Delta H_{sorp}(i) \) = Heat of sorption of specie \( i \) from liquid phase to the sorbed phase, [kJ/mol]

\( \Delta H_{pr(S_{ij} \rightleftharpoons S_{Oij})} \) = Enthalpy of protonation of olefinic species \( S_{Oij} \)

\( [H^+] \) = Concentration of vacant acid sites, [kmol/kg_cat]

\( H_{Si} \) = Henry coefficient for the sorption of paraffin \( S_i \), [m^3/kg_cat]

\( k_B \) = Bolzmann’s constant, [kJ/molecule/°C]

\( \tilde{k}_{\alpha(m;n)} \) = Single event rate coefficient for the elementary step of type \( \alpha(m;n) \), [1/sec]

\( k_{O,Sg} \) = Overall mass transfer coefficient for lump \( S_g \), [m/hr]

\( k_G \) = Gas phase mass transfer coefficient, [m/hr]

\( k_L \) = Liquid phase mass transfer coefficient, [m/hr]

\( k_{dh} \) = Dehydrogenation rate coefficient, [kg_cat/kmol/hr]

\( k_{comp}^{hyd,3H_2} \) = Composite rate coefficient for the hydrogenation of monoaromatics, 

\( \left( \text{[kmol/kg_cat/hr]} \right) \left( \text{m}^3/\text{kmol} \right)^3 \)

\( K_{VLE_{H_2}} \) = Vapor liquid equilibrium coefficient for hydrogen, [dimensionless]

\( K_{C,VLE}^{S_g} \) = Concentration based vapor liquid equilibrium coefficient for lump \( S_g \), [dimensionless]

\( K_{C,H_2} \) = Chemisorption equilibrium coefficient for hydrogen at the metal site, [m^3/kmol]

\( K_{C,Pi} \) = Chemisorption equilibrium coefficient of paraffin \( P_i \) at the metal site, [kg_cat/kmol]
\( K_{\text{DH,ij}}^{\text{adv}} \) = Dehydrogenation equilibrium coefficient at the metal site, [dimensionless]

\( K_{\text{DH,ij}}^{\text{liq}} \) = Equilibrium coefficient for the overall dehydrogenation reaction in the liquid phase, [kmol/m^3]

\( K_{\text{DH,liquid}}^{\text{liq(S_i\rightarrow S_{ij})}} \) = Equilibrium coefficient for the given overall dehydrogenation reaction in the liquid phase, [kmol/m^3]

\( K_{L,P_i} \) = Sorption equilibrium coefficient of paraffin \( P_i \) in the zeolite pore, [m^3/kmol]

\( K_{pr} \) = protonation/deprotonation equilibrium coefficient, [dimensionless]

\( n_e \) = Number of single-events, [dimensionless]

\( N_{lumps} \) = Total number of lumps/pure components, [dimensionless]

\( N_{sat,lumps} \) = Number of saturated lumps/pure components, [dimensionless]

\( N_{aro,lumps} \) = Number of aromatic lumps/pure components, [dimensionless]

\( N_{Sg} \) = Molar flux of lump \( S_g \) from gas phase to liquid phase, [kmol/hr/m_i^2]

\( q(m) \) = Heat of stabilization of \( m \) type of carbenium ion, from sorbed phase to the surface, [kJ/mol]

\( \Delta q(m) \) = Relative heat of stabilization of a proton with respect to an \( m \) type of paraffinic carbenium ion, [kJ/mol]

\( \Delta q(z,m) \) = Relative heat of stabilization of a proton with respect to an \( m \) type of carbenium ion of class \( Z \), [kJ/mol]

\( R \) = Universal gas constant, [kJ/mol/K]

\( R^{(g;h)}_{\text{gastro}(m;n)} \) = Global rate of conversion of lump \( g \) into lump \( h \) through \( \omega(m;n) \) type of elementary steps, [kmol/kg_{cat}/hr]
\[
R_{\text{Form}}^\text{Pg, metal} = \text{Rate of formation of paraffin lump } P_g \text{ on metal sites, [kmol/kg}_{\text{cat}}/\text{hr]}
\]

\[
R_{\text{Form}}^\text{Og, metal} = \text{Rate of formation of Olefin lump } O_g \text{ on metal sites, [kmol/kg}_{\text{cat}}/\text{hr]}
\]

\[
R_{\text{Form}}^\text{Og, acid} = \text{Rate of formation of Olefin lump } O_g \text{ on acid sites, [kmol/kg}_{\text{cat}}/\text{hr]}
\]

\[
R_{\text{Form}}^\text{Sg, net} = \text{Net rate of formation of lump } S_g \text{ on acid sites, [kmol/m}^3/\text{hr]}
\]

\[
[S_i] = \text{Sorbed concentration of species } S_i \text{ in the zeolite pores, [kmol/kg}_{\text{cat}}]
\]

\[
[S^+_{Rk}] = \text{Concentration of surface carbenium ions } S^+_{Rk}, \text{ [kmol/kg}_{\text{cat}}]
\]

\[
\Delta S_{pr} = \text{Intrinsic entropy of protonation, [kJ/mol/K]}
\]

\[
S_t = \text{Entropy corresponding to three translational degrees of freedom, [kJ/mol/K]}
\]

\[
T_{\text{liq}} = \text{Liquid phase temperature, [K]}
\]

\[
T_{\text{solid}} = \text{Solid phase temperature, [K]}
\]

\[
T_{H_2} = \text{Temperature of the hydrogen stream used for quench, [K]}
\]

\[
T_{\text{in}} = \text{Bed inlet temperature, [K]}
\]

\[
T_{\text{out}} = \text{Bed outlet temperature, [K]}
\]

\[
v_{\text{pore}} = \text{Micro-pore volume in the zeolite, [m}^3/\text{kg}_{\text{cat}}]
\]

\[
v_{\text{sat, g}}^{\text{liq}} = \text{Saturated liquid phase volume of lump } g, \text{ [m}^3/\text{kmol]}
\]

\[
W_{\text{feed}}^{C_{20+}} = \text{Weight of } C_{20+} \text{ hydrocarbons in the feed, [kg]}
\]

\[
W_{\text{prod}}^{C_{20+}} = \text{Weight of } C_{20+} \text{ hydrocarbons in the products, [kg]}
\]

\[
W_{\text{feed}}^{C_{20+}} = \text{Weight of } C_{20+} \text{ hydrocarbons in the feed, [kg]}
\]

\[
\chi_i = \text{Mole fraction of component } i \text{ in the liquid phase, [dimensionless]}
\]
$X = \text{weight percent conversion of VGO}$

$y_{eqm}^{Si} = \text{Equilibrium mole fraction of paraffin } i \text{ in the corresponding lump, [dimensionless]}$

$y_{eqm}^{Oij} = \text{Equilibrium mole fraction of olefin } ij \text{ in the corresponding lump, [dimensionless]}$

$z = \text{Axial length along the reactor, [m]}$

**Greek symbols**

$\alpha_k = \text{Transfer function for elementary steps of type } k$

$\gamma_i = \text{Activity coefficient of component } i \text{ in the liquid phase, [dimensionless]}$

$\Omega = \text{Reactor cross-sectional area, [m}^2\text{]}$

$\lambda_{Sg} = \text{Latent heat of vaporization of lump } S_g , \text{[kJ/mol]}$

$\Psi = \text{Parameter for quantifying approach to equilibrium, [dimensionless]}$

$\sigma_{EXT} = \text{External rotational symmetry number, [dimensionless]}$

$\sigma_{INT} = \text{Internal rotational symmetry number, [dimensionless]}$

$\sigma_{gi} = \text{Global symmetry number of species } i , \text{[dimensionless]}$
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