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ABSTRACT

Empirical Modeling and Simulation of Edgewater Cusping and Coning.

(May 2008)

Kolawole Babajide Ayeni, B.S., University of Ibadan, Nigeria;

M.S., University of Oklahoma

Chair of Advisory Committee: Dr. Robert Wattenbarger

In many cases, it is important to predict water production performance of oil wells early in, or maybe before, their production life. In as much as oil field water is important for pressure maintenance purposes and displacement of oil towards the perforation of the producing well, excessive water production leads to increased cost. In the case when no provision is made, it represents a significant liability. The case considered here is a well producing from a monocline with an edge-water aquifer. Although such problems can be computed with reservoir simulation, the objective of this work was to develop an empirical method of making water production predictions.

The reservoir model was described as a single well producing from the top of a monocline drainage block with water drive from an infinite-acting aquifer. During the reservoir simulation runs, water would cusp and cone into the well, increasing water production and decreasing oil production. A number of simulation runs were made, varying eleven model variables. Typical model variables include dip angle, formation thickness and production rate. For each run a modified Addington-style plot was made.
The relationship between each model parameter and three graphical variables was used to develop the set of empirical correlations. The empirical correlations developed were integrated with some derived equations that relate important reservoir parameters and incorporated into a computer program.

The developed correlations and program can be used to carry out sensitivity analysis to evaluate various scenarios at the early planning stages when available reservoir data are limited. This gives a quick and easy method for forecasting production performance with an active edge-water drive. Furthermore, the approach developed in the research can be applied to other water production problems in other fields/reservoirs. The developed program was validated and used to evaluate synthetic and field cases. Overall, a good match was achieved.
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CHAPTER I
INTRODUCTION

Problem Description

A major problem in hydrocarbon depletion is the accompanying water production. Water production, especially in a deep offshore aquifer driven reservoir, is inevitable. Water production may come in the form of a tongue, cone, cusp or a combination of all depending on the location, magnitude and direction of water movement. Some of the drawbacks include decrease in oil flow rate, increase in the volume of water to be handled thereby increasing the cost of surface installations, reduced efficiency in the depletion mechanism, increase in water disposal cost because produced water is often corrosive, early abandonment of affected well and loss of field total overall recovery.

The situation is not different in a monocline reservoir. Edgewater cusping and coning presents huge challenges especially when it is unanticipated. Edgewater cusping and coning is different from bottom water coning because water encroaches in a sloping bed. Some of the challenges encountered in a monocline reservoir include difficulty in predicting water breakthrough time and Water-oil ratio (WOR) performance after breakthrough.

Most of the work related to water production in oil wells available in the literature deals with bottom water coning. This study focuses on edgewater cusping and

---

This dissertation follows the style of Society of Petroleum Engineers Journal.
coning behavior in a deep offshore monocline reservoir with strong aquifer support. The approach employed in this study is to construct a model and perform an extensive parameter study using reservoir simulation. The research modifies the Addington/Yang\textsuperscript{1,2} procedure and also introduces a new plotting method. The resulting correlations obtained are coupled with the derived equations to obtain a model for describing edgewater cusping performance. The emphasis was on breakthrough time prediction and post-breakthrough performance because of their practical application.

It is also important to distinguish between coning and cusping. Coning of water and/or gas in an oil well or water in a gas well is the phenomenon related to the vertical movement of water from the underlying water zone or gas from the overlying gas zone towards the completion interval of the production well\textsuperscript{3}. Cusping\textsuperscript{4} of water is the lateral breakthrough of water from a down-dip aquifer.

**Value to Industry**

During the well planning stage, the reservoir engineer wants to know the maximum oil production rate at which a well can be produced without concurrent production of the displacing phase. This is referred to as the critical rate. If economic conditions dictate production above this ‘critical rate’, the engineer wants to know two additional things: time of water breakthrough and WOR following breakthrough. At this stage, the available reservoir parameters or data are at a minimum and the dollar value of an accurate forecast is critical and at the highest.
The importance of a simple predictive tool at this stage of field development cannot be over emphasized. The objective is to be able to make an accurate forecast when we have little data. This stresses the benefits of a predictive tool that can be used to carry out sensitivity analysis to evaluate various scenarios. For the current problem encountered by the operator/research sponsor, the predictive tool can explain the early water breakthrough; give guidance regarding proposed future wells and recommend optimum rates at the initial planning stage.

The goal of this research is to develop a simple and practical tool that will assist the reservoir/planning engineer to make an accurate forecast at the early planning stages when available reservoir data are limited. The developed correlation can be used to predict breakthrough time and WOR performance after water breakthrough. It will also permit preliminary studies without a full simulation. Furthermore, the developed correlation can be used as a planning tool for quick approximations, screening and comparison of alternatives.

**Objectives and Procedure**

The objectives of this research are:

(1) To present a new method for describing edgewater cusping and coning performance in a monocline reservoir with strong aquifer drive.

(2) To develop an empirical model that can predict water breakthrough time and WOR for new wells given available reservoir data.
(3) To develop an empirical model that can be used to match WOR for existing wells (calibrating parameters).

(4) To present a computer based program that incorporates the developed correlations and equations to determine WOR performance for vertical wells. Reservoir simulation techniques are used in combination with analytical and field data to achieve our objectives.

**Organization of this Dissertation**

The study is divided into seven chapters. The outline and organization of this dissertation are as follows:

Chapter I presents an overview of the problem of edgewater cusping and coning and the challenges associated with the undesirable phenomena. The relevance of the research, approach, objectives and deliverables of the research are concisely stated.

Chapter II presents an extensive literature review describing the previous approach to cusping and coning problems. A review of some papers relevant to dipping reservoirs was carried out. Chapter III gives an overview of the various displacement mechanisms encountered in the displacement of one fluid by another fluid in a dipping reservoir.

Chapter IV gives a qualitative analysis of the various stages of the development of the simulation model. Chapter V discusses the development of the empirical correlations.
Chapter VI presents the computer program and application of the developed model to synthetic and field data. Chapter VII provides conclusions from this research work and recommendations for future research work.
CHAPTER II
LITERATURE REVIEW

Introduction

From an extensive literature review, the solution to the coning problem as been addressed along two main lines:\(^5,6\):

- Steady State Solutions
- Unsteady State Solutions

This chapter reviews the previous approach to cusping and coning problems in general.

Steady State Solutions

Most steady state solutions determine the critical oil flow rate which is defined as the maximum rate of oil production without concurrent production of the displacing phase by coning. A steady state condition is achieved when the outer drainage boundary is at a constant pressure. This makes the potential at the lateral boundary constant thereby creating a steady state flow condition. In this case, the critical coning rate obtained doesn’t change with time or cumulative oil production.

The critical rate solution can be divided into 2 parts:

1. Analytical solution based on the equilibrium conditions of viscous and gravity forces.
2. Empirical correlations. This involves laboratory experiments and recently the use of numerical simulation.
Unsteady State Solutions

This category of solution uses numerical simulation to obtain correlations for break through time and post break through behavior. Here, a closed boundary problem is encountered. The critical rate obtained decreases with time or cumulative oil production. The approaches and solutions developed by Addington\textsuperscript{1}, and Yang-Wattenbarger\textsuperscript{2} fall into this category.

Three parameters are used to characterize coning solutions: critical coning rate, water breakthrough time and WOR after water breakthrough.

Critical Rate Solutions

A number of methods have been developed for determining critical coning rate. The pioneering work was done by Muskat and Wyckoff\textsuperscript{7}. They presented an approximate analytical solution by solving the gravity equilibrium equation for the total pressure drop using a graphical method to obtain the critical coning rate. Their assumption was based on single phase (oil) potential distribution around the well at steady state conditions whose solution is given by the solution of Laplace equation for incompressible fluid. It was also assumed that a uniform flux boundary condition exists at the well, giving a varying well potential with depth and the potential distribution in the oil phase is not influenced by the cone shape.

From the continuity equation and Darcy’s law, the expression for critical coning rate was derived by Meyer and Garder.\textsuperscript{8} They simplified the analytical derivation by
assuming radial flow and the critical rate is determined when the water cone touches the bottom of the well.

Chaney, *et al*\(^9\) and Chierici, *et al*\(^{10}\) used potentiometric techniques to determine critical rate. Chaney *et al* determined the oil potential using both mathematical equations and potentiometric analyzer. They assumed that critical rate obtained for a given geometry, fluid and rock properties can be corrected for other fluid and rock properties as long as the geometry don’t change. Following this assumption, they developed a set of curves for predicting critical coning rate for various lengths of perforations. The Chierici et al model included both gas and water coning. The results were presented in dimensionless graphs that take into account reservoir anisotropy.

Schols\(^{11}\) derived an empirical relationship for the critical rate for water coning based on Experimental study using a Hele-shaw model.

Wheatley\(^{12}\) determined critical oil production rate for a water coning problem in a partially penetrating oil well. The problem was formulated in terms of the fluid potential, \(\Phi\) in the oil phase and the presence of the cone was taken into consideration in the problem formulation. A potential function for the radial flow problem was formulated with a set of boundary conditions. The Laplace equation was solved and the resulting function modified subject to the stated boundary conditions. The solution of the Laplace equation in terms of the steady state flow potential was used to obtain the dimensionless source strength \(q_D\) in terms of the position of the apex of the cone. An iterative algorithm is then used to solve the derived equations for the critical rate.
Arbabi and Fayers\textsuperscript{13} examined the accuracies of various analytical equations for calculating critical coning rates in vertical wells and horizontal wells and found out that there were uncertainties by a factor of 20 in the results for horizontal wells. Five equations for evaluating critical cresting rates were applied to a horizontal well gas cresting problem. The results from the approximating equations were compared to results from numerical simulation to determine which of the methods were accurate. Comparison of critical rates between simulation and analytical solution for a vertical well at various completion penetration fractions revealed that the Wheatley analysis is the only vertical well coning prediction method with good accuracy for vertical wells. Thus, following Wheatley’s approach for deriving the equations for vertical wells, a new semi-analytic solution for critical cresting rates for horizontal well was derived for investigating critical cresting rates for a horizontal well located at any depth or level in the reservoir. It was modeled as an infinite line sink thus the 3D flow problem was reduced to 2D flow geometry in Cartesian coordinate.

Hoyland et al\textsuperscript{14} employed an analytical and simulation approach to predict critical oil rate for bottom water coning in an anisotropic, homogeneous formation with the well completed from the top of the formation. The analytical solution uses the general solution of the time independent diffusivity equation for compressible, single phase flow in the steady state limit with the replacement of Muskat’s assumption of uniform flux at the well bore with that of an infinitely conductive well bore. The simulation approach was based on large number of simulation runs with more than 50 critical rates determined. The result of the analytical solution was presented as a plot of
dimensionless critical rate \( q_{CD} \) vs. dimensionless \( r_D \) for five fractional well penetrations \( L_p/h_t \). For the simulation, regression analysis was used to analyze the simulation runs. A relationship was derived for \( q_c \) for the isotropic reservoir case and for the anisotropic reservoir case. The simulation results could not be correlated into an equation but summarized in graphical form.

Giger\(^{15} \) used the hodograph method to derive equations for the shape of the water cone. Water cresting problem in horizontal wells was solved analytically for lateral edge drive, gas-cap drive and bottom water drive. The critical flow rate for the three production mechanisms as a function of the coordinates was used to obtain the shape of the WOC.

Menouar and Hakim\(^{16} \) used numerical approach to analyze water coning for vertical wells and water cresting for horizontal wells. A method to estimate critical rate was presented and the influence of some of the most relevant reservoir parameters on critical rate was investigated. The parameters include well length, mobility ratio, anisotropy ratio, well position and reservoir geometry. The solution developed by the authors was based on the observation of the variation of the saturation gradient in the reservoir. An expression that relates the saturation function \( f_s \) to water saturation at two coordinate points as a function of oil column thickness was written.

Kidder\(^{17} \) determined the maximum water free production rate for the cusping problem by the solution of the free boundary problem using the methods of complex variable theory and the hodograph method. The dipping permeable stratum within which
the flow of oil takes place is assumed to be of uniform thickness and sufficiently thin that the flow may be treated as a 2-D taking place in the plane of the dipping stratum.

**Water Breakthrough Time Prediction**

Most prediction methods for coning give a “critical rate” at which a stable cone can exist from the fluid contact to the nearest perforations. The theory is that, at rates below the critical rate, the cone will not reach the perforations and the well will produce the desired single phase. At rates equal to or greater than the critical rate, the second fluid will eventually be produced and will increase in amount with time. However, these theories based on critical rates do not predict when breakthrough will occur nor do they predict water/oil ratio or gas/oil ratio after breakthrough.

Sobocinski and Cornelius\(^{18}\) developed a correlation for predicting water coning time based on laboratory experimental data and computer program results. The method is a correlation of dimensionless cone height, \(Z_D\) versus dimensionless time, \(t_D\). It is based partly on experimental work done on a single sand–packed laboratory model and partly on results from a 2-D computer program for 2-phase, incompressible fluid flow. The groups were developed from the scaling criteria for the immiscible displacement of oil by water using the equations below to obtain the dimensionless groups

\[
Z_D = \frac{0.00307\Delta \rho k_h h h r}{\mu_o q_o B_o} \quad \text{.................................................. (2.1)}
\]

\[
t_D = \frac{0.00137\Delta \rho k_h (1 + M^\alpha) t}{\mu_o \phi h F_k} \quad \text{.................................................. (2.2)}
\]
Using the build-up and departure curves on the $Z_D$ vs. $t_D$ plot, coning situations can be predicted.

Bournazel and Jeanson\textsuperscript{19} modified Sobocinski and Cornelius equation for the dimensionless height of the water cone with results from experimental research. A simple analytic equation was found that relates dimensionless height to dimensionless time.

$$ t_D = \frac{Z_D}{3 - 0.7Z_D} \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad (2.3) $$

Thus, breakthrough time can be calculated with the equation above without using the plot Sobocinski and Cornelius proposed earlier.

Ozkan and Raghavan\textsuperscript{20} investigated the behavior of water or a gas cone in a horizontal well and derived an approximate analytical equation to predict breakthrough time in horizontal wells. By assuming steady state flow, same mobility for oil and water, constant pressure at the water-oil interface etc and using dimensionless variables, the equation for calculating breakthrough time was derived to be:

$$ t_{DBT} = \frac{z_0}{\partial \phi_D / \partial Z_D} = 0 \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad (2.4) $$

The dimensionless production rate $q_D$ and time $t_D$ are defined as:

$$ q_D = \frac{q_\mu_B}{2\pi k\gamma h^2 \Delta \rho g} \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad (2.5) $$

$$ t_D = \frac{k \Delta \rho g t}{\phi \mu_o h} \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad (2.6) $$
The behavior of the cone was correlated as a function of dimensionless parameters when \( r_{ed} \geq 3.3 \) \& \( L_D \geq 2.3 \).

Papatzacos\textsuperscript{21} et al derived a semi-analytical solution for time development of a gas or water cone and of simultaneous gas and water cones in an anisotropic infinite reservoir with a horizontal well placed in the oil column. The solution was derived using the moving boundary method with gravity equilibrium assumed in the cones. A numerical simulation model was used to validate the accuracy of the semi-analytical solution. For the gas cone case, the semi-analytical results were presented as a single dimensionless curve (time to breakthrough versus rate). For the simultaneous gas and water-cone case, the results were given in 2D sets of curve – one for the optimum vertical well placement and one for the corresponding time to breakthrough as functions of rate with the density contrast as a parameter. For the single cone solution, the breakthrough time is given by:

\[
\ln(t_{BD}) = -1.7179 - 1.1633U + 0.16308U^2 - 0.046508U^3 \quad \text{where} \quad U = \ln(q_D)
\] .... (2.7)

Zamonsky\textsuperscript{22} et al used a numerical simulation model to study the behavior of water production as a function of reservoir parameters. The water cut versus time plot was the variable used for characterization. A database consisting of almost 20,000 cases was built. From analyzing the data, a formula for calculating break through time was proposed.
**Water-Oil Ratio after Water Breakthrough**

In addition to developing an equation to obtain breakthrough time, Bournazel and Jeanson\textsuperscript{19} developed a correlation for the Water-Oil Ratio (WOR) evolution after breakthrough. They combined experimental correlations using dimensionless numbers with a simplified analytical approach based on the assumption that the front shape behaves like a current line in an equivalent model of different shape to determine WOR performance after breakthrough.

Chappelear and Hirasaki\textsuperscript{23} developed a theoretical model that can be installed in a finite-difference reservoir simulator. The model was for oil-water coning in a partially perforated well. The derived coning model was expressed as an equation that relates the water cut, $f_w$, the average oil column thickness, $h_o$, and the total rate $q_t$.

Addington\textsuperscript{1} used a 2-D fully implicit radial simulator to model coning. The correlation developed by simulating numerous one well models at a constant total fluid production rate for a variety of well parameters can be used to predict critical coning rate and gas-oil ratio of a well after gas coning. The gas coning behavior was correlated to the average oil column height above the perforated interval of the well. Three regions were modeled around the well – the gas cap, the gas invaded region and the oil column. By writing an oil material balance around the 3 regions of the well, the average oil column height above the perforation was calculated. The results were represented by the plot of the log of the Gas liquid Ratio (GLR) vs. the average oil column height above perforations ($h_{ap}$). Therefore, it was observed that gas coning behavior of any well could be established if the GLR slope and the oil column height above the perforation at gas
breakthrough are determined. Two generalized correlations were developed. The effects of the variables on $h_{ap}$ and $m$ were used to develop the correlations.

Kuo and DesBrisay\textsuperscript{24} presented a simplified correlation that can be used to predict water cut performance. Using numerical simulation, the sensitivity of four reservoir parameters was investigated. Generalized correlations between water cut performance and these parameters were then developed by normalizing the simulation results using two dimensionless equations – dimensionless time and dimensionless water cut. The normalized results were plotted as dimensionless water cut versus dimensionless time, and a simple correlation was drawn to fit the data.

Lee and Tung\textsuperscript{25} modeled the average cone development velocity which is the reciprocal of water breakthrough time. Correlations for water breakthrough time were first developed based on three key controlling parameters: $q$ (flow rate), $C_g$ (gravitational force due to density difference) and $m$ (mobility ratio). Then the effects of aquifer thickness, $h_a$ and perforation interval $h_p$ were added to the correlations. Correlation for water cut prediction after water breakthrough was developed. A single functional form with an independent variable time and three coefficients was devised to represent water cut performance. The three coefficients are dependent on the controlling parameters.

Yang and Wattenbarger\textsuperscript{2,5} developed a method suitable for either hand calculation or simulation to predict critical rate, breakthrough time and WOR after breakthrough in both vertical and horizontal wells. Following the Addington approach, a one well model was simulated at constant total production rate and a number of simulation runs were made to investigate coning performance at different reservoir and
fluid properties for both vertical and horizontal wells. For each simulation run, a plot of WOR plus a constant $C$ versus average oil column height below perforation $h_{bp}$ was made on a semi-log scale from which the slope of the water-oil ratio plot $m$, and the breakthrough height $h_{wb}$ was determined. Regression analysis was then used to define the relationship between $m$, $h_{wb}$ and various reservoir and fluid properties. The procedure was followed and coning correlation for both vertical and horizontal wells was developed.

De Souza, Arbabi and Aziz\textsuperscript{6,26} analyzed simulation runs coupled with appropriate set of dimensionless variables and obtained correlations for approximating breakthrough time, post breakthrough behavior, optimum grid, cumulative oil recovery, maximum rate and pseudo functions for horizontal wells.

Other authors have looked at coning from other perspectives\textsuperscript{27-43}. In a bid to study water coning challenges in a bottom water drive reservoir, Kabir\textsuperscript{44} et al used a single well model to study the various parameters influencing coning. Alternative completions using single and dual lateral wells and cone reversal techniques were also explored. The effect of grid refinement, size of drainage area, anisotropy was also studied. It was observed that $k_v/k_h$ ratio is a very important parameter in coning assessment. Dual completion for cone reversal appears promising for thin pays, even in a favorable mobility situation.
Dipping Reservoirs

Displacement of a fluid by another fluid in a dipping reservoir creates an interface. The tilted interface problem is a fundamental reservoir engineering challenge. It defines the water under-running and gas over-running phenomena associated with water drives, gas drives and secondary recovery operations.

The first work on edgewater coning was carried out by Dietz\textsuperscript{45}. He presented a theoretical approach to the problem of encroaching and by-passing edgewater using a 2-D mathematical analysis. Equations were derived to determine the value of the critical rate and to predict the development of a water tongue when the critical rate was exceeded.

Sheldon and Fayers\textsuperscript{46} presented an approximate equation of motion to describe the behavior of the interface between two fluids of different physical properties when displacement occurs along a thin tilted bed. Conditions for which steady state solutions are valid and a transient solution were shown. The developed equations were applied to a favorable and unfavorable mobility ratio water drive problem to demonstrate the importance of mobility ratio in under-running and over-running situation.

The simulation of segregated flow poses significant problem with present black oil simulators because the thickness of transition zone between the oil and gas is generally thin compared with the dimensions of the grid blocks typically used in the solution.

Fayers and Muggeridge\textsuperscript{47} extended Dietz equation to study the behavior of gravity tongues in slightly tilted reservoirs. The Dietz equation was modified by the
addition of a curvature term to account for strongly unstable flow. The results obtained from the Dietz equation and modified Dietz equation were compared to an already established accurate procedure for solving the general 2D, 2-phase flow miscible displacement equation that incorporates flux corrected transport techniques. Both equations were used to investigate the importance of physical and numerical dispersion effects by simulating the vertical-section miscible experiments already reported in the literature. It was observed that the extended Dietz method compared well to the high resolution model. The limitation of the extended Dietz method was also stated.

Recently, numerical simulation models were used to study the effect of water invasion in edgewater reservoirs. Hernandez, Wojtanowicz and White developed a regression model that was used to evaluate the effect of anisotropy on water invasion and determine the percentage of oil by-passed at abandonment conditions. Inspectional analysis was used to select a complete set of dimensionless groups for 3D immiscible displacement of oil by water in an anisotropic reservoir. The five dimensionless groups were then validated using numerical simulation. The relative effects of the five dimensionless groups on the oil by-passed at well abandonment were analyzed using a statistical package. The selected dimensionless groups were used to develop the regression model.

Hernandez and Wojtanowicz used a single well model to study the effect of oil viscosity, production rate, absolute permeability, vertical to horizontal permeability ratio, dip angle, oil density and well penetration so as to understand the mechanisms that
control the bypassing of oil in water drive reservoirs. They developed a correlation to calculate the amount of un-recovered oil and to estimate breakthrough time.

In an attempt to identify causes of un-recovered oil in reservoir systems under edge water and bottom water drives, Hernandez and Wojtanowicz\textsuperscript{50} compared breakthrough time, water cut and by-passed oil profile results from the numerical model to analytical models. They concluded that in most of the unstable displacement cases, the analytical models under estimated the water breakthrough time and over estimated the volume of by-passed oil. For stable displacement, Dake’s method was accurate predicting the water breakthrough time, water cut and by-passed oil profiles. It was also observed that low dip angles, high production rates and high oil viscosities are the flow conditions that stimulate water under running and oil by-passing. Combined effect of gravity under-running and coning in dipping systems with edgewater systems could leave up to 70\% of the mobile oil volume in the reservoir and water coning in bottom water could leave up to 93\% of the mobile oil volume in the reservoir.

This work presents a new approach/solution to edgewater production challenges in a monocline reservoir. A single well, 3-D numerical simulation model was used to investigate coning and cusping performance at different reservoir and fluid properties. This work includes the derivation of the equation for calculating the height of the water invaded zone for each time step, the procedure for the determination of the correlation and the determination of the height at water breakthrough, slope of the WOR curve and the constant used. The work also includes the computer program that incorporates the correlations and equations.
CHAPTER III

ASPECTS OF WATER ENCROACHMENT

Overview

Different mechanisms take place in the movement of the oil-water interface during oil production. This chapter describes the various types of water encroachment mechanisms interacting in the reservoir during hydrocarbon depletion.

Mechanics of Fluid Displacement

Diffuse Flow Condition

The diffuse flow condition\(^{51}\) implies that fluid saturation at any point is uniformly distributed with respect to thickness. Diffuse flow is favored under the following conditions:

- Displacement at low injection rates in reservoirs for which the capillary transition zone greatly exceeds the reservoir thickness and the vertical equilibrium condition applies.
- Displacement occurs at very high injection rates so that the effects of capillary and gravity forces are negligible. The vertical equilibrium condition is not satisfied.

The diffuse flow condition permits displacement to be described mathematically in one dimension.
Segregated Flow Condition

The segregated flow condition implies that there is a distinct interface with negligible transition zone. It also assumes that displacement is governed by vertical equilibrium. Segregated flow is a two dimensional problem unlike diffuse flow. It can be reduced to a 1-D problem by averaging the saturations and saturation dependent relative permeability over the reservoir thickness.

There are stable and unstable displacement conditions under segregated flow conditions. Stable and unstable displacement conditions can be quantified by the dimensionless gravity number $G$ which is the ratio of gravity forces to viscous forces, end point mobility ratio $M$ and the angle between the fluids interface $\beta$. The interaction of these three variables determines the stability of the displacement.

Three cases were considered $^{45,51}$. Fig. 3.1 represents a stable displacement when the gravity number is greater than the end point mobility ratio i.e. $G>M-1$, the end point

![Fig. 3.1-Stable: $G>M-1; M>1, \beta < \theta$.](image)
mobility ratio is greater than 1 \((M>1)\) and the angle between the fluid interface \(\beta\) is less than the dip angle \(\theta\).

Fig. 3.2 shows another condition when stable displacement can be encountered during segregated flow conditions. The gravity number is still greater than \(M-1\) while the end point mobility ratio is less than 1 and the angle between the fluid interface \(\beta\) is greater than the dip angle \(\theta\).

The two conditions above can be satisfied at low displacement rate when gravity forces due to fluid density difference, maintains the interface to be horizontal.

Fig. 3.2-Stable: \(G>M-1; M<1, \beta >\theta\).
Fig. 3.3-Unstable: $G < M - 1$.

Fig. 3.3 shows an unstable condition. Here, $G < M - 1$. Water under-runs the oil in the form of a water tongue leading to premature water breakthrough.

Coning

Coning is the term used to describe the production of a usually unwanted second phase concurrently with a desired hydrocarbon phase. The term is referred to as coning in a vertical well because the shape of the interface resembles an upright (water coning) or inverted cone (gas coning) when the well produces the unwanted phase. In a horizontal well, the shape resembles a crest. Coning is determined by the interaction of two major forces (viscous and gravity) in the reservoir. Viscous forces due to pressure gradients caused by production from a well cause coning. The gravity force due to fluid density difference tends to retard water movement. When the viscous force is greater than the gravity force, the cone will advance further and ultimately breaks into the well.
Most prediction methods for coning estimate a “critical rate” at which a stable cone can exist from the fluid contact to the nearest perforations. Yang\textsuperscript{5} presented a summary of equations for critical coning rate calculation. Critical rate is defined as the maximum flow rate without any gas and or water production. The theory is that, at rates below the critical rate, the cone will not reach the perforations and the well will produce the desired single phase. At rates equal to or greater than the critical rate, the second fluid will eventually be produced and will increase in amount with time. The critical rate method does not predict breakthrough time and WOR or GOR after breakthrough.

The estimated critical rate changes with time. It is only valid for a fixed distance between the fluid contact and the perforations because as production proceeds, the distance between the contact and the perforations decreases with time for a water coning case. Thus, the critical rate will tend to decrease with time, and the economics of a well with a tendency to cone will continue to deteriorate with time. Fig. 3.4 shows a three dimensional water coning example.
Cusping

Cusping\textsuperscript{4} of water and/or gas in an oil well or water in a gas well is the lateral movement along a dipping reservoir of water from a down dip water zone or gas from an up dip gas zone towards a production well. Fig. 3.5 shows an aerial view of a water cusping phenomenon.

The following expression for cusping of water or gas in a 2-dimensional system (areal) was derived\textsuperscript{4,17}.

\[ \pi d_{CD} = (1 + 2q_{CD})\ln(1 + 2q_{CD}) - 2q_{CD} \ln 2q_{CD} \] \hspace{1cm} (3.1)

Dimensionless distance from the well to the original contact is given by:

\[ d_{CD} = \frac{2d_c}{w} \] \hspace{1cm} (3.2)
For a given $d_{CD}$, the value of the dimensionless critical rate $q_{CD}$ can be derived from equation 3.1. The critical oil rate $q_{sc,c}$ is given by:

$$q_{sc,c} = \frac{C_i K_o h w \Delta \rho g \sin \alpha}{B_o \mu_o} q_{CD} \quad \text{................................................................. (3.3)}$$

Fig. 3.5-Aerial View Showing Water Cusping.

**Reservoir Flow Forces**

Interaction of forces determines fluid flow in the reservoir. A combination of capillary, gravity and viscous forces affect fluid flow distribution around the wellbore. For coning problems, it’s been observed that capillary forces usually have a negligible effect. Cusping and coning of water into the perforation of a producing well is caused by pressure gradients established around the wellbore by the production of fluids from the well. These pressure gradients can raise the water-oil contact near the well where
gradients are most severe. Gravity forces that arise from fluid density-differences counterbalance the flowing pressure gradients and tend to keep the water out of the oil zone. Therefore, at any given time, there is balance between gravitational and viscous forces at points on and away from the completion interval. When the viscous force at the wellbore exceeds the gravitational force, a cusp and cone of water will ultimately break into the well to produce water along with the oil.

The effect of reservoir forces can be analyzed using the gravity number. The gravity number is defined as the ratio of gravity to viscous forces. Different authors have presented different forms of the gravity number. Shook et al. presented a list of various gravity number found in the literature. He observed that the equations were inconsistent due to lack of agreement about the number of dimensionless groups required to describe a specific result and a lack of consistency in the form of the groups.

Two approaches were used to obtain a representative gravity number. At very early times, the transient flow equation for under-saturated oil can be used to estimate the pressure drop due to viscous forces. The pressure drop obtained from simulation was compared to analytical equation to ensure accuracy. The pressure drop equations are given by:

\[
p_i - p_{wf} = \Delta p_{viscous} = \frac{162.6 \mu B}{k h} \left[ \log(t) + \log\left(\frac{k}{\phi \mu c_r r_w^2}\right) - 3.23 \right] \quad (3.4)
\]

\[
\Delta p_{Gravity} = \frac{\Delta \rho}{144} h_{bp} \quad (3.5)
\]

Gravity number is a ratio of gravity forces to viscous forces. A gravity number of 0.12 was obtained after fifteen minutes of production. To obtain a more representative
number, the pressure drop due to viscous forces at water breakthrough was used to estimate gravity number from simulation. Water breakthrough is defined as water-cut greater than 0.001. For this work, it is given by:

\[
N_{\text{Grav}} = \frac{\Delta p_{\text{Gravity}}}{\Delta p_{\text{viscous}}} = \frac{\Delta p}{144} \frac{h_{bp}}{(p_i - p_{wf})_{BT}} \tag{3.6}
\]

The difference between the initial pressure and the flowing bottom-hole pressure at water breakthrough \((p_i - p_{wf})_{BT}\) is obtained from simulation. The gravity number obtained for the base case is approximately 0.048. Gravity number range of 0.032 – 0.08 was obtained for the range of experimental investigation. Thus, the range of values used is viscous dominated.

The gravity number obtained explains the region of the experimental range of investigation. The gravity number is low i.e. viscous forces are greater compared to gravity forces. Thus, the insensitivity at higher rates is the result of low gravity numbers. Coning occurs when the gravity number is less than one. It is also important to note that the number changes as reservoir and fluid properties change.

**Summary**

This chapter reviews the various types of water encroachment mechanism interacting in the reservoir during hydrocarbon production. Reservoir forces play a huge role in fluid movement and this can be quantified using gravity number calculations.
CHAPTER IV

EDGEWATER CUSPING & CONING MODEL DEVELOPMENT

Overview

To enhance the proper understanding of a problem, models are created. The complexity of a problem can be analyzed by creating, verifying and modifying the model. A model is a representation containing the essential structure of some object or event. The representation could be physical (an architect's model of a building) or symbolic (a computer problem or a set of mathematical equations).

Different authors have used various approaches in their simulation model development\textsuperscript{54-56}. This chapter gives a detailed breakdown of the procedure used to develop the simulation model for the edgewater coning/cusping phenomenon.

Model Assumptions

The assumptions listed below were employed in the simulation model development. This includes:

- Homogeneous media
- Constant porosity
- Anisotropic media  \( \frac{k_z}{k_x} = \frac{k_z}{k_y} = 0.1 \)
- Three dimensional flow
- Under-saturated reservoir (\( S_g = 0 \))
- Constant production rate
Model Description

A single well, Cartesian model was developed using the Eclipse\textsuperscript{57} commercial simulator. A 20° dipping, monocline reservoir was constructed with a computer program that calculates the tops for each grid dimension in the y-direction. This is imported to the data file. The production well was placed in the left most corner of the grid block. Data trick was employed and variable grid block spacing both in the x and y direction used. The block centered grid block approach is used.

Optimum gridblock size selection is important in numerical simulation\textsuperscript{58,59}. Thus, it is important to test the accuracy of a grid using multiple simulation runs. This enables the determination of how the error varies because analytical determination of the amount of error from grid discretization is not feasible. By changing the grid dimensions in x, y & z directions choosing different time-steps and making successive runs, a 21x80x25 grid dimension was chosen when a convergence in water-cut match was achieved.

One of the objectives of the research is to model edgewater coning. The grid set up ensured that most of the water came from the edge. In the motion of the oil-water interface in a dipping reservoir, the two fluids are separated by a horizontal interface controlled by gravity. When production starts, the interface begins to move towards the well. For low flow rates, gravity forces tend to dominate the displacement and a stable
interface occurs. When flow rates are high, the front becomes unstable and a water tongue develops from the bottom of the dipping structure. To ensure that the model correctly captures these effects, the use of the quiescence option in Eclipse, pseudo capillary pressure and Hearn relative permeability curves were employed in the model development. Fig. 4.1 – 4.3 shows the importance of accurate modeling. The various stages are shown. Fig. 4.1 shows the shape of the interface without any modification.

Fig. 4.1-Oil-Water Front with No Modification.
Fig. 4.2-Oil-Water Front with the Use of Eclipse Quiescence Option and Pseudo Capillary Pressure.

Fig. 4.3-Oil-Water Front with the Use of Quiescence, Pseudo Capillary Pressure, and Pseudo Relative Permeability.
Fig. 4.4-Side View of Simulation Model at Water Breakthrough Showing Water Coning into the Perforations.

Fig. 4.5-Top View of Simulation Model at Water Breakthrough Showing Water Cusping Towards the Well for Left Half of the Simulation Model.
We can see from the first two figures that the shape of the oil-water contact bends as the interface moves. Furthermore, there was delayed water breakthrough which isn’t representative of the actual situation. Fig.4.3 shows the effect of using the quiescence option, pseudo capillary pressure and Hearn relative permeability curves. Figs. 4.4 and 4.5 show water coning and cusping. The final model captured the various mechanisms modeled which includes coning, cusping and gravity under-running with early water breakthrough.

Aquifer Modeling

Aquifers supply additional energy to a connected reservoir in the form of water influx. It can be represented as a numerical aquifer (use of additional grid blocks) or analytical aquifers. A disadvantage of analytical aquifers is that it does not properly model reservoir fluids flowing back to the aquifer. Use of additional grid blocks has the disadvantage of increasing the number of blocks which increases both the CPU time and storage. The commercial simulator supports radial aquifer. This presents us with limited choices as a radial aquifer is not appropriate for the problem being modeled. The option available is either to find a way to use a linear aquifer or add many grid block so that when the effect of pressure change is not felt at the reservoir boundary, the reservoir is infinite acting. The latter approach was taken. As a result, large grid blocks sizes were used in the water zone.
Quiescence

The use of this option enables pressure modifications to achieve initial quiescence i.e. produce a true steady state solution. A redistribution of fluids takes place between grid blocks near the contacts when simulation begins with fine grid equilibration. If the redistribution of fluids produces a significant transient when the simulation is started, this can be overcome using the quiescence option. The quiescence option achieves hydrostatic equilibrium for flows of each phase. For the oil-water case, it modifies the initial (oil phase) pressure $p$ and introduces cell dependent modifiers $p_{\text{MODW}}$ to the water phase pressures such that

$$p_{\text{wat}} = p - P_{\text{cow}} + p_{\text{MODW}}$$  \hspace{1cm} \text{(4.1)}

The phase pressure modifications $p_{\text{MODW}}$ are determined to achieve quiescence at initial conditions and are then applied throughout the simulation. The quiescent pressure is constructed from the initial tables of phase pressure versus depth. The oil phase pressure in each grid block center, $p$ is modified by

$$p = \max(p, p_{\text{wat}} - (\rho_{\text{wat}} - \rho_{\text{oil}})z/2)$$  \hspace{1cm} \text{(4.2)}

Where $z$ is the height of the cell and $\rho$ denotes the phase gravity density.

The water phase pressure modification are then determined from

$$p_{\text{MODW}} = \text{sign}(p_{\text{wat}} - p + p_{\text{cow}}) \times \min(|p_{\text{wat}} - p + p_{\text{cow}}|, (\rho_{\text{wat}} - \rho_{\text{oil}})z/2)$$  \hspace{1cm} \text{(4.3)}

These phase pressure modifications are chosen such that the water phase pressure $p_{\text{wat}}$ approximately follows the hydrostatic water pressure curve $p_{\text{wat}}$ in the presence of mobile water.
Pseudo Capillary Pressure

The assumption of zero capillary pressure for segregated cases is valid on the field\textsuperscript{62-64}. In other to achieve an appropriate oil-water front, it was found necessary to use pseudo capillary pressure in the fluid property model. The model requires a capillary transition zone be accounted for.

When the grid-blocks are smaller than the thickness of the capillary transition zone, the saturation of the grid-blocks can be accurately estimated from capillary pressure curve at the midpoint of the grid-block. Here, fluid distribution in the grid-block is assumed to be uniform. When the capillary pressure transition zone is smaller than grid block height, it poses a problem. Pseudo capillary pressure using the vertical equilibrium approach can be used. It involves averaging the saturations in the grid blocks. Since the transition zone is assumed to be of negligible thickness, the saturation of the block can be calculated using a linear relationship based on the distance from the specified WOC.

The final form of the equation used to generate the pseudo capillary pressure curves is shown below\textsuperscript{1}:

$$\frac{\Delta \tilde{P}_{\text{wpo}}}{\Delta S_{\text{w}}} = \frac{-h(\rho_{\text{w}} - \rho_{\text{o}})}{(1 - S_{\text{wc}})144} \quad \text{ ......................................................... (4.4)}$$

\textsuperscript{1}Personal communication with Robert Wattenbarger, Texas A&M U., College Station, Texas (2007)
Stratified Flow Model

Hearn applied the pseudo relative permeability concept to stratified reservoirs. Here, vertical sweep is dominated by viscous flow forces rather than gravity and capillary forces due to vertical permeability variation. The stratified flow model assumes a layered system with homogeneous properties. It is applicable to only oil-water systems and assumes piston-like displacement which implies that only water flows behind the flood front and only oil flows ahead of the flood front. Capillary and gravity forces are ignored. The equations used in the stratified flow models are based on piston like displacement at some point in the reservoir. The saturation equation is a volume weighted average saturation. The relative permeability is a permeability-thickness weighted average relative permeability. The stratified flow model is applicable to reservoirs with high horizontal permeability, high fluid velocities and reservoirs where viscous forces dominate compared to gravity forces. Fig. 4.6 shows a sketch of the stratified model.

Fig. 4.6-Stratified Reservoir Model.
Modeling Vertical Heterogeneity

Stratified models do provide a mathematical simulation of early water breakthrough or channeling present in aquifer driven reservoirs. In a layered reservoir, the displacing fluid will move more quickly through the most permeable layer. This causes a more rapid and more gradual breakthrough of the displacing fluid. Hearn\textsuperscript{65} presented a method for developing pseudo relative permeability curves\textsuperscript{66-71} for 2-D simulation of fluid displacement projects where vertical sweep is primarily affected by permeability variation. Here, gravity and capillary forces are neglected and the vertical fluid saturation distribution is assumed to be controlled by viscous flow forces resulting from vertical permeability variation.

The underlying assumption is based on the fact that when reservoir layers are separated by impermeable barrier, the assumption of high conductivity for vertical flow is incorrect. In this case, vertical equilibrium cannot exist. However, the geometry of most reservoirs is such that the area for cross-flow is large compared with the area for horizontal flow. This may result in a high vertical conductivity even if localized areas of low vertical permeability exist. Thus in many reservoirs, the assumption of high vertical flow conductivity may be more realistic than the assumption of barrier to flow.

The approach requires that the layers be re-ordered in order of decreasing permeability so that the relative permeability data may be calculated in order of increasing water saturation.

The resulting equations are:

For $n = 0$ (before breakthrough)
\[
S_{w0} = \frac{\sum_{i=1}^{N} h_i \phi_i S_{wei}}{\sum_{i=1}^{N} h_i \phi_i} \quad \text{..................................................} \quad (4.5)
\]

\[
\tilde{k}_{w0} = 0
\]

\[
\tilde{k}_{o0} = k_{or}
\]

For \(n = 1, 2, 3 \ldots \cdots \cdot N-1,\)

\[
S_{wn} = \frac{\sum_{i=1}^{n} h_i \phi_i (1 - S_{ori}) + \sum_{i=1}^{N} h_i \phi_i S_{wei}}{\sum_{i=1}^{N} h_i \phi_i} \quad \text{..................................................} \quad (4.6)
\]

\[
\tilde{k}_{wn} = \frac{k_{wr} \sum_{i=1}^{n} k_i h_i}{\sum_{i=1}^{N} k_i h_i} \quad \text{..................................................} \quad (4.7)
\]

\[
\tilde{k}_{on} = \frac{k_{or} \sum_{i=n+1}^{N} k_i h_i}{\sum_{i=1}^{N} k_i h_i} \quad \text{..................................................} \quad (4.8)
\]

For \(n = N\)

\[
S_{wN} = \frac{\sum_{i=1}^{N} h_i \phi_i (1 - S_{ori})}{\sum_{i=1}^{N} h_i \phi_i} \quad \text{..................................................} \quad (4.9)
\]

\[
\tilde{k}_{wN} = k_{rw}
\]

\[
\tilde{k}_{oN} = 0
\]
Fig. 4.7 shows the pseudo relative permeability curve used in comparison with a typical rock curve.

![Graph showing pseudo and rock relative permeability curves](image)

**Relative Permeability Characterization**

The use of Hearn relative permeability equations enables the development of maximum bounding relative permeability curves for use in the simulation model to simulate stratified flow.

Historically, uncertainty in permeability distribution is characterized by a log-normal distribution. The triangular distribution equation is used to populate the randomly generated permeability for the pseudo relative permeability curve to obtain a
log-normal distribution of the generated permeability. It has three parameters: the minimum, $a$, the maximum, $b$ that defines the range, and the most likely, $c$ (the peak). The distribution is skewed to the left when the peak is close to the minimum and to the right when the peak is closed to the maximum.

It is described by the equations below:

\[
f(x | a, b, c) = \frac{2(x-a)}{(b-a)(c-a)} \quad \text{For } a \leq x \leq c \quad \ldots \ldots \quad (4.10)
\]

\[
f(x | a, b, c) = \frac{2(b-x)}{(b-a)(b-c)} \quad \text{For } c \leq x \leq b \quad \ldots \ldots \quad (4.11)
\]

The solutions to the equations above are given by

\[
x = a + \sqrt{RND(b-a)(c-a)} \quad \text{For } a \leq x \leq c \quad \ldots \ldots \quad (4.12)
\]

\[
x = b - \sqrt{(1-RND)(b-a)(b-c)} \quad \text{For } c \leq x \leq b \quad \ldots \ldots \quad (4.13)
\]

A VBA program was written to randomly generate permeability using the triangular distribution method described earlier. Using the equations above, we specify a minimum permeability, a maximum permeability and the most likely permeability to generate the relative permeability curves. The layers are re-ordered in order of decreasing breakthrough of the water-oil displacement front so that the first layer is flooded out first then the second layer etc. After re-ordering, pseudo relative permeability curves are generated by calculating the average water saturation at the outflow end of the system. Although Hearn resulting model was a layer, a 25 layer
model was used, each layer with the same distribution. Thus, the average permeability is equal to the model permeability.

The ratio of the specified most likely permeability \( k_{ml} \) to the specified maximum permeability \( k_{max} \) assuming the minimum permeability \( k_{min} \) is equal to zero is used to characterize the relative permeability curve. The \( k_{ml}/k_{max} \) ratio range of 0.1 – 0.5 which implies a skewness of 0.5 – 0 is used in the parameter sensitivity analysis. Fig. 4.8 shows a log-normal representation of permeability obtained from the triangular distribution.

![Approximating Log-Normal Distribution using Triangular Distribution](image)

Fig.4.8-Probability Density Function Plot - Approximating Log-normal Distribution with a Triangular Distribution.
Plotting Style

Addington\textsuperscript{1} developed a generalized gas correlation for 3-D, 5 layer large grid cell model of the Prudhoe Bay field. The developed correlation can be used to predict critical coning rate and Gas-Oil ratio ($GOR$) of a well after coning. The gas-coning correlations were developed by simulating numerous one-well models at a constant total fluid production rate for a variety of well parameters.

He observed that a linear relationship existed when the plot of GOR versus the average oil column height above the perforations on a semi-log paper is made. The linear relationship was the basis for the generalized correlations. Fig. 4.9 shows this relationship.

![Fig. 4.9-Addington Log (GOR) vs. $h_{ap}$ Relationship.](image)

Yang and Wattenbarger\textsuperscript{2,5} followed Addington’s approach to develop water coning correlations for vertical and horizontal wells for water-oil problems. They
developed a method that can be used for hand calculation or simulation to predict critical rate, breakthrough time and WOR after breakthrough in both vertical and horizontal well. The correlations developed were based on basic flow equations and regression analysis.

The one well model was run on a 2-D simulator. A number of simulation runs was made to investigate coning performance at different reservoir and fluid properties. For each simulation run, a plot of WOR plus a constant, C, as a function of the average oil column height below perforation is a straight line after water breakthrough on a semi log scale. Fig. 4.10 shows the Yang-Wattenbarger method. For a vertical well, the constant, C was found to be 0.02 to obtain the straight line. Thus, if the breakthrough height \( h_{wb} \), and slope of the straight line \( m \) can be determined, the whole process of coning can be predicted.

Fig. 4.10-Yang-Wattenbarger Method.
This research modifies the Addington-Yang approach to solve edgewater coning problem using a single well modeling. For the edgewater coning model, it was observed that while investigating the effect of certain model parameters, using a fixed value of $C$ as Yang did might not be accurate for this study – Fig. 4.11. It was also observed that for a particular model parameter under investigation, different values of $C$ might be required to give a straight line. The importance of accurately estimating $C$ cannot be overemphasized. $C$ affects the average oil column height at water breakthrough calculated and the slope of the WOR curve.

We observe that in order to be able to accommodate different values of $C$ and also obtain visually determined straight lines after water breakthrough, a plot of $\log \left( \frac{WOR+C}{C} \right)$ versus average oil column height below perforation $h_{bp}$ should be made. This would always give a horizontal asymptote of 1, and allow the different WOR data sets to be plotted together without introducing bending. Fig. 4.12 shows an example sensitivity of the new approach. The new plotting technique would always give a horizontal asymptote of 1, and allow the different WOR data sets to be plotted together without introducing bending.
Fig. 4.11-Simulation Results for Different Mobility Ratios, M, Using the Yang-Wattenbarger$^4$ Method of Adding a Constant 0.02 to WOR.

\[
\text{Plot of Log (WOR+C)/C vs } h_{bp}
\]

Fig. 4.12-Simulation Results From Fig.4.11 Using the New Method, with (WOR+C)/C as y Axis. Note the Horizontal Asymptote of 1 and All Lines are Straight.
CHAPTER V
DEVELOPMENT OF EMPIRICAL CORRELATIONS

Overview

This chapter deals with the development of the empirical correlations. A single well 3-D Cartesian model was developed to model edgewater production challenges in a monocline reservoir. A number of simulation runs was carried out to investigate coning performance at different reservoir and fluid properties. The effect of each variable was quantified by making a plot of Log ((WOR+C)/C) versus $h_{bp}$ i.e. water-oil ratio plus C divided by C, versus the average oil column height below perforation, $h_{bp}$ on a semi-log plot. The correlations were developed by correlating each variable to the average oil column height at water breakthrough, $h_{wb}$, slope of the water-oil ratio plot, m and constant C. To understand the importance of recovery as a function of producing rate, a plot of WOR versus the ratio of cumulative oil production to the oil in place ($N_p/N$) was made for all the model parameters.

Model Parameters

Fig. 5.1 shows a sketch of a monocline reservoir at initial conditions. During production, water cusps and cone towards the perforation of the producing interval. Assuming a piston-like displacement, as water moves up, Fig. 5.2, the height of the water invaded zone $\Delta H$ can be calculated. Appendix A shows the derivation of the equation that relates the height of the water invaded zone to the cumulative oil production. The distance between the bottom of the perforation and the current oil-water
contact is referred to as the $h_{bp}$. As production proceeds, water breaks through into the wellbore and this height is referred to as the average oil column height at water breakthrough $h_{wb}$. After water breakthrough, the WOR increases as the average oil column height below perforation decreases.

Fig. 5.1-Top and Side View Sketch of Model at Initial Conditions.

$h_{bp} = H_i - \Delta H - h_{ap} - h_p$

$\Delta H = \frac{N_p B \tan \alpha}{h L \phi (1 - S_{wc} - S_{or})}$

Fig. 5.2-Sketch of the Tank or Material Balance Model Showing Relationship between $N_p$ (Simulation Model) and $h_{bp}$ (Material Balance Model).
Using a single well model, the effect of eleven model parameters on edgewater coning was investigated. This include total liquid flow rate, formation thickness, reservoir length, vertical distance (initial standoff), perforation thickness, dip angle, end point mobility ratio, water-oil gravity gradient, vertical permeability, horizontal permeability, ratio of most likely permeability to maximum permeability for Hearn relative permeability curves. Model parameters dip angle, vertical distance, reservoir length and formation thickness are not independent variables.

A number of simulation runs were carried out for different reservoir and fluid properties. For every simulation run, all other variables are kept constant while the parameter under investigation is varied for a wide variety of practical range. The emphasis is on breakthrough time prediction and post-breakthrough performance.

**Sensitivity of Model Parameters**

The method for determining \( h_{wb} \), \( m \) and \( C \) was from a stepwise procedure. A base case was set-up. Table 5.1 shows the base case data. A number of simulation runs was carried out to investigate coning performance at different reservoir and fluid properties by modifying the base case model. Table 5.2 shows the experimental range. For a particular parameter under investigation, a semi-log plot of \( (\text{WOR}+C)/C \) vs. \( h_{bp} \) is made. From the plot, \( h_{wb} \), \( m \) and \( C \) are obtained. Using the Spider plot approach, the relationship between \( h_{wb} \), \( m \), \( C \) and model parameters are determined. Appendix B describes the Spider Plot procedure. For each plot, the constant \( C \) that gives a straight line is determined.
### Table 5.1 Base Case Model Parameters

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Liquid Flow Rate</td>
<td>( q_t )</td>
<td>2000</td>
<td>STB/D</td>
</tr>
<tr>
<td>End Point Mobility Ratio</td>
<td>( M )</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>Vertical Distance</td>
<td>( h_v )</td>
<td>300</td>
<td>ft</td>
</tr>
<tr>
<td>Vertical Formation Thickness</td>
<td>( h )</td>
<td>250</td>
<td>ft</td>
</tr>
<tr>
<td>Reservoir Length (in x-dir)</td>
<td>( L )</td>
<td>800</td>
<td>ft</td>
</tr>
<tr>
<td>Horizontal Permeability</td>
<td>( k_h )</td>
<td>200</td>
<td>md</td>
</tr>
<tr>
<td>Vertical Permeability</td>
<td>( k_v/k_h )</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Perforation Thickness</td>
<td>( h_p )</td>
<td>250</td>
<td>ft</td>
</tr>
<tr>
<td>Dip Angle</td>
<td>( \alpha )</td>
<td>20</td>
<td>degrees</td>
</tr>
<tr>
<td>Water-oil gravity gradient</td>
<td>( \Delta \gamma )</td>
<td>0.095</td>
<td>psi/ft</td>
</tr>
<tr>
<td>Ratio of ( k_m/k_{max} )</td>
<td>( k_m/k_{max} )</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.2 Experimental Range

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Symbol</th>
<th>Value Range</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Liquid Flow Rate</td>
<td>( q_t )</td>
<td>200 - 2000</td>
<td>STB/D</td>
</tr>
<tr>
<td>End Point Mobility Ratio</td>
<td>( M )</td>
<td>0.54 – 4.1</td>
<td></td>
</tr>
<tr>
<td>Vertical Distance</td>
<td>( h_v )</td>
<td>200 - 500</td>
<td>ft</td>
</tr>
<tr>
<td>Vertical Formation Thickness</td>
<td>( h )</td>
<td>125 - 500</td>
<td>ft</td>
</tr>
<tr>
<td>Reservoir Length (in x-dir)</td>
<td>( L )</td>
<td>400 - 3200</td>
<td>ft</td>
</tr>
<tr>
<td>Horizontal Permeability</td>
<td>( k_h )</td>
<td>100 - 2000</td>
<td>md</td>
</tr>
<tr>
<td>Vertical Permeability</td>
<td>( k_v/k_h )</td>
<td>0.001 - 1</td>
<td></td>
</tr>
<tr>
<td>Perforation Thickness</td>
<td>( h_p )</td>
<td>50 - 250</td>
<td>ft</td>
</tr>
<tr>
<td>Dip Angle</td>
<td>( \alpha )</td>
<td>10 - 40</td>
<td>deg</td>
</tr>
<tr>
<td>Water-oil gravity gradient</td>
<td>( \Delta \gamma )</td>
<td>0.095 – 0.18</td>
<td>psi/ft</td>
</tr>
<tr>
<td>Ratio of ( k_m/k_{max} )</td>
<td>( k_m/k_{max} )</td>
<td>0.1 – 0.5</td>
<td></td>
</tr>
</tbody>
</table>
Effect of Total Liquid Flow Rate - $q_t$

The effect of total liquid rate on edgewater cusping and coning was investigated by considering liquid flow rates from 200 – 3000 STB/D. For each rate, all the other variables were held constant and the effect observed. Fig. 5.3a shows the effect. As would be expected, the average oil column height below perforation, $h_{bp}$ decreases as production rate decreases. An important observation is that the log of $(WOR+C)/C$ vary linearly with the average oil column height below perforation, $h_{bp}$ at all production rates.

**Plot of Log $(WOR+C)/C$ vs $h_{bp}$**

Fig. 5.3a-Effect of Total Liquid Flow Rate – Log $(WOR+C)/C$ vs. $h_{bp}$. 
To quantify the effect of recovery as a function of producing rate, a plot of WOR vs. \( N_p/N \) was made Fig. 5.3b. For rates greater than 2000 STB/D, the slope of the WOR plot doesn’t change. This is due to rate insensitivity. This can be further explained with Fig. 5.4. The WOR versus Cumulative Oil Production \( N_p \) confirms that at rates greater than or equal to 2000 STB/D, WOR plot doesn’t change. The implication of this is at a certain flow rate, it doesn’t matter – the same magnitude of water is produced. It was observed that the water-oil ratio at the WOR economic limit of 1 increased with rate. Although recovery is higher while producing at a lower rate, the economic implication should be put into consideration. For a well in a deep offshore environment where the
aim is to maximize production in the shortest possible time, there is no difference in the magnitude of water produced and recovery at rates greater than 2000 STB/D going by the simulation results. WOR of 1 was used as a benchmark because of the cost associated with water production in the offshore environment.

In predicting the incremental ultimate recovery with increasing rates of fluid production for the simulation model, the additional volume of oil produced was compared to the cost of water handling. To achieve the same recovery obtained at 500 STB/D for 8200 days by increasing the rate to 3000 STB/D, an approximately 507,000 STB of water is produced with 393,000 STB of oil. Comparing today’s high oil prices greater than $90 per bbl and cost of water handling which includes capital and operating expenses, utilities & chemicals – lifting, separation, de-oiling, filtering, pumping and injection of about $0.578/bbl, incremental recovery from increased rates of production will be adequate to accommodate additional capital cost which may be required for larger water handling facilities. This is achieved in a shorter time period of 1520 days! Fig. 5.3c shows the result.
Fig. 5.3c-Incremental Ultimate Recovery – WOR vs. $N_p/N$.

Fig. 5.4-Rate Sensitivity.
Effect of Endpoint Mobility Ratio - $M$

To investigate the effect of mobility ratio, the same relative permeability curve was used for consistency. The oil viscosity was modified to achieve the various mobility ratio values investigated. Fig. 5.5a shows the effect of mobility ratio on edgewater cusping and coning performance. From the above plot, we have water breakthrough earlier in the most unfavorable case. This is expected. It was also observed that at end point mobility ratio greater than 3.5, the method doesn’t give accurate results. This is a limitation on the correlation. A favorable mobility ratio leads to a higher slope. Fig. 5.5b shows the effect of end point mobility ratio on recovery. Recovery is highest in the most favorable mobility ratio case.

![Plot of Log (WOR+C)/C vs $h_{bp}$](image)

Fig. 5.5a-Effect of End Point Mobility Ratio - Log (WOR+C)/C vs. $h_{bp}$. 
Effect of Horizontal Permeability - $k_h$

The effect of horizontal permeability was investigated with a fixed $k_r/k_h$ ratio of 0.1. Permeability ranges of 100 – 2000md was investigated. Fig. 5.6a illustrates the horizontal permeability effect on edgewater cusping and coning. As permeability decreases, the average oil column height below perforation increases with a decreasing slope. Fig. 5.6b shows the effect of horizontal permeability on recovery. We observe that there is a higher recovery in a high permeability reservoir.
Plot of Log (WOR+C)/C vs \( h_{bp} \)

\[ k_v/k_h = 0.1 \]

- \( k=100 \text{ md} \) \( C=0.1 \)
- \( k=200 \text{ md (BC)} \) \( C=0.1 \)
- \( k=500 \text{ md} \) \( C=0.1 \)
- \( k=1000 \text{ md} \) \( C=0.11 \)
- \( k=2000 \text{ md} \) \( C=0.12 \)

Fig. 5.6a-Effect of Horizontal Permeability - Log (WOR+C)/C vs. \( h_{bp} \).

Plot of WOR VS. \( N_p/N \)

\[ k_v/k_h=0.1 \]

- \( k=200 \text{ md (BC)} \)
- \( k=500 \text{ md} \)
- \( k=1000 \text{ md} \)
- \( k=2000 \text{ md} \)

Fig. 5.6b-Effect of Horizontal Permeability - \( WOR \) vs. \( N_p/N \).
Effect of Vertical Permeability – $k_v/k_h$

For a dipping reservoir, vertical permeability is defined as the direction across the depth of the reservoir and horizontal permeability refers to absolute permeability along the principal direction of flow. Fig. 5.7a shows the effect of vertical permeability on edgewater cusping and coning. The vertical permeability was modified with $k_h$ held constant at the base case permeability of 200md for $k_v/k_h$ range of 0.001 -1. Our results show that vertical permeability does not have a significant effect on edgewater cusping and coning. Fig. 5.7b shows the effect of permeability anisotropy on recovery. For a dipping reservoir, you can recover more when you have a high vertical permeability.

Plot of Log (WOR+C)/C vs $h_{bp}$

$kh = 200$

Fig. 5.7a-Effect of Vertical Permeability - Log (WOR+C)/C vs. $h_{bp}$. 
Fig. 5.7b-Effect of Vertical Permeability - \( WOR \) vs. \( N_p/N \).

Effect of Perforation Thickness - \( h_p \)

Fig. 5.8a shows the effect of perforation thickness on edgewater cusping and coning. The effect of the perforated interval was investigated keeping the \( OWC \) constant i.e. all perforation starts from the \( OWC \). The effect of completing 20% to 100% of the oil zone thickness was investigated. As perforation thickness increases, the average oil column height below perforation decreases at a fixed production rate. Fig. 5.8b shows the effect of perforation thickness on recovery. Recovery is higher when the entire zone is perforated i.e. total penetration yield the most recovery.
Fig. 5.8a-Effect of Perforation Thickness - Log (WOR+C)/C vs. $h_{bp}$.

Fig. 5.8b-Effect of Perforation Thickness - $WOR$ vs. $N_p/N$. 
Effect of Water-Oil Gravity Gradient - $\Delta \gamma$

The effect of density difference on edgewater cusping and coning is shown in Fig. 5.9a. To obtain the various gravity gradient used in the sensitivity, the water gravity gradient is held constant with varying oil gravity gradient values. The 21° API oil gives a density difference of 0.095 psi/ft. The 60° API oil gives a density difference of 0.18 psi/ft for the case under investigation. It was observed that the denser fluid breakthrough first. Fig. 5.9b shows the effect of fluid density difference on recovery. Recovery is higher for high API oil.

![Plot of Log (WOR+C)/C vs h_{bp}](image)

Fig. 5.9a-Effect of Water-Oil Gravity Gradient - Log (WOR+C)/C vs. $h_{bp}$. 
Effect of $k_{ml}/k_{max}$ Ratio

Early water breakthrough and heterogeneity modeling as observed on the field was achieved with the use of Hearn type relative permeability. In order to quantify the relative permeability curves, the ratio of the most likely permeability, $k_{ml}$ to the maximum permeability, $k_{max}$ assuming $k_{min}$ is equal to zero was used. Since permeability is log normally distributed, $k_{ml}/k_{max}$ ratio of 0.1 - 0.5 is considered. This implies a skewness of 0.5 – 0. Fig. 5.10a shows the effect. Fig. 5.10b shows the effect of the relative permeability curve on recovery.
Fig. 5.10a-Effect of $k_{ml}/k_{max}$ Ratio - Log (WOR+C)/C vs. $h_{bp}$.

Fig. 5.10b-Effect of $k_{ml}/k_{max}$ Ratio - WOR vs. $N_p/N$. 

Plot of Log (WOR+C)/C vs $h_{bp}$

\[ \log \frac{WOR+C}{C} \] vs $h_{bp}$ (ft)

$WOR$ vs $N_p/N$

$N_p/N$
Effect of Reservoir Length - $L$

Model parameters reservoir length, formation thickness, dip angle and vertical distance are not mutually exclusive variables.

The effect of reservoir size on edgewater cusping and coning was quantified by considering the sensitivity of the length of the reservoir in x-direction. Fig. 5.11a Increasing the length increases the oil in place. It was observed that as the length increases, the average oil column height below perforation increases. Fig. 5.11b shows the effect of reservoir length on recovery.

![Plot of Log (WOR+C)/C vs $h_{bp}$](image)

Fig. 5.11a-Effect of Reservoir Length - Log (WOR+C)/C vs. $h_{bp}$. 
Effect of Formation Thickness - $h$

To further quantify the effect of reservoir size on edgewater cusping and coning, the sensitivity of the formation thickness was considered. Although increasing the thickness obviously increases the oil in place, 120 ft of perforation was completed in all the four cases while the vertical distance was held constant at 300 ft for all the cases. Fig. 5.12a shows that as the formation thickness increases, the average oil column height below perforation increases. Fig. 5.12b shows the effect of formation thickness on recovery.
Fig. 5.12a-Effect of Formation Thickness - Log (WOR+C)/C vs. \( h_{bp} \).

Fig. 5.12b-Effect of Formation Thickness - WOR vs. \( N_p/N \).
Effect of Dip Angle - $\alpha$

Fig. 5.13a shows the effect of dip angle. As dip angle increases, the average oil column height below perforation increases. It is important to note that changing the dip angle means changing the distance to the top of the formation which implies changing the vertical distance. Thus a lower dip angle has higher oil in place. The higher the dip angle, the higher the tendency to have earlier water breakthrough. Fig. 5.13b shows the effect of dip angle on recovery. It was observed that a cross-over exist on the recovery plot. A plot of WOR vs. Time was made to check the simulation results. There is no cross-over Fig. 5.13c. Gravity number was also calculated at breakthrough and found to be approximately the same – from 0.048 - 0.051.

![Plot of Log (WOR+C)/C vs $h_{bp}$](image_url)

Fig. 5.13a-Effect of Dip Angle - Log (WOR+C)/C vs. $h_{bp}$. 
Fig. 5.13b-Effect of Dip Angle - WOR vs. \( N_p/N \).

Fig. 5.13c-WOR vs. Time - Dip Angle.
Effect of Vertical Distance to Water-Oil Contact (WOC) - $h_v$

Fig. 5.14a shows the effect of vertical distance to WOC (initial stand off) for different distances observed. By moving the water-oil contact the target vertical distance is achieved. Increasing the vertical distance implies increasing the oil in place. As the vertical distance increases, the slope of the WOR plot decreases. Fig. 5.14b shows the effect of vertical distance on recovery. To investigate the presence of a cross-over in the recovery plot, a plot of WOR vs. Time was made to check the simulation results Fig. 5.14c. Gravity number obtained at breakthrough for distances 200 – 500 ft was 0.032 - 0.08 and monotonic.

![Plot of Log (WOR+C)/C vs $h_{bp}$](image)

Fig. 5.14a-Effect of Vertical Distance - Log (WOR+C)/C vs. $h_{bp}$. 
Fig. 5.14b-Effect of Vertical Distance - WOR vs. Np/N.

Fig. 5.14c-WOR vs. Time – Vertical Distance.
Generalized Correlations and Parameter Groups

Following the Addington approach and using the spider plot procedure as described in Appendix B, a correlation that relates the average oil column height at water breakthrough, \( h_{wb} \), slope of the water-oil ratio plot, \( m \) and constant \( C \) to the various reservoir and fluid properties was developed based on the sensitivity analysis.

Three parameter groups were defined for \( h_{wb} \), \( m \) and \( C \). These are \( P_1 \), \( P_2 \) and \( P_3 \) respectively. The parameter group \( P_1 \) for the average oil column height at water breakthrough \( h_{wb} \), is related to the model parameters by the equation below:

\[
P_1 = \frac{d_i^{0.04} M^{0.13} h_v^{0.57} h^{0.11} L^{0.12} \tan \alpha^{0.1} \left( \frac{k_v}{k_h} \right)^{0.01}}{k_h^{0.1} h_p^{0.1} \Delta \gamma^{0.2} k_m l^{0.1}} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (5.1)
\]

The parameter group \( P_2 \) for the slope of the water-oil ratio plot is related to the model parameters by the equation below:

\[
P_2 = \frac{k_s^{0.1} h_p^{0.2} L^{0.03}}{d_i^{0.04} h_v^{0.4} \Delta \gamma^{0.16} M^{0.31} k_v^{0.03} \tan \alpha^{0.1} \left( \frac{k_m l}{k_{max}} \right)^{0.1} h^{0.51} \quad \ldots \ldots \ldots (5.2)
\]

The parameter group \( P_3 \) for the constant value used to obtain a straight line is related to the model parameters by the equation below:

\[
P_3 = \frac{M^{1.8} L^{0.8} \tan \alpha^{0.1} B^{0.4} h^{0.1}}{h_v^{0.44} h_p^{0.44} h_i^{0.4}} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (5.3)
\]

The model parameters represented in the three parameter groups were varied independently and incorporated into the three parameter groups on the basis of their
relationship as independent variables as discussed above. These parameter groups are not dimensionless. The effect on $h_{wb}$, $m$ and $C$ were also determined.

The effect of the parameter groups on $h_{wb}$, $m$ and $C$ was quantified by comparing the values obtained from the parameter groups to the observed values. To achieve a match the correlation was fitted to equations of the form:

$$h_{wb} = 2 \times P_1 \quad \text{.......................................................... (5.4)}$$

$$m = 0.1 \times P_2 \quad \text{.......................................................... (5.5)}$$

$$C = 0.016 \times P_3 \quad \text{.......................................................... (5.6)}$$

**Parameter Group Experimental Range**

Fig. 5.15 – 5.17 shows the plot of the observed properties versus the parameter groups obtained from the correlation. The experimental range for parameter group 1, $P_1$ is 97-163, for parameter group 2, $P_2$ is 0.0377 – 0.0765 and parameter group 3, $P_3$ is 2.69 – 98.71.

Fig. 5.15 shows how equation 5.4 fits the experimental range. We can safely say equation 5.4 describes the plot well. Fig. 5.16 shows how equation 5.5 fits the experimental range. We observe a good fit. Equation 5.6 is the straight line plot in Fig. 5.17. One might suggest that a reason for not having a perfect fit is that $C$ is visually determined which is really subjective.
Fig. 5.15-Comparison of \( h_{wb} \) Observed and \( h_{wb} \) Obtained From Eq. 5.4 Within the Experimental Range.

Fig. 5.16-Comparison of \( m \) Observed and \( m \) Obtained From Eq. 5.5 Within the Experimental Range.
Basic Equations

The research approach is based on the observation that a straight line results when the \((WOR + C)/C\) is plotted against the average oil column height below perforations on a semi-log scale. The entire cusping and coning performance can be described by the equation below:

\[
\log \left( \frac{WOR + C}{C} \right) = m(h_{wb} - h_{bp}) \quad \text{......................................................... (5.7)}
\]

The average oil column height below perforation for each time step can be calculated from equation 5.8. \(h_{wb}\) can be obtained from Eq. 5.4. Appendix A shows the derivation of the equation for calculating the height of the water invaded zone \(\Delta H\) for each time step.

\[
h_{bp} = H_t - \Delta H - h_{ap} - h_p \quad \text{......................................................... (5.8)}
\]
\[ \Delta H = \frac{N_p B \tan \alpha}{hL\phi(1 - S_{wc} - S_{or})} \] ........................................ (5.9)

From equation 5.7, \( WOR \) can be calculated

\[ WOR = C \left[ 10^{m(hwb - hbp)} \right] - C \] ....................................................... (5.10)

If the average oil column height below perforation, \( h_{bp} \) is greater than the average oil column height at water breakthrough, \( h_{wb} \), then \( WOR = 0 \), else \( WOR \) can be obtained from Eq. 5.10.

For two phase flow,

\[ q_o + q_w = q_t \] ........................................ (5.11)

\[ \frac{q_w}{q_o} = WOR \] ........................................ (5.12)

From 5.11 and 5.12,

\[ q_o = \frac{q_t}{1 + WOR} \] ........................................ (5.13)

\[ q_w = q_o \times WOR \] ........................................ (5.14)

We can obtain the equation for calculating the cumulative production at water breakthrough and subsequently breakthrough time by substituting Eq. 5.9 into Eq.5.8 at water breakthrough.

\[ (N_p)_m = \frac{hL\phi(1 - S_{wc} - S_{or})(H_t - h_{wb} - h_{ap} - h_p)}{5.615B \tan \alpha} \] ........................................ (5.15)

\[ t_{bt} = \frac{(N_p)_m}{q_t} \] ........................................ (5.16)
Summary

A single well model was calibrated to reservoir simulation runs by carrying out an extensive parametric sensitivity analysis of the various reservoir and fluid properties. A tank or material balance model was used to establish the relationship between results from simulation runs and reservoir parameters to determine and quantify the movement of the water-oil interface for every time-step. A new plotting method was introduced for interpreting the sensitivity of each model parameters. The relationship between each model parameters and three graphical variables was used to develop the set of empirical correlations.
CHAPTER VI

COMPUTER PROGRAM AND APPLICATION

Overview

In the last two chapters, we introduced the procedure for the development of the simulation model and constitutive equations. In this chapter, we introduce the development of the computer program that incorporates the techniques presented in this dissertation and the application of the program.

The importance of a simple, predictive tool at the start of a field planning/simulation project cannot be over-emphasized. Accurate and valid information is the “life blood” of the petroleum industry. Making effective decisions require that data is processed and analyzed quickly. The above challenges impelled the development of the computer program. The developed correlations were incorporated into a computer program to estimate water breakthrough time and water-oil ratio performance after breakthrough. It can also be used to predict oil rate, water rate, water-cut and cumulative oil production.

The program can be used by reservoir engineers to hasten their decision-making processes. It allows the engineer to conduct series of “what-if” analysis and evaluate numerous prediction techniques. It allows the engineers to design and plan operations within the program and thus prepare for reality. The program was developed using the Excel Visual Basic Programming language (Excel VBA). One of the major reasons why Excel VBA was chosen is that it’s available on most computers. The language also provides powerful features such as graphical user interfaces, event handling, object-
oriented features, error handling, structured programming etc. These features afford the user the opportunity to continuously interact with the input data as well as a dynamic visual appreciation of the implication of such interactions with the interface. The various part of the program is briefly explained in the following sections. Fig. 6.1 shows the program front page.

Fig. 6.1-Edgewater Program Front Page.
**Program Layout**

The program is made up of several worksheets which include the Program description, Input deck, Run program, Database, Results, Plot and Simulator output worksheets. Fig. 6.2 is a flow chart of the program.

Fig. 6.2-Edgewater Program Flow Chart.
**Program Description**

This worksheet familiarizes the program user with the various terms and symbols used. This includes the meaning and representation of what the terms mean.

**Data Input**

The edgewater cusping and coning program is made up of an input data form called Reservoir information. Reservoir properties, rock properties, fluid properties and prediction information can be inputted.

- **Reservoir properties**
  
  Information on reservoir dimensions, total vertical thickness, vertical formation thickness, vertical distance, perforation thickness, height above and below perforation and dip angle can be inputted in this sub menu. The program provides the capability to use different set of units in computation. Input parameters can be specified in meters or feet.

- **Rock properties**

  Permeability, porosity, anisotropy, connate water saturation, residual water saturation and end-point mobility ratio are some of the information that can be inputted in this submenu.

- **Fluid properties**

  Densities of oil and water, oil formation volume factors are input for the module.
Prediction data

Since the simulation is carried out under total rate condition, the Total liquid flow rate is specified. The time-step is also specified in days. This is for the output format as computation and result-output is based on the number specified. The critical rate calculation is based on a specified height. Therefore, this information is inputted to obtain oil critical rate at a specific height. The initial average oil column height below perforation is inputted.

Fig. 6.3-Input Form.
Run Program

The program can be run from the input deck or by clicking the run program button on the front page.

Simulator Output Worksheet

The program has the capability to read any simulator output file e.g. Eclipse. The sheet displays the various properties written to results file of the simulator. This is compared to the result obtained from the correlation.

Database Worksheet

The worksheet handles the various data processing/manipulation within the program.

Plot Worksheet

Plot displays the comparison of simulator output with correlation prediction.

Program Calculation Procedure

The VBA program follows the steps listed below.

1. Read in reservoir, rock, fluid and time-step information.
2. Read Simulator result file if needed for comparison purposes only.
3. Calculate the three parameter groups.
4. From the parameters groups, calculate $h_{wb}$, $m$, and $C$. 
5. Calculate $N_{pb}$ and $t_{ht}$.

6. At time step $n$, calculate $h_{bp}$, $\Delta H$, $N_p$, $q_o$.

7. At time step $n+1$, if $h_{bp} > h_{wb}$ then $WOR = 0$, else calculate $WOR$, $h_{bp}$, $\Delta H$, $N_p$, $q_w$, $q_o$.

Model Validation

The model was validated by reproducing all the plots obtained from simulation using the empirical correlations. The results are shown in the following plot of Log \(((WOR+C)/C)\) vs. $h_{bp}$ for all the model parameters.

Total Liquid Flow Rate

Fig. 6.4 shows the comparison between simulation and correlation results for liquid rates 500 – 3000 STB/D.
Fig. 6.4-Total Liquid Flow Rate Match.

Endpoint Mobility Ratio

Fig. 6.5 shows the comparison between simulation and correlation results for the various end-point mobility ratios considered.
Effect of Horizontal Permeability

Fig. 6.6 shows the comparison between simulation and correlation results for horizontal permeability ranging from 100 – 2000 md.
Fig. 6.6-Horizontal Permeability Match.

Effect of Vertical Permeability

Fig. 6.7 shows the comparison between simulation and correlation results for $k_v/k_h$ ranging from 0.001 – 1.
Fig. 6.7-Vertical Permeability Match.

Effect of Perforation Thickness

Fig. 6.8 shows the comparison between simulation and correlation results for various percentage of the oil formation thickness completed.
Fig. 6.8-Perforation Thickness Match.

Effect of Water-Oil Gravity Gradient

Fig. 6.9 shows the comparison between simulation and correlation results for gravity gradient ranging from 0.1 – 0.18 psi/ft.
Fig. 6.9—Water-Oil Gravity Gradient Match.

$k_{ml}/k_{max}$ Ratio

Fig. 6.10 shows the comparison between simulation and correlation results for the relative permeability curves.

Fig. 6.10—$k_{ml}/k_{max}$ Match.
Reservoir Length

Fig. 6.11 shows the comparison between simulation and correlation results for different reservoir length.

Formation Thickness

Fig. 6.12 shows the comparison between simulation and correlation results for formation thickness ranging from 125ft – 500ft.
Fig. 6.12-Formation Thickness Match.

Dip Angle

Fig. 6.13 shows the comparison between simulation and correlation results for the dip angles ranging from 10 – 40°.
Fig. 6.13-Dip Angle Match.

Vertical Distance

Fig. 6.14 shows the comparison between simulation and correlation results for the vertical distance ranging from 200 – 500ft.

Summary

The developed correlations were used to replicate simulation results for validation purpose and the performance compared. The results showed a good accuracy for breakthrough time and performance after breakthrough.
Fig. 6.14-Vertical Distance Match.

**Application and Prediction — Synthetic Case**

Reservoir properties, rock properties, fluid properties (Table 6.1) are inputted into Eclipse and also into the program and the performance of the developed correlation and program compared. The program was used to match and predict oil rate, water rate, cumulative production, WOR and water cut. Fig.6.15 – 6.19 shows the result. The program was used to match the simulator output after 2000 days of production and to forecast additional 1000 days into the future.
### Table 6.1 Synthetic Case Model Parameters

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Liquid Flow Rate</td>
<td>$q_t$</td>
<td>2000</td>
<td>STB/D</td>
</tr>
<tr>
<td>End Point Mobility Ratio</td>
<td>$M$</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>Vertical Distance</td>
<td>$h_v$</td>
<td>300</td>
<td>ft</td>
</tr>
<tr>
<td>Vertical Formation Thickness</td>
<td>$h$</td>
<td>250</td>
<td>ft</td>
</tr>
<tr>
<td>Reservoir Length (in x-dir)</td>
<td>$L$</td>
<td>800</td>
<td>ft</td>
</tr>
<tr>
<td>Permeability</td>
<td>$k$</td>
<td>200</td>
<td>md</td>
</tr>
<tr>
<td>Anisotropy Ratio</td>
<td>$k_w/k_h$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Perforation Thickness</td>
<td>$h_p$</td>
<td>250</td>
<td>ft</td>
</tr>
<tr>
<td>Dip Angle</td>
<td>$\alpha$</td>
<td>20</td>
<td>deg</td>
</tr>
<tr>
<td>Water-oil gravity gradient</td>
<td>$\Delta\gamma$</td>
<td>0.095</td>
<td>psi/ft</td>
</tr>
<tr>
<td>Ratio of $k_{ml}/k_{max}$</td>
<td>$k_{ml}/k_{max}$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Oil formation volume factor</td>
<td>$B_o$</td>
<td>1.302</td>
<td>RB/STB</td>
</tr>
<tr>
<td>Porosity</td>
<td>$\phi$</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>Connate Water Sat.</td>
<td>$S_{wc}$</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Residual Oil Sat.</td>
<td>$S_{or}$</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Height above Perfs</td>
<td>$h_{ap}$</td>
<td>0</td>
<td>ft</td>
</tr>
<tr>
<td>Total Vertical Thickness</td>
<td>$H_t$</td>
<td>550</td>
<td>ft</td>
</tr>
<tr>
<td>Specified height</td>
<td>$H_{gt}$</td>
<td>0</td>
<td>ft</td>
</tr>
<tr>
<td>Time -step</td>
<td>$\Delta t$</td>
<td>20</td>
<td>days</td>
</tr>
<tr>
<td>Height below perforation</td>
<td>$h_{bp}$</td>
<td>300</td>
<td>ft</td>
</tr>
</tbody>
</table>
Fig. 6.15-Oil Rate Match and Prediction-Simulation and Correlation Comparison.

Fig. 6.16-Water Rate Match and Prediction-Simulation and Correlation Comparison.
Fig. 6.17-WOR Match and Prediction-Simulation and Correlation Comparison.

Fig. 6.18-Water-Cut Match and Prediction-Simulation and Correlation Comparison.
Variable Rate Case Prediction

The developed correlation was tested for variable rate cases. Two cases were considered:

- Rate change before water breakthrough
- Rate change after water breakthrough

Rate Change before Water Breakthrough

Prediction was based on the assumption that WOR has no hysteresis i.e. WOR is only a function of current height below perforation and current production rate. Previous production history has no influence on the current WOR.
In this case, the well was flowed for 200 days at the rate of 2000 STB/D. The rate was dropped to 500 STB/D and flowed for one thousand eight hundred days. Water didn’t breakthrough until after 1000 days. The rate was later increased to 1000 STB/D and flowed for another 3000 days. Fig.6.18 shows the comparison between the correlation and simulation results.

Plot of \( \log \left( \frac{W O R + C}{C} \right) \) vs \( h_{bp} \)

Here, the well was flowed for 800 days at 2000 STB/D with water breakthrough after 280 days. The rate was later dropped to 500 STB/D and flowed for 2000 days. The production rate was later increased to 1000 STB/D for another 2200 days. This is shown in Fig. 6.19. We show that the correlation captures the effect of rate changes. This confirms the earlier assumption to be correct unlike Yang’s observation.

Fig. 6.20-Rate Change before Water Breakthrough.

Rate Change after Water Breakthrough

Here, the well was flowed for 800 days at 2000 STB/D with water breakthrough after 280 days. The rate was later dropped to 500 STB/D and flowed for 2000 days. The production rate was later increased to 1000 STB/D for another 2200 days. This is shown in Fig. 6.19. We show that the correlation captures the effect of rate changes. This confirms the earlier assumption to be correct unlike Yang’s observation.
Field Case Application

The performance of the developed program was compared to field data. The results show good agreement with the real field example. Table 6.2 is the field data inputted into the program. Fig. 6.22 shows the result.
<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Liquid Flow Rate</td>
<td>$q_t$</td>
<td>25,000</td>
<td>STB/D</td>
</tr>
<tr>
<td>End Point Mobility Ratio</td>
<td>$M$</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>Vertical Distance</td>
<td>$h_v$</td>
<td>313</td>
<td>ft</td>
</tr>
<tr>
<td>Vertical Formation Thickness</td>
<td>$h$</td>
<td>1000</td>
<td>ft</td>
</tr>
<tr>
<td>Reservoir Length (in x-dir)</td>
<td>$L$</td>
<td>893</td>
<td>ft</td>
</tr>
<tr>
<td>Permeability</td>
<td>$k$</td>
<td>200</td>
<td>md</td>
</tr>
<tr>
<td>Anisotropy Ratio</td>
<td>$k_v/k_h$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Perforation Thickness</td>
<td>$h_p$</td>
<td>1000</td>
<td>ft</td>
</tr>
<tr>
<td>Dip Angle</td>
<td>$\alpha$</td>
<td>20</td>
<td>degrees</td>
</tr>
<tr>
<td>Water-oil gravity gradient</td>
<td>$\Delta\gamma$</td>
<td>0.095</td>
<td>psi/ft</td>
</tr>
<tr>
<td>Ratio of $k_{mf}/k_{max}$</td>
<td>$k_{mf}/k_{max}$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Oil formation volume factor</td>
<td>$B_o$</td>
<td>1.302</td>
<td>RB/STB</td>
</tr>
<tr>
<td>Porosity</td>
<td>$\phi$</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>Connate Water Sat.</td>
<td>$S_{wc}$</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Residual Oil Sat.</td>
<td>$S_{or}$</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Height above Perfs</td>
<td>$h_{hap}$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Total Vertical Thickness</td>
<td>$H_t$</td>
<td>1313</td>
<td></td>
</tr>
<tr>
<td>Specified height</td>
<td>$H_{gt}$</td>
<td>0</td>
<td>ft</td>
</tr>
<tr>
<td>Time -step</td>
<td>$\Delta t$</td>
<td>90</td>
<td>days</td>
</tr>
<tr>
<td>Height below perforation</td>
<td>$h_{bp}$</td>
<td>313</td>
<td>ft</td>
</tr>
</tbody>
</table>
This chapter reviews the different part of the program. The program was validated by using the developed correlation to replicate simulation results. Furthermore, the program was applied to both synthetic and field data. Overall, the results obtained showed good agreement.
CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

This work presents the results of a systematic study of edgewater cusping and coning in a monocline reservoir. Studying the displacement of oil by water before and after breakthrough with an edgewater drive was the scope of this work. Consequently, if the advancement of the water-oil interface is well established, it can be used to evaluate the oil recovery efficiency at any stage in the depletion process. The procedure, correlation and computer program developed in this work gives a good understanding of the dynamics of edgewater cusping and coning. The result provides a good starting block before embarking on a full simulation study or field development. The emphasis of the project is to produce an easy to use program for making quick and informed decisions at the beginning of a project where the value of accurate information is at the highest.

The major conclusions of this work can be summarized as follows:

1. A new approach to cusping and coning problems was developed.

2. The theory assumes $\frac{WOR + C}{C}$ varies linearly with $h_{bp}$ after water breakthrough on a semi-log plot.

3. The entire cusping and coning performance can be described when $m$, $C$ and $h_{wb}$ are known.
4. A new set of correlations for estimation of critical flow rate, breakthrough time and WOR after breakthrough was developed. These correlations take into account the main reservoir parameters that affect flow.

5. WOR can be predicted for both constant and variable rate cases i.e. when rate changes. Although the correlation is based on the assumption of hysteresis, the developed correlation gave excellent match.

6. WOR is not rate sensitive at high flow rates in the region of the experimental range of investigation. The insensitivity at higher rates is the result of low gravity numbers.

7. The ability to obtain a straight line slope after water breakthrough is important to be able to estimate WOR performance after breakthrough. The flexibility of using different constant enables us to achieve this.

8. A computer program that incorporates the developed equations and correlations was developed. The program is easy to use and fast. It allows the simulation of various scenarios and allows comparison with field and simulation data.

9. The experimental range of investigation and parameter group range are stated in the previous chapters. Results obtained within the range of investigation are encouraging. The accuracy may be less for values outside these ranges.
Recommendations for Future Work

Based on the results of this research, the following recommendation and direction for future work are made to improve critical flow rate estimation, breakthrough time prediction and performance after water breakthrough estimation.

1. The developed methodology can be applied to other systems Gas-Oil systems and 3-phase flow e.g. Gas-Oil-Water.

2. Determination of constant C is subjective and based on visual best fit. A more scientific way could be investigated.

3. Further research may address situations where high end point mobility ratio is encountered.
NOMENCLATURE

\[ A_c = \text{cross sectional area} \]

\[ B_o = \text{oil formation volume factor, RB/STB} \]

\[ C = \text{constant used to obtain a straight line} \]

\[ d_c = \text{distance from production well to the position of the original OWC or the GWC} \]

\[ g = \text{gravitational acceleration, } \text{ft/s}^2 \]

\[ G = \text{dimensionless gravity number} \]

\[ h = \text{vertical formation thickness, ft} \]

\[ h_{ap} = \text{average oil column height above perforation, ft} \]

\[ h_{bp} = \text{average oil column height below perforation, ft} \]

\[ h_{gb} = \text{average oil column height at gas breakthrough, ft} \]

\[ h_p = \text{perforation thickness, ft} \]

\[ h_v = \text{vertical distance or initial standoff, ft} \]

\[ h_w = \text{height of water column} \]

\[ h_{wb} = \text{average oil column height at water breakthrough, ft} \]

\[ H_t = \text{total vertical thickness, ft} \]

\[ \tilde{k} = \text{pseudo relative permeability} \]

\[ k_{ij} = \text{intrinsic permeability tensor of the porous medium} \]

\[ k_{or} = \text{relative permeability to oil at connate water saturation} \]

\[ \tilde{k}_{rw} = \text{water pseudo relative permeability} \]

\[ \tilde{k}_{ro} = \text{oil pseudo relative permeability} \]
$k_r = \text{relative permeability}$

$k_h = \text{horizontal permeability, md}$

$k_v/k_h = \text{anisotropy – ratio of vertical to horizontal permeability}$

$k_{rw} = \text{relative permeability to water at residual oil saturation}$

$k_v = \text{vertical permeability, md}$

$L = \text{reservoir length in x-direction, ft}$

$m = \text{slope of the log (WOR+C)/C vs. h_{bp} plot}$

$M = \text{end point mobility ratio}$

$n = \text{layers for which water breakthrough has occurred}$

$N = \text{total layers in the system}$

$N_{Grav} = \text{Gravity Number}$

$N_p = \text{cumulative oil production, STB}$

$N_{pbt} = \text{cumulative oil production at breakthrough, STB}$

$p = \text{phase pressure}$

$P_{cp} = \text{pseudo capillary pressure}$

$q = \text{source/sink term (flow rate per unit volume)}$  

$q_o = \text{oil flow rate, STB/D}$

$q_w = \text{water flow rate, STB/D}$

$q_t = \text{total liquid flow rate, STB/D}$

$Rnd = \text{Random Number}$

$S = \text{phase saturation}$

$S_{wc} = \text{connate water saturation}$
\( S_{or} \) = residual oil saturation

\( \tilde{S}_w \) = average water saturation

\( w \) = width of the drainage area of one production well (= well spacing)

WOR = producing water oil ratio

WOC = water oil contact

\( z \) = vertical spatial coordinate

**Greek Symbols**

\( \alpha \) = dip angle, degrees

\( \beta \) = the angle between the fluids interface

\( \Delta \gamma \) = Water-oil gravity gradient, psi/ft

\( \Delta H \) = average vertical height of the water invaded zone, ft

\( \phi \) = porosity, %

\( \rho \) = density, lbm/ft\(^3\)

\( \mu \) = viscosity, cp
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APPENDIX A

DERIVATION OF THE EQUATION FOR CALCULATING THE
HEIGHT OF THE WATER INVADER ZONE FOR EACH TIME
STEP

One of the assumptions of the tank model is that water displaces oil in a piston-
like fashion and also the OWC is fairly straight. For every time step, we can calculate
the vertical height of the water invaded zone, $\Delta H$ by treating the reservoir as a tank
model. Fig. A.1 shows a sketch of the reservoir.

![Sketch of the material balance model at initial conditions.](image)

From Fig. A.1,

\[
\tan \alpha = \frac{h_v}{x_1} = \frac{h + h_v}{x_1 + x_2} = \frac{h}{x_2} \quad \text{................................. (A.1)}
\]

The cross-sectional area $A_c$ of the reservoir is given by
\[ A_c = \frac{1}{2}(h + h_v)(x_1 + x_2) - \frac{1}{2}h_vx_1 \]  \hspace{1cm} \text{(A.2)}

Hydrocarbon pore volume \( V_p \) is given by

\[ V_p = A_cL\phi \]  \hspace{1cm} \text{(A.3)}

The original oil in place OIP is given by

\[ OOIP = V_p\left(1-S_{wc}\right)/B_o \]  \hspace{1cm} \text{(A.4)}

The Moveable OIP is

\[ = V_p\left(1-S_{wc} - S_{or}\right)/B_o \]  \hspace{1cm} \text{(A.5)}

\[ OOIP = A_cL\phi\left(1-S_{wc}\right)/B_o = \left[ \frac{1}{2}(h + h_v)(x_1 + x_2) - \frac{1}{2}h_vx_1 \right] \frac{L\phi(1-S_{wc})}{B_o} \]  \hspace{1cm} \text{(A.6)}

\[ OOIP = \left[ \frac{1}{2}(h + h_v)\frac{h + h_v}{\tan \alpha} - \frac{1}{2}h_v\frac{h_v}{\tan \alpha} \right] \frac{L\phi(1-S_{wc})}{B_o} \]  \hspace{1cm} \text{(A.7)}

\[ OOIP = \frac{1}{2\tan \alpha}\left[(h + h_v)^2 - h_v^2\right]L\phi(1-S_{wc})/B_o \]  \hspace{1cm} \text{(A.8)}

Fig. A.2 Sketch of the material balance model at a later time with water invasion.
If we look at the sketch at a later time, we will have an invaded zone (assuming horizontal interfaces and piston-like displacement) that represents the displaced reservoir oil. This will be equal to the cumulative reservoir oil produced, which can be expressed as:

\[
\text{OIP}_{t=0} - \text{OIP}_t = N_p \frac{h \phi (1 - S_w - S_o)}{B_o} \tan \alpha \tag{A.9}
\]

This equation is used to calculate \( \Delta H \) for the material balance model, given the actual \( N_p \) from the simulation at any given time-step. The corresponding \( \text{WOR} \) from that time-step is then used in plotting \( \text{WOR} \) and \( \Delta H \). The expression is

\[
\Delta H = \frac{N_p B_o \tan \alpha}{hL\phi(1 - S_w - S_o)} \tag{A.10}
\]

So the values of \( \text{WOR} \) and \( \Delta H \) are calculated for each time-step of the simulations and used to construct the various plots used for the correlation.
APPENDIX B

SPIDER PLOT PROCEDURE

The spider plot approach is a technique for discovering unique features contained in the data. It gives a visual comparison of several variables. The correlation developed is a function of eleven variables that affect the performance of edgewater cusping and coning. The variables include Total liquid flow rate, formation thickness, reservoir length, vertical distance (initial standoff), perforation thickness, dip angle, end point mobility ratio, density difference, vertical permeability, horizontal permeability, ratio of most likely permeability to maximum permeability for Hearn relative permeability curves. The relationship between the height at water breakthrough $h_{wb}$, slope of the water-oil ratio curve $m$ and constant $C$ versus the eleven variables was determined using the spider plot approach.

The procedure used in developing the correlation is outlined in the following steps:

- The log-log plot of $h_{wb}$, $m$ and $C$ versus each of the parameters is made.

- The slope for each parameter is determined from $\frac{\log(y_2 / y_1)}{\log(x_2 / x_1)}$.

- The obtained slope is the exponent of the parameter. This was put together as the developed correlation.
Fig. B.1 Spider plot of $\log h_{wb}$ vs. $q_t$. slope = 0.04

Fig. B.1 Spider plot of $\log m$ vs. $q_t$. slope = -0.04
APPENDIX C

DETERMINATION OF THE HEIGHT AT WATER BREAKTHROUGH AND SLOPE OF THE WATER-OIL RATIO PLOT FROM SIMULATOR OUTPUT

The entire coning performance can be described with three key variables: the height at water breakthrough, $h_{wb}$, slope of the water-oil ratio curve, $m$ and constant $C$ which is added to obtain the straight line.

Since the constant $C$ is visually determined, a systematic procedure was devised in Excel to obtain $h_{wb}$ and $m$ after the value of $C$ is obtained. From the cumulative oil production data, oil flow rate and water flow rate information and using the equations derived in Appendix A, the $(WOR+C)/C$ versus the average oil column height below perforation is made on a semi-log plot. Using the semi-log plot of $\log (WOR+C)/C$ versus $h_{bp}$, the equations for calculating the height at water breakthrough, $h_{wb}$ and the slope of the water-oil ratio curve, $m$ can be derived by analyzing the figure below.
From a semi-log plot,

\[ \log(y) = a + bx \] ............................................................... (C.1)

Where \( b \) is slope and \( a \) is the intercept. Using our notation,

\[ \log\left(\frac{WOR + C}{C}\right) = a + mh_{bp} \] ............................................................... (C.2)

From the figure above,

\[ \frac{a_1}{b_1} = \frac{a_2}{b_2} \] ............................................................... (C.3)

\[ \frac{\log y_1 - \log y_2}{x_1 - x_2} = \frac{\log y_3 - \log y_2}{x_3 - x_2} \] ............................................................... (C.4)

\[ x_3 - x_2 = (x_1 - x_2) \frac{\log(C/(C*y_2))}{\log(y_1/y_2)} \] ............................................................... (C.5)

\[ \text{slope} = m = \frac{\log(y_1/y_2)}{x_1 - x_2} \] ............................................................... (C.6)

\[ x_3 = x_2 + \frac{1}{slope} \log(C/(C*y_2)) \] ............................................................... (C.7)

The above expression is used to calculate \( h_{bp} = X_3 \)
APPENDIX D
EXAMPLE CALCULATION PROCEDURE

This section discusses the steps for analyzing a run from Eclipse. From the simulation data file, the oil in place in STB, cumulative production in STB, water and oil flow rate and water cut for a specific time step are outputted to the result summary file. The WOR, (WOR+C)/C, height of the water invaded zone and average oil column height below perforation are computed using the equations described earlier. Table D.1 shows a sample run. Fig. D.1 shows the semi log plot of Log (WOR+C)/C vs. h_{wb}. C in this example is 0.1. This is the constant added to obtain a straight line. The sensitivity is carried out for a certain range of values. For each run, the average column height at water breakthrough h_{wb}, slope of the plot m and the constant C are read. The spider plot procedure as described in Appendix B is used to obtain the exponent of the parameter.
<table>
<thead>
<tr>
<th>TIME</th>
<th>FOIP</th>
<th>FOPR</th>
<th>FOPT</th>
<th>FWPR</th>
<th>FWCT</th>
<th>WOR</th>
<th>STB</th>
<th>STB/DAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1020</td>
<td>5381799.5</td>
<td>1588.872</td>
<td>1916842</td>
<td>411.12836</td>
<td>0.205564</td>
<td>0.258755</td>
<td>3.587549</td>
<td>146.5661</td>
</tr>
<tr>
<td>1060</td>
<td>5319219.5</td>
<td>1556.399</td>
<td>1979422</td>
<td>443.60141</td>
<td>0.221801</td>
<td>0.285018</td>
<td>3.850179</td>
<td>151.3512</td>
</tr>
<tr>
<td>1080</td>
<td>5288423.5</td>
<td>1539.809</td>
<td>2010218</td>
<td>460.1915</td>
<td>0.230096</td>
<td>0.298863</td>
<td>3.988628</td>
<td>153.7059</td>
</tr>
<tr>
<td>1180</td>
<td>5139385.5</td>
<td>1457.175</td>
<td>2159256</td>
<td>542.82538</td>
<td>0.271413</td>
<td>0.372519</td>
<td>4.725191</td>
<td>165.1017</td>
</tr>
<tr>
<td>1220</td>
<td>5082092</td>
<td>1424.144</td>
<td>2216550</td>
<td>575.85614</td>
<td>0.287928</td>
<td>0.404353</td>
<td>5.043525</td>
<td>169.4825</td>
</tr>
<tr>
<td>1300</td>
<td>4971480</td>
<td>1357.923</td>
<td>2327162</td>
<td>642.07745</td>
<td>0.321039</td>
<td>0.472838</td>
<td>5.728381</td>
<td>177.9401</td>
</tr>
<tr>
<td>1480</td>
<td>4741395.5</td>
<td>1216.192</td>
<td>2557246</td>
<td>783.80804</td>
<td>0.391904</td>
<td>0.644477</td>
<td>7.444773</td>
<td>195.5329</td>
</tr>
<tr>
<td>1540</td>
<td>4670169</td>
<td>1172.784</td>
<td>2628473</td>
<td>827.21619</td>
<td>0.413608</td>
<td>0.705344</td>
<td>8.053441</td>
<td>200.9791</td>
</tr>
<tr>
<td>1660</td>
<td>4535344</td>
<td>1090.102</td>
<td>2763298</td>
<td>909.89795</td>
<td>0.454949</td>
<td>0.834691</td>
<td>9.346906</td>
<td>211.2881</td>
</tr>
<tr>
<td>1680</td>
<td>4513800</td>
<td>1077.206</td>
<td>2784842</td>
<td>922.79443</td>
<td>0.461397</td>
<td>0.856656</td>
<td>9.566558</td>
<td>212.9354</td>
</tr>
<tr>
<td>1760</td>
<td>4430198</td>
<td>1025.866</td>
<td>2868444</td>
<td>974.13379</td>
<td>0.487067</td>
<td>0.949572</td>
<td>10.49572</td>
<td>219.3278</td>
</tr>
<tr>
<td>1800</td>
<td>4389893.5</td>
<td>1001.623</td>
<td>2908748</td>
<td>998.37665</td>
<td>0.499188</td>
<td>0.996759</td>
<td>10.96759</td>
<td>222.4096</td>
</tr>
<tr>
<td>1980</td>
<td>4219613.5</td>
<td>903.1984</td>
<td>3079028</td>
<td>1096.8016</td>
<td>0.548401</td>
<td>1.214353</td>
<td>13.14353</td>
<td>235.4296</td>
</tr>
<tr>
<td>940</td>
<td>5510841.5</td>
<td>1652.921</td>
<td>1787800</td>
<td>347.07944</td>
<td>0.17354</td>
<td>0.20998</td>
<td>3.099795</td>
<td>136.6993</td>
</tr>
<tr>
<td>920</td>
<td>5543900</td>
<td>1668.398</td>
<td>1754742</td>
<td>331.60211</td>
<td>0.165801</td>
<td>0.198755</td>
<td>2.987548</td>
<td>134.1716</td>
</tr>
<tr>
<td>880</td>
<td>5610950.5</td>
<td>1699.433</td>
<td>1687691</td>
<td>300.56757</td>
<td>0.150284</td>
<td>0.176863</td>
<td>2.768635</td>
<td>129.0447</td>
</tr>
<tr>
<td>860</td>
<td>5644939.5</td>
<td>1714.827</td>
<td>1653702</td>
<td>285.1731</td>
<td>0.142587</td>
<td>0.166298</td>
<td>2.662985</td>
<td>126.4459</td>
</tr>
<tr>
<td>800</td>
<td>5748727</td>
<td>1759.61</td>
<td>1549915</td>
<td>240.38976</td>
<td>0.120195</td>
<td>0.136615</td>
<td>2.366153</td>
<td>118.51</td>
</tr>
<tr>
<td>760</td>
<td>5819399</td>
<td>1788.33</td>
<td>1479242</td>
<td>211.67006</td>
<td>0.105835</td>
<td>0.118362</td>
<td>2.183619</td>
<td>113.1063</td>
</tr>
<tr>
<td>720</td>
<td>5891216</td>
<td>1816.235</td>
<td>1407426</td>
<td>183.76518</td>
<td>0.091883</td>
<td>0.101179</td>
<td>2.011792</td>
<td>107.615</td>
</tr>
<tr>
<td>700</td>
<td>5927540.5</td>
<td>1829.981</td>
<td>1371101</td>
<td>170.01875</td>
<td>0.085009</td>
<td>0.092907</td>
<td>1.929074</td>
<td>104.8375</td>
</tr>
<tr>
<td>680</td>
<td>5964140</td>
<td>1843.07</td>
<td>1334502</td>
<td>156.92964</td>
<td>0.078465</td>
<td>0.085146</td>
<td>1.851458</td>
<td>102.0391</td>
</tr>
<tr>
<td>600</td>
<td>6113121</td>
<td>1892.932</td>
<td>1185521</td>
<td>107.068</td>
<td>0.053534</td>
<td>0.056562</td>
<td>1.56562</td>
<td>90.64763</td>
</tr>
<tr>
<td>540</td>
<td>6227373</td>
<td>1925.862</td>
<td>1071269</td>
<td>74.137672</td>
<td>0.037069</td>
<td>0.038496</td>
<td>1.384958</td>
<td>81.91168</td>
</tr>
<tr>
<td>520</td>
<td>6265890</td>
<td>1935.922</td>
<td>1032752</td>
<td>64.078522</td>
<td>0.032039</td>
<td>0.0331</td>
<td>1.330998</td>
<td>78.96656</td>
</tr>
<tr>
<td>260</td>
<td>6779459</td>
<td>1995.863</td>
<td>519182.5</td>
<td>4.1370921</td>
<td>0.002069</td>
<td>0.002073</td>
<td>1.020728</td>
<td>39.69789</td>
</tr>
<tr>
<td>200</td>
<td>6899218.5</td>
<td>1996.267</td>
<td>399422.9</td>
<td>3.7328584</td>
<td>0.001866</td>
<td>0.00187</td>
<td>1.018699</td>
<td>30.5408</td>
</tr>
<tr>
<td>140</td>
<td>7019004</td>
<td>1996.744</td>
<td>279637.7</td>
<td>3.2559922</td>
<td>0.001628</td>
<td>0.001631</td>
<td>1.016307</td>
<td>21.38174</td>
</tr>
<tr>
<td>100</td>
<td>7098877</td>
<td>1997.123</td>
<td>199764.3</td>
<td>2.8773642</td>
<td>0.001439</td>
<td>0.001441</td>
<td>1.014408</td>
<td>15.27444</td>
</tr>
<tr>
<td>60</td>
<td>7178766.5</td>
<td>1997.58</td>
<td>119875.1</td>
<td>2.4196424</td>
<td>0.00121</td>
<td>0.001211</td>
<td>1.012113</td>
<td>9.165927</td>
</tr>
</tbody>
</table>
Plot of Log (WOR+C)/C vs $h_{bp}$

Fig. D.1 Semi-log plot
APPENDIX E

ADDINGTON METHOD

This section gives a detailed description of the Addington approach to gas coning. The Addington method is the basis of this research.

Addington\(^3\) developed a generalized gas correlation for 3-D, 5 layer large grid cell model of the Prudhoe Bay field. The developed correlation can be used to predict critical coning rate and Gas-Oil ratio (GOR) of a well after coning. The gas-coning correlations were developed by simulating numerous one-well models at a constant total fluid production rate for a variety of well parameters. The one well model was run on an implicit radial simulator and contained grid blocks in the radial direction while the number of grid blocks in the vertical varied from 11 – 20 depending on the well parameters.

He observed that before gas breakthrough, the well produces at a GOR given by the dissolved gas. After gas breakthrough, a linear relationship existed when the plot of GOR versus the average oil column height above the perforations on a semi-log paper is made. The height at which gas breakthrough is referred to as average oil column height above perforation at gas breakthrough \(h_{gb}\). The linear relationship is the basis for the generalized correlations. Fig. E.1 shows this relationship.

From the simulation runs and plot, it was observed that the gas coning behavior of any well could be predicted if the GOR slope, \(m\) and the oil column height above the perforation at gas breakthrough, \(h_{gb}\) are known. As a result, two generalized correlations
were developed. These correlations are a function of production rate, horizontal permeability, vertical permeability, perforation thickness, well spacing, oil viscosity, water saturation and residual oil saturation. The variables represented in the parameter groups were varied independently and the effect on the oil column height above the perforation at gas breakthrough and GOR slope accounted for.

Fig. E.1 Log (GOR) vs. \( h_{ap} \) relationship

\[
\text{Log (GOR)} \quad B.T \quad h_{ap}
\]

\[
h_{ap} \quad p_1
\]
Fig. E.2 $h_{gb}$ vs. $P_1$ Plot

The first correlation established the relationship between the oil column height above the perforation at gas breakthrough, the well parameters and production rate. Fig. E.2 shows the plot that describes the correlation followed by the equations that describes the correlation.

$$h_{gb} = 137.9 \sqrt{P_1} \quad \text{................................................................. (E.1)}$$

$$P_1 = \frac{q \left( \frac{k_v}{k_h} \right)^{0.1} \mu_o \ast F_1 \ast F_2}{k_h \ast \sqrt{h_p}} \quad \text{................................................................. (E.2)}$$

Where:

$$F_1 = \text{geometric factor} = \frac{h_p + h_{ap}}{h}$$

$$F_2 = \text{well spacing factor}$$

$q = \text{Production rate}$

$$\left( \frac{K_v}{K_h} \right)^{0.1} = \text{vertical to horizontal permeability ratio}$$

$h = \text{total oil column height}$

$h_{ap} = \text{average oil column height above the perforation}$

$h_p = \text{perforation thickness}$

$u_o = \text{average oil viscosity around the well bore.}$

The correlation from the plot can be used to calculate critical rate.
The slope of the GOR is the second correlation. Fig. E.3 shows the plot.

The slope of the GOR curve can be established by applying the equations below:

\[ \log \frac{GOR}{GOR_{BT}} = m(h_{gb} - h_{wp}) \] \hspace{1cm} (E.3)

\[ P_2 = \frac{q \left( \frac{k_v}{k_h} \right)^{0.5} \mu_o \nu_1 \nu_3}{k_h \sqrt{h_p}} \] \hspace{1cm} (E.4)

\[ m = \text{slope of GOR curve} \]

\[ F_3 = \text{well spacing factor} \]
APPENDIX F

ECLIPSE DATA FILE

-- EXAMPLE

-- Area of the pattern is
-- Grid dimensions are 800 ft by 700 ft by 250 ft in the oil reservoir
-- Grid dimensions are 800 ft by 29,365 ft by 250 ft in the entire
  reservoir to account for infinite acting aquifer
-- Grid represents a 21x80x25 Cartesian model
-- production well is at the edge of the Grid
-- ouiesc + pseudo pc + hearn rel perm curve

RUNSPEC

-- Specifies the dimensions of the grid: 21x80x25
DIMENS
  21  80  25 /

-- Specifies phases present: oil, water
OIL
WATER

-- Field units to be used
FIELD

-- Specifies dimensions of saturation and PVT tables
TABDIMS
  1   1  30  30   1  30 /

-- Specifies maximum number of well and groups of wells
WELLDIMS
  1  30   1   1 /

-- PRESSURE modification to achieve initial quiescence (produce a true
  steady state solution)
EQLOPTS
  'QUIESC'                        'MOBILE' /

-- Specifies start of simulation
START
  1 'MAY' 2003 /

-- Specifies the size of the stack for Newton iterations
NSTACK
  39 /

GRID

=================================================================================================
EQUALS

'DX'  10  1  1  1  80  1  25 /
'DX'  10  2  2  1  80  1  25 /
'DX'  10  3  3  1  80  1  25 /
'DX'  12  4  4  1  80  1  25 /
'DX'  12  5  5  1  80  1  25 /
'DX'  14  6  6  1  80  1  25 /
'DX'  16  7  7  1  80  1  25 /
'DX'  20  8  8  1  80  1  25 /
'DX'  22  9  9  1  80  1  25 /
'DX'  26 10 10 1  80  1  25 /
'DX'  28 11 11 1  80  1  25 /
'DX'  32 12 12 1  80  1  25 /
'DX'  38 13 13 1  80  1  25 /
'DX'  42 14 14 1  80  1  25 /
'DX'  48 15 15 1  80  1  25 /
'DX'  54 16 16 1  80  1  25 /
'DX'  62 17 17 1  80  1  25 /
'DX'  72 18 18 1  80  1  25 /
'DX'  84 19 19 1  80  1  25 /
'DX'  92 20 20 1  80  1  25 /
'DX'  96 21 21 1  80  1  25 /
'DY'  20  1  21  1  50  1  25 /
'DY'  24  1  21  51 51 1  25 /
'DY'  29  1  21  52 52 1  25 /
'DY'  35  1  21  53 53 1  25 /
'DY'  41  1  21  54 54 1  25 /
'DY'  50  1  21  55 55 1  25 /
'DY'  60  1  21  56 56 1  25 /
'DY'  72  1  21  57 57 1  25 /
'DY'  86  1  21  58 58 1  25 /
'DY' 103  1  21  59 59 1  25 /
'DY' 124  1  21  60 60 1  25 /
'DY' 149  1  21  61 61 1  25 /
'DY' 178  1  21  62 62 1  25 /
'DY' 214  1  21  63 63 1  25 /
'DY' 257  1  21  64 64 1  25 /
'DY' 308  1  21  65 65 1  25 /
'DY' 370  1  21  66 66 1  25 /
'DY' 444  1  21  67 67 1  25 /
'DY' 532  1  21  68 68 1  25 /
'DY' 639  1  21  69 69 1  25 /
'DY' 767  1  21  70 70 1  25 /
'DY' 920  1  21  71 71 1  25 /
'DY'1104  1  21  72 72 1  25 /
'DY'1325  1  21  73 73 1  25 /
'DY'1590  1  21  74 74 1  25 /
'DY'1908  1  21  75 75 1  25 /
'DY'2290  1  21  76 76 1  25 /
'DY'2747  1  21  77 77 1  25 /
'DY'3297  1  21  78 78 1  25 /
'DY'3956  1  21  79 79 1  25 /
<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>'DY'</td>
<td>4748</td>
<td>1</td>
<td>21</td>
<td>80</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'DZ'</td>
<td>10</td>
<td>1</td>
<td>21</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'PERMX'</td>
<td>200</td>
<td>1</td>
<td>21</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'PERMY'</td>
<td>100</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'PERMX'</td>
<td>200</td>
<td>2</td>
<td>21</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'PERMY'</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'PERMZ'</td>
<td>20</td>
<td>2</td>
<td>21</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'PORO'</td>
<td>0.145</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>'PORO'</td>
<td>0.29</td>
<td>2</td>
<td>21</td>
<td>1</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10000</td>
<td>1</td>
<td>21</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10007</td>
<td>1</td>
<td>21</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10014</td>
<td>1</td>
<td>21</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10021</td>
<td>1</td>
<td>21</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10027</td>
<td>1</td>
<td>21</td>
<td>5</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10034</td>
<td>1</td>
<td>21</td>
<td>6</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10041</td>
<td>1</td>
<td>21</td>
<td>7</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10048</td>
<td>1</td>
<td>21</td>
<td>8</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10055</td>
<td>1</td>
<td>21</td>
<td>9</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10062</td>
<td>1</td>
<td>21</td>
<td>10</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10068</td>
<td>1</td>
<td>21</td>
<td>11</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10075</td>
<td>1</td>
<td>21</td>
<td>12</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10082</td>
<td>1</td>
<td>21</td>
<td>13</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10089</td>
<td>1</td>
<td>21</td>
<td>14</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10096</td>
<td>1</td>
<td>21</td>
<td>15</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10103</td>
<td>1</td>
<td>21</td>
<td>16</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10109</td>
<td>1</td>
<td>21</td>
<td>17</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10116</td>
<td>1</td>
<td>21</td>
<td>18</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10123</td>
<td>1</td>
<td>21</td>
<td>19</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10130</td>
<td>1</td>
<td>21</td>
<td>20</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10137</td>
<td>1</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10144</td>
<td>1</td>
<td>21</td>
<td>22</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10150</td>
<td>1</td>
<td>21</td>
<td>23</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10157</td>
<td>1</td>
<td>21</td>
<td>24</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10164</td>
<td>1</td>
<td>21</td>
<td>25</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10171</td>
<td>1</td>
<td>21</td>
<td>26</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10178</td>
<td>1</td>
<td>21</td>
<td>27</td>
<td>27</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10185</td>
<td>1</td>
<td>21</td>
<td>28</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10192</td>
<td>1</td>
<td>21</td>
<td>29</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10198</td>
<td>1</td>
<td>21</td>
<td>30</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10205</td>
<td>1</td>
<td>21</td>
<td>31</td>
<td>31</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10212</td>
<td>1</td>
<td>21</td>
<td>32</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10219</td>
<td>1</td>
<td>21</td>
<td>33</td>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10226</td>
<td>1</td>
<td>21</td>
<td>34</td>
<td>34</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10233</td>
<td>1</td>
<td>21</td>
<td>35</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10239</td>
<td>1</td>
<td>21</td>
<td>36</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10246</td>
<td>1</td>
<td>21</td>
<td>37</td>
<td>37</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10253</td>
<td>1</td>
<td>21</td>
<td>38</td>
<td>38</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10260</td>
<td>1</td>
<td>21</td>
<td>39</td>
<td>39</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10267</td>
<td>1</td>
<td>21</td>
<td>40</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10274</td>
<td>1</td>
<td>21</td>
<td>41</td>
<td>41</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10280</td>
<td>1</td>
<td>21</td>
<td>42</td>
<td>42</td>
<td>1</td>
</tr>
<tr>
<td>'TOPS'</td>
<td>10287</td>
<td>1</td>
<td>21</td>
<td>43</td>
<td>43</td>
<td>1</td>
</tr>
</tbody>
</table>
'TOPS' 10294 1 21 44 44 1 1 /
'TOPS' 10301 1 21 45 45 1 1 /
'TOPS' 10308 1 21 46 46 1 1 /
'TOPS' 10315 1 21 47 47 1 1 /
'TOPS' 10321 1 21 48 48 1 1 /
'TOPS' 10328 1 21 49 49 1 1 /
'TOPS' 10335 1 21 50 50 1 1 /
'TOPS' 10343 1 21 51 51 1 1 /
'TOPS' 10352 1 21 52 52 1 1 /
'TOPS' 10363 1 21 53 53 1 1 /
'TOPS' 10376 1 21 54 54 1 1 /
'TOPS' 10381 1 21 55 55 1 1 /
'TOPS' 10410 1 21 56 56 1 1 /
'TOPS' 10432 1 21 57 57 1 1 /
'TOPS' 10459 1 21 58 58 1 1 /
'TOPS' 10492 1 21 59 59 1 1 /
'TOPS' 10531 1 21 60 60 1 1 /
'TOPS' 10577 1 21 61 61 1 1 /
'TOPS' 10633 1 21 62 62 1 1 /
'TOPS' 10700 1 21 63 63 1 1 /
'TOPS' 10781 1 21 64 64 1 1 /
'TOPS' 10877 1 21 65 65 1 1 /
'TOPS' 10993 1 21 66 66 1 1 /
'TOPS' 11132 1 21 67 67 1 1 /
'TOPS' 11299 1 21 68 68 1 1 /
'TOPS' 11500 1 21 69 69 1 1 /
'TOPS' 11740 1 21 70 70 1 1 /
'TOPS' 12028 1 21 71 71 1 1 /
'TOPS' 12375 1 21 72 72 1 1 /
'TOPS' 12790 1 21 73 73 1 1 /
'TOPS' 13288 1 21 74 74 1 1 /
'TOPS' 13887 1 21 75 75 1 1 /
'TOPS' 14604 1 21 76 76 1 1 /
'TOPS' 15466 1 21 77 77 1 1 /
'TOPS' 16499 1 21 78 78 1 1 /
'TOPS' 17740 1 21 79 79 1 1 /
'TOPS' 19228 1 21 80 80 1 1 /
/

OLDTRAN

INIT

GRIDFILE
2 1 /

-- Specifies what is to be written in the GRID output file
RPTGRID
1 1 1 1 1 0 0 0 /

-- DEBUG
-- 0 0 1 0 1 0 1 /
PROPS
==============================================================

-- Specifies water saturation tables: Water saturation, Water relative permeability, Oil relative permeability
-- and Oil-Water capillary pressure

SWFN
--Sw  Krw    Pcow
  0.2  0     14.8375
  0.26 0.015 14.244
  0.32 0.0754 13.6505
  0.38 0.104 13.057
  0.44 0.129 12.4635
  0.5 0.149 10.0895
  0.56 0.166  7.7155
  0.62 0.179  5.3415
  0.68 0.189  2.9675
  0.74 0.196  1.7805
  0.8 0.2 0.5935
  1 0.2 0
/

SOF2
-- So  Kro
  0.2       0
  0.26 0.0180
  0.32 0.0500
  0.38 0.0950
  0.44 0.1540
  0.5 0.2290
  0.56 0.3210
  0.62 0.4320
  0.68 0.5610
  0.74 0.7110
  0.8 0.9
/

-- Specifies PVT properties of water:
PVTW
6500  1.03  3.0E-06  .54  0.0 /

-- Specifies PVT properties of the oil: Rs, pressure, Bo and oilvisc
PVDO
-- P  Bo    Uo
  5000 1.313  1.8158
  6000 1.3050  2.0005
  6500 1.3020  2.1000
  7000 1.2990  2.2027
  7500 1.2960  2.3087
  8000 1.2930  2.4179
  8500 1.2900  2.5271
  9000 1.2870  2.6362
9500 1.2840 2.7454
10000 1.2810 2.8530
/

RSCONST
-- Rs Pbub
1 6000 /

-- Specifies surface densities: Oil API: 21; Water spec. gravity: 1.15;
Gas spec. gravity: 0.65
GRAVITY
21 1.15 0.65 /

-- Specifies rock compressibility: 10E-06 psi -1 @ 6500 psia
ROCK
6500 10E-06 /

Regions
================================================================================================
-- Specifies the number of saturation regions (only one for this case)
SATNUM
42000*1 /

SOLUTION
================================================================================================

-- DATUM DATUM WOC WOC GOC GOC RSVD RVVD SOLN
-- DEPTH PRESS DEPTH PCOW DEPTH PCOG TABLE TABLE METH
EQUIL
10000 10000 10550 0 0 0 0 0 10 /

-- Specifies parameters to be written in the SOLUTION section of the
RESTART file: pressure, water saturation
-- gas saturation and oil saturation
RPTSOL
PRESSURE SWAT SGAS SOIL FIP /

-- Specifies that RESTART files are to written every timestep
RPTRST
BASIC=2 /

SUMMARY
================================================================================================

-- Specifies that a SUMMARY file with neat tables is to be written in
text format
RUNSUM

-- Specifies that the SUMMARY file is to be created as a separate file
in addition from the text file with neat tables
SEPARATE
-- Specifies that reports are to be written only at the timesteps specified in the DATA file. Avoids reports to be created at chopped timesteps (to avoid excessive data and clutter).
RPTONLY

-- Specifies that a group of parameters specific to ECLIPSE are going to be written in the SUMMARY files.
-- ALL
FOIP
FOPR
FOPT
FWPR
FWCT
FPR
/
WBHP
/
WBP5
/
WPI5
/
FWIP
FWPT
FGLR
FGOR
/
SCHEDULE

-- Specifies what is to written to the SCHEDULE file
RPTSCHED   FIELD   16:55 18 APR
86
1 0 1 0 0 0 2 0 0 0 0 2 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

-- Define well specifications:
WELSPECS
"P" 'G' 1 11* 'OIL' /
/

COMPDAT
"P" 1 1 1 25 'OPEN' 0 0 .25 0 0 0 Z /
/

WCONPROD
"P" 'OPEN' 'LRAT' 3* 2000 1* 5000 /
/

WELTARG
"P" BHP 5000 /
/

WECON
P 0 0 .8 /
/

TUNING
1 365 /
/
12 1 100/

TSTEP
100*20
/

END
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