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ABSTRACT 
Pill control loops are becoming quite common in the 
commercial, institutional, and industrial HVAC 
industry. Proper application and tuning of this control 
algoritlun can bring many efficiency and performance 
benefits with it. However, improper applications, lack 
of understanding and poor tuning of these loops are 
often the root cause behind many commissioning 
problems. This paper will discuss the background and 
theory behind Pill and why it offers certain advantages 
from a precision and energy conservation standpoint. 
It will also look at when the algoritlun should and 
should not be applied. Finally, it would look at how to 
set up, verify and address control loop tuning issues 
based on field experience and the work of David W. St. 
Gair. 

INTRODUCTION 
Experience over the years seems to indicate that 
fundamental control system theory and hardware are 
often misunderstood by HVAC system designers, 
engineers, and technicians resulting in frustration and 
the failure of many good designs to fully realize their 
intended level of performance and efficiency. Consider 
the following example. 

It's early in the morning on a summer day in the 
Midwest. A young project engineer is performing the 
final inspection and punch list for a project that 
implemented extensive renovation and modification of 
a 45,000 dm constant volume reheat air hanclling 
system serving a hospital emergency and radiology 
suite. The project had been driven by the need to 
modify the system to meet the requirements of new 
radiology equipment installed in the area it served as 
weU as the need to optimize the energy consumption of 
this energy intensive system. The performance of the 
discharge temperature controller was critical if the 
system was going to meet its design goals. Thus the 
designer had selected and specified a process control 
grade proportional pneumatic controller believing that 
this would assure that these requirements would be 
accurately and reliably met. Even thought the product 
selected was part of the product line offered by the 
control contractor for the project, the field staff were 
not very familiar with its installation, set-up and 
operation since the controller was infrequently 
specified due to it's cost relative to the new receiver 
controllers in the product line. 

When the engineer inserted his lab grade mercury 
thermometer into the system discharge duct to verify 
the controllers performance he discovered that the 
system was delivering air at 52.5°F; 4°F below the 
required set point of 56.5°P' That was 47 tons of 
unnecessary cooling and 5.7 mbH of unnecessary 
reheat. He documented the discrepancy as a calibration 
problem in his punch list and moved on to check other 
areas. Later that afternoon, when he took the chief 
facilities engineer to the equipment room to show him 
the problem, he was further dismayed to discover that 
the chilled water valve was still in a modulated position 
even though the day had turned quite hot an humid. 
Worse yet, the controller was now maintaining a 
discharge temperature of 60.5°F, even though its set 
point was unchanged. It looked like that calibrated or 
not, his sophisticated and expensive controller was not 
capable of holding a set point. 

As a result, an angry letter was written to the control 
contractor branch manager complaining about the poor 
quality of both their product and their field support. 
The branch office responded by sending their best 
pneumatic control pipe fitter out with a replacement 
controlJer. What nobody at the time seemed to realize 
was that the product was in fact working properly and 
was probably reasonably well calibrated. Despite 
everything the project engineer had learned in 
developing the design for the system modification, 
despite all his calculations and analysis, despite the 
combined experience of the branch manager and 
control fitter, they all had failed to understand the 
fundamental concept behind a proportional controller; 
i.e. the output of the controller is proportional to the 
difference between the set point and the control point. 

PROPORTIONAL OFFSET OR ERROR 
Stated another way, except for one very specific load 
condition, there will always be a difference between the 
control point and the set point for a system that is 
operating under the control of a proportional 
controller. This difference between what you want and 
what you are getting is called the proportional offset or 
proportional error. How big this difference will be is a 
function of the gain of the controller. Stated 
mathematically: 

Output = Kp :, Proportional Offset 

Where: 
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Kp = controller proportional gain 

For many people, an easier wa)' to think of controller 
gain is to think of it ill terms of controller throttling 
range or controller proportional band. The terms are 
reciprocals of each other, at least 10 the general sense. 
The throttling range of the controller is the change in 
input, which will cause the controlled deVIce to go 
through its full stroke. For Ulstance, a pneumatic 
controller temperature controller with a lOaF throttling 
range that is controlling a normally closed valve with a 
3-15 psi span would require a lOaF temperature change 
at its ll1put sensor to generate a 12 psi change at its 
output and make the valve go from fully closed to fully 
open. A typical controller calibration procedure adjusts 
the controller so that its controlled device is at mid­
stroke when the control point is exactly equal to the set 
point. So, if the controller we were describing in the 
preceding sentence was an air handling unit discharge 
temperature controller which modulated a chilled water 
valve to maintain a 56.5°F set point and had been 
calibrated so that the valve was at mid stroke when the 
controller output was at 9 psi (half way between 3 and 
15 psi), then the discharge temperature would need to 
faU 5°F below set point to full)' close the valve and rise 
5°F above set pomt to fully open the valve. 

Thus, at low load conditions, the discharge temperature 
would tend to drop below the required set point until 
the valve was in a position where the flow through it 
exactly matched the low load condition. \Xfhen there 
was no load, the system would have to allow the 
discharge temperature to drift down to 51.5°F to 

completely close the valve. Similarly, at high load 
conditions, the sys tem would have to allow the 
discharge temperature to drift up to 61.5°F before the 
control valve would be driven full)' open and allow the 
design chilled water flow to enter the cooling coil. 

It is quite likely that the controller in the case study at 
the beginning of the paper was a proportional 
controller with a lOaF throttling range working as 
designed over a range of load conditions. Earl)' in the 
day, when the load was low, a stable operating point 
was achieved with a discharge temperature 4°F below 
the controller's set point. As the load increased, the 
chilled water flow at this valve position was inadequate 
and the discharge temperature started to rise. The 
rising discharge temperature changed the offset in the 
system and thus output of the controller. This caused 
the valve to open until a new point of stability was 
achieved. 

After thinking about all of that for a while, it is a 
common reaction for less experienced people to 
suggest that the throttling range be made as small as 
possible so that the system would have little if an)' 
proportional offset, regardless of the load condition. 
This is in fact one of the parameters that you are tlying 
to achieve when you tune a controller; i.e. you are 
trying to achieve the smallest possible throttling range, 
which wiJJprovide stable system performance under all operating 
conditions. It is in the second part of that statement 
wherein the trick and the problem lies. 

As you narrow the throttling range of a controller, the 

Figure 1- The Effect of Narrowing the Throttling Range On a Controller 

The black line (darkest) represents the response of a well-tuned proportional control system to an upset or change in 
the system, like a set point change for i.nstance. Notice how there are a few oscillations and then the system fll1ds a 
new stable operating point at a different valve position. The blue line is the response of this same system after the 
throttling range has been decreased to the point where it starts to become unstable. The red and the gray lines are the 
results of further decreases in the throttling range. Note that in the case of the gray line (lightest, which represents the 
most sensitive system), the magnitude of the swings is increasing. 
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response of the controller to a change sensed by its 
input sensor becomes much more pronounced. For 
instance, a pneumatic temperature controller with a 
standard 12 psi output range and a 1Q°F throttling 
range will adjust it's output 1.2 psi for every 1°F of 
temperature change at its input. If the controller had a 
SOF throttling range, a 1°F temperature change at its 
input would result in a 2.4 psi change in output. With a 
2°F throttling range, the output would change 6 psi for 
every 1OF temperature change at the input sensor. So, 
as the throttling range of the controller is decreased, 
the controller becomes much more sensitive to changes 
at its input and responds much more strongly to them. 
This is good as long as the system that the controller is 
controlling can keep up with the controller's changes. 
But, as you narrow the throttling range, most real 
systems will reach a point where time lags, thermal 
inertia, physical inertia and other factors result in the 
over-all system response is slower than the controller's 
response to a change at its input. As a result the system 
becomes unstable and starts to hunt. (In human terms, 
the system can't keep up with the demands of the 
controller and goes crazy.) Figure 1 illustrates what 
happens as the throttling range is reduced on a system. 

To understand this a little better, lets look in detail at 
what happens with our chilled water valve controller 
when something causes the temperature to change at 
its input sensor. We will continue to cliscuss this as if 
the controller were a pneumatic unit. The essence of 
what happens will be the same regardless of whether 
the controller is a pneumatic instrument, a solid state 
instrument, or a computer. The first thing that 
happens is the actual air temperature changes. The 
change in air temperature causes the temperature of the 
sensing element to change. There is some time lag 
associated with that process, but probably not much 
smce sensors are designed to respond fairly rapidly to 
temperature changes. The controller must now act on 
this temperature change. In pneumatic controllers, this 
typically was accomplished via a series of levers, 
bellows, and other mechanisms that somehow caused 
;tir from the air source to be added or removed from 
the output line. Again, this happened fairly quickly, but 
some fmite amount of time will be required for all the 
levers, beJlows, and other mechanical devices to move 
to reflect the new operating conclition. (See Figure 2~. 

Now that the controller has made some internal change 
to try to change its output pressure, the pressure has to 
actually change before the system will respond. This is 
a function of several things including the nature of the 
pressure source, the length of the line to the valve that 
is being controlled, and the volume of air required to 
fill the valve actuator enough to start to move the valve 
stem. Of course, just because the valve linkage starts to 
move doesn't necessarily mean that the valve plug is 
going to move. ["[ost mechanisms, especially linkage 

systems, have some play in them. So, for the valve plug 
to move and start to actually change the flow through 
the chilled water coil, the valve linkage must first move 
enough to take up this play (sometimes termed 
hysteresis or dead band). 
And of course, all of this takes time. Once the play is 
out of the system and the valve plug actually moves, 
the flow through the chilled water coil will start to 
change. But, the higher chilled water flow rate must 
first cool the tubes and fins of the coil to a slightly 
lower temperature before the tubes and fms can cool 
the aIr stream. Once the air stream starts to cool, there 
will be some period of time (usually called transport 
time or dead time) between when the cooler air leaves 
the face if the coil and when it reaches the sensing 
element. Once the cooler air reaches the sensing 
element, it can change the temperature of the sensing 
element, which will effect the controller output and the 
cycle repeats. In small systems with fast controllers 
and rapid fluid streams, the combined impact of all of 
these time factors will amount to fractions of a second 
or seconds. On a large system with large final control 
elements and large clistances between the controllers, 
sensors and coils, these interactions can take fractions 
of a minute or even rn.imltes. 

Figure 2 - Mid 1940's State of the Art Pneumatic 
Controller. 

Note all the levers and other mechanisms. Current 
technology computers and electronic controllers 
have far fewer moving parts, but there is still some 
time required for an input change to be reflected at 
the output. 
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The bottom line is that each controller must be tuned 
to the system it serves to function properly, and each 
system will have a minimum throttling range below 
which system operation will no longer be stable. It is 
not uncommon for the proportional temperature 
control systems for large HVAC equipment to require 
throttling ranges of 5-1O°F or more for stable 
performance. This results in large offsets or errors 
from the desired set P01J1t for many of the system's 
operating conditions. For some systems, like the one 
in the case study, this will result in a significant energy 
consumption penalty for much of the operating cycle 
unless the set point of the controller is constantly 
readjusted by the operators to compensate for the 
offset. Of course, most facilities groups have more 
than enough to do with out having to constantly run 
around and adjust their controllers. After all, it's 
supposed to be an automatic temperature control 
system. And, even if this were possible, the constant 
adjusting would probably result In other operational 
issues developing. 

PID TO THE RESCUE 
The good news is that the PID control algorithm 
(which stands for Proportional plus Integral plus 
Derivative) can, when properly applied, eliminate aU of 
the proportional offset associated with a traclitional 
proportional only control loop. 

The bad news is that PID controllers are much more 
complex than traditional proportional controllers to 
tune and maintain. This problem has additional 
complications associated with it including: 

•	 The exact workings and mathematics behind PID 
algorithms vary from manufacturer to manufacturerii . 

The tuning constants that work for a system 
equipped with a controller from manufacturer 1\ may 
not work on the same system if the controller is 
replaced by another from manufacturer B. 

•	 The PID algorithm and how to apply and adjust it is 
not well understood by many in the HVAC 
community. 

•	 The PID algorithm may solve significant control 
problems in some cases, but universal application of 
the control algorithm to all control loops in a facility 
or complex without considering if the process 
warrants the added complexity may cause more 
problems that it solves. 

rID technology has actually been around in the process 
control industry for quite a while. The first successful 
PID controllers were pneumatic instruments that were 
developed in the late 30's and early 40's. When they 
were first developed, the tuning and application of the 
devices was actually more of an art than a science. Tlus 

condition persisted until around 1940 when two 
engmeers at Taylor Instruments - John Ziegler and 
Nathaniel Nichols - developed the "Ziegler-Nichols" 
method of tuning controllers i'i Figure 3 is a picture of 
a control room from a 1940's synthetic rubber plant 

Figure 3 - 1940 Vintage Control Room 

Each box with a circle in it is a PID controller. 1\ll 
of these controller loops and much more can now 
fit in a current technology PCi. 

and will give you an idea of the state of the art at the 
time they performed their work. 

It is the integral function (the I in PID) that really 
addresses the problem we are concerned with in the 
HVAC business; i.e. eliminating proportional offset. 
The derivative function allows the controller to be 
more responsive to changes in the process but IS 

seldom required to any great extent in most (but not 
all) I-:fVAC applications. 

THE EFFECTS OF THE INTEGRAL 
FUNCTION 
The integral function works to elinlinate the 
proportional offset over time. There are numerous 
ways to actually accomplish this, and the method will 
vary from manufacturer to manufacturer. But, the 
intent in all cases is very similar. The integral function 
looks at accumulated offset over time (thus the term 
integral) and adjusts the output of the controller as 
required to eliminate offset. The action usually is 
applied in conjunction with the proportional action 
although integral only control is used in some limited 
process and HVAC applications. 

Mathematically, a proportional plus integral controller 
will operate on some variation of the following 
equation: 
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Output =Kp * Propordonal Offset+
 

Kf *L:PropordonaJ Offset
 
ti'ne 

Where: 
ICt = controller integral gain 

L:PropordonaJ Offset =summation or integration 
lime of proportional offset over time 

As stated previously, the exact equation or algorithm 
used will vary from manufacturer to manufacturer, but 
the concept is as illustrated in the equation above. 
Integral gam is typically thought of in terms of repeats 
per minute or minutes per repeat (reciprocal terms), a 
reference to how quickly the effect of integral action 
\ViII increase the output of the controller relative to the 
output change caused by the proportional response to 
the initial upset. This is illustrated in Figure 4. 

One of the problems that seems to occur in some 
retrofit installations where a P only controller is 
replaced with a PI controller is that the once stable 
control loops will sometimes become unstable if the 
integral ftinction is simply added to the loop withou t 
making an adjustment to decrease the proportional 
gaIn. This is because a well tuned control loop has its 
gain set so that the system operates just on the stable 
side of instability. Assuming no other changes to the 
control system or mechanical system it serves, anything 
that increases the gain of the control system 
significantly will force it into an unstable operating 
region. Thus, if integral action and gain is to be added 
to a well tuned proportional only control loop a 
concurrent reduction in the proportional gain will be 
required to keep the over-all system in a stable 
operating state. Some general rules regarding making 
this adjustment will be discussed in a subsequent 
section 0 f this paper. 

Another problem associated with integral action is 
called integral wind-up. Since the integral function is 
accumulating proportion:tl offset over time, the 
accumulated value will tend to increase as long as the 
offset is positive (above set point) and decrease when 
the offset is negative (below set point). If the 
equipment controlled by the control loop does not 
have the "muscle" to eventually force the offset to be 
negative, the controller will simply keep accumulating 
positive offset, resulting in a huge accumulated v:tlue. 
This will drive the output of the control loop to its 
maximum value and it will remam there until 
conditions change to the point where the system can 
recover and force the offset to be negative and the 
negative offset has been big enough and lasted long 

Proporlional Action Only 
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enough to bring the accumulated positive value back 
down. 

To illustrate this, consider a PI control loop servtng a 
chilled water coil that is subjected to a load that it 
cannot handle. If everything else is at design and sized 
properly, the chilled water valve serving the coil will be 
fully open at the exact point where the coil capacity 
matches the load. As the load begins to exceed what 
the coil is capable of, the controller will begin to see a 
positive offset because the wide open valve can not 
maintain set point and the discharge tempera ture starts 
to rise. Nevertheless, the integral controller will 
contlnue to accumulate this offset with the 
accumulated value becoming larger and larger as time 
progresses. This will cause the output of the controller 
to reach its maximum value in short order and remain 
there. This will continue even when the load begins to 
drop back toward a level that the coil can handle, 
because as long as the coil is overloaded, the discharge 
temperature will be above set point, and thus the offset 
will be positive with the magninlde of the offset 
varying with the amount that the coil is overloaded. It 
is only when the load on the coil drops below what it is 
capable of handling at full flow that the accumulated 
value will start to decrease. But, since the large 
accumulated offset value will hold the chilled water 
valve wide open, it is quite likely that the system will 
significantly overshoot in the negative direction before 
the accumulated offset value is reduced to the point 
that the valve begins to modulate closed. The result 
can be sluggish and erratic system performance and 
wasted energy. Most controllers incorporate some sort 
of :tnti-wwd-up feature, which work with varying 
degrees of success i\'. Scheduled HVAC equipment is 
prone to this sort of problem when the system is 
commanded off if steps are not taken to prevent it. If 
the control loops remain active, they attempt to force 
the system to achieve set point, even though the 
inactive system is incapable of achieving this. \X!hen 
the system restarts, the loops are "wound up". One 
step that can help to combat this problem on 
programmable systems is to force the output of the 
loop statement to zero and/or skip the calculation step 
any time the component it serves is off. 
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THE EFFECTS OF THE DERIVATIVE 
FUNCTION 
The derivative function responds to the rate of change 
of proportional offset over time. As with integral 
action, there are numerous ways to actually accomplish 
this. In the general case, the derivative function looks 
at the rate at which the proportional offset changes 
over time (thus the term derivative) and adjusts the 
output of the controller as required to minimize the 
rate of change. When properly applied, the derivative 
function will help to minimize the deviation from set 
point that a system will experience when it sees a 
sudden change in the requirements of the process. The 
need for this function is not common in HVAC 
systems, and thus it is often not necessary to 

implement it. However, the function can be useful to 

help minimize the swings that a system will see at start­
up or due to some other large load change. Experience 
has show it to be particularly helpful in minimizing 
pressure deviations in large variable air volume systems 
at start-up and in dealing with the problems associated 
with marginally oversized valves and other final control 
elements. 

Mathematically, a proportional plus integral plus 
derivative controller will operate on some variation of 
the following equation: 

Output = Kp ,:. Proportional Offset+
 
K 1 ':. };Proportional Offset+
 

time 

KD ,:. OProportional Offset/OTime 

Figure 5 . Proportional Plus Integral Plus Derivative Action with a
 
Derivative Time of One Minute vs. Proportional Plus Integral
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Where: 
KD = controller derivative gain 

OProportionalOffset/OTime = rate of change of 
proportional offset relative to time 

As stated previously, the exact equation or algorithm 
used will vary from manufacturer to manufacturer, but 
the concept is as illustrated in the equation above. 
Derivative gain is typically thought of in terms of 
minutes, a reference to how long it would take the 
effect of integral action to increase the output of the 
controller in response to an upset relative to the output 
change caused by the immediate effect of the derivative 
action as a result of the initial upset. This is illustrated 
in Figure 5. 
One of the interesting aspects of derivative action is 
that it only will occur during an upset when there is a 
change in offset relative to time. If the rate of change 
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Figure 6 - The Effect of Proportional, Integral, and Derivative Control Response on System Performance 

In most cases, the biggest benefit associated with PID control for an HVAC application is the elimination of the 
proportional offset via the integral function. Derivative action can minimize the process swing associated with a 
system upset, but the benefits associated with this are often quite modest or insignificant in an HVAC application. 
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of offset is zero, then the derivative gain is multiplied 
by zero and will have no effect on the output. 

Derivative action, when properly applied, can result in 
improved performance. But, it is difficult to apply 
properly. With proportional, integral, and derivative 
action, you generally are trying" to use enough, but not 
too much of each function. But, with proportional and 
integral action, if you don't use enough, the result will 
generally be better than if you didn't use them at all in 
most cases; i.e. some benefit will be realized, but it may 
be less than optimal. With derivative gain, not using 
enough provides no real benefit, and using too much 
can cause many, many more problems than it cures"v 

COMBINED EFFECT OF P + I + D 
Figure 6 Jlustrates the response of the same system to a 
proportional only control loop, a proportional plus 
integral control loop, and a proportional plus integral 
plus derivative control loop. Notice how the addition 
of integral action eliminates the proportional offset and 
the addition of derivative action reduces the peak offset 
experienced when the loop is upset. 

Eliminating the proportional offset can have significant 
energy and cost savings implications for HAVC 
systems in addition to improving the precision of the 
control system. In the example at the beginning of this 
paper, you will recall that the offset resulted in 47 tons 
of unnecessary cooling and 5.7 mBh of unnecessary 
reheat under one operating condition. Eliminating 
unnecessary loads like these can result in reductions in 
operating costs of hundreds or even thousands of 
dollars per year, especially in the case of large systems 
and systems that operate a significant number of hours 
per year. Using either of these functions will 
significantly increase the time required to tune and 
maintain the control loop as compared to a 
proportional only loop. 

Minimizing the peak swing in proportional offset that 
will occur when the loop is upset (the effect of properly 
applied derivative action) provides benefits that are 
related more to improved operation and performance 
rather than improved precision and lower energy costs. 
Since most HVAC process are relatively steady state 
operations once they are stabiJized and the changes that 
do occur usually occur gradually over a relatively long 
time interval, derivative action provides little additional 
value for most HVAC control loops. 

A well tuned Pill loop wJI exhibit a characteristic 
response where-in the oscillations introduced by an 
upset will decay fairly quickly with each peak being 
significantly less than the preceding. Many tuning 
solutions attempt to achieve a pattern called a "quarter 
decay ratio" in which each peak is 25% of the 

magnitude of the preceding one although other 
solutions are also considered acceptablevi, Generally, 
the decay in amplitude following a disturbance should 
occur in a reasonable period of time and result stable 
operation at set point, as can be seen from Figure 6. 
Loops that are stable but take a long time to settle in to 
set point after an upset probably require additional 
proportional and/or integral gain. Loops that remain 
in oscillation following an upset probably have too 
much gain. 

CONfROL LOOP TUNING TECHNIQUES 
A detailed discussion of loop tuning is beyond the 
scope of this paper. In addition, several of the sources 
cited contain very well written instructions and will 
provide excellent guidance. Controller Tuning and Control 
Loop Performance, Second Edition is especially well written 
and useful in that it presents the information in a non­
mathematical format geared towards giving technicians 
and operators a practical, easJy implemented 
understanding of Pill loops and their tuning. The 
guide also includes the mathematics associated with the 
process for those who are interested. A supplemental 
software program is avaiJable with the guide that 
provides and excellent tutorial on loop tuning and 
allows the user to experiment with techniques and 
become famJiar with the responses of the various types 
of gain. The software can also be used to quasi­
simulate problem loops and play what-if games with 
them if you know enough about the system. Many of 
the illustrations used in this paper are screen captures 
from the output of this program (Figure 6 is one 
example). 

In general, there are two approaches to loop tuning, 
closed loop and open loop. The closed loop approach 
is used with the system on line and operating in 
automatic. This is probably the approach that will be 
used most of the time in HVAC tuning applications. 
Regardless of the approach used, it is important to have 
some way to monitor what is going on in real time and 
doclUnent the results. This is especially true for the 
open loop method. Generally, the dynamic trending 
capabJity of current technology DDC systems can be 
used for this. Older systems using higher end 
controllers often provided this sort of monitoring in 
the form of a circular chart, and some stand-alone 
microprocessor based controllers mimic this feature 
electronically via a liquid crystal or CRT display. If 
neither of theses options are avaiJable to you, then you 
may want to bring a portable data-logger along that has 
display capabilities to use while you are testing. At a 
minimum, it would need to have an input that could 
monitor the process variable for the control loop you 
are trying to tune. A second input that can document 
the signal to the final control element is very handy, but 
not necessary. 
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The general steps for the closed loop method are as 
follows: 

1.	 Turn off the integral and derivative gain. 
2.	 Increase the proportional gain of the loop in small 

increments until the loop just begins to cycle. In 
doing this, you are finding the ultimate gain of the 
system, which is the point where the system is just 
starting to go unstable. 

3.	 Observe the period or frequency of the cycling. 
This is typically called the natural period of the 
system and is a parameter that provides the basis 
for the subsequent steps and can also provide 
quite a bit of insight into the system's 
characteristics. 

4.	 Set the controller settings to the following values. 

Profx:mionaL gain = 1;4 to ~ of the ultimate gain.
 
Integral time in minutes per rt?fX>.at = 1.2 times the
 
natural period.
 
Derimtir:e time in minutes = 1/8 of the natural period.
 

5.	 Monitor the performance of the loop and make 
minor adjustments as required to optimize the 
performance and tailor it to the needs of the 
system. 

6.	 Subject the loop to upsets by making acceptable 
set point changes and/or shutting down and 
restarting the system to be sure that stable 

with-out excessive and/or dangerous deviations in 
the process variable. 

The open loop technique involves placing the system in 
manual, and when the process has stabilized, 
introducing a step change and observing the results. 
Figure 7 illustrates a typical response curve from an 
open loop tuning process. The general steps are as 
follows: 

1.	 Place the controller in manual and stabilize the 
process. Its important that any changes 
introduced into the process during the test be 
changes that you made. 

2.	 Introduce a step change. 
3.	 When you see the results of the change, make a 

step change in the opposite direction with a 
magnitude of twice that used for the original step 
change. 

4.	 Return the output to its starting value. Basically, 
you are tlying to get the result you want and put 
the process back in a safe and stable operating 
mode with out exceeding critical system 
parameters or tripping safety equipment. 

5.	 Measure and document the apparent dead time. 
6.	 Measure and document the slope of the line in 

terms of rate of change per minute expressed as a 
percentage of transmitter span divided by the step 
change you introduced expressed as a percentage 
of controller output span. 

~~ A self regulating process will level off. 

~	 Non-self regulating processes won't. / ................
 

,/' 

.;~	 Slope of the portion of the response curve which represents 
a stable rate of change after the apparent dead time. 

Apparent dead time 

2 3 ~ 5 6 7 8	 10 
TIME 

Figure 7 - Open Loop Response 

The open loop tuning technique will yield a response curve similar to the following. The parameters derived from the 
response curve are used to determine the initial controller settings. They can also provide some insight into the 
characteristics of the system. Notice how the apparent dead time is made up of a flat segment of pure dead time; i.e. 
nothing literally happened, and a transition to a stable rate of change. In open loop tuning, you are most interested in 
the apparent dead time and the slope of the line where the process is undergoing a stable rate of change. 

operation IS achieved In a reasonable time and 7. Set the controller settings to the following values. 
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Profx1rtionalgain = 11slope to 1/(2 times the slope) 
Integral time in minutes per ~t = 5 times the 
apparent dead time 
Deriu::ltii.£ time in minutes = 112 the apparent dead 
tune. 

8.	 Return the loop to automatic and monitor the 
performance of the loop and make minor 
adjustments as required to optimize the 
performance and tailor it to the needs of the 
system. 

9.	 Subject the loop to upsets by making large set 
point changes andlor shutting down and restarting 
the system to be sure that stable operation is 
achieved in a reasonable time and with-out 
excessive andlor dangerous deviations in the 
process variable. 

There are some situations where these tuning process 
break down and won't work, but they are rare. For 
instance, some loops will exhibit a slope that continues 
to increase rather than stabilizing in an open loop test. 
Other loops may exhibit an reversed response to an 
upset. These characteristics are unlikely in an HVAC 
system, but are discussed in Comroller Tuning and Control 
Loop Per/Ctrmqm:e, Serond Edition if you are interested in 
pursing additional information in this regard. 

When tuning loops, the following general concepts 
should be kept in mind. 

•	 The natural period and the apparent dead time of 
the control loop are very important parameters. 
As a general rule, the natural period will be about 
4 times the apparent dead time. The apparent 
dead time is the result of the various lags in the 
system due to transportation times, slope in 
mechanism, thermal characteristics, etc. 
Generally, anything that you can do to minimize 
these lags will improve the performance of the 
control loop. 

•	 If the control loop is subject to a periodic 
disturbance then the frequency of the disturbance 
might have a very significant impact on the loops 
ability to control. The control loop will be 
helpless in dealing with disturbances that are short 
relative to its natural frequency because they are 
too fast for it to deal with. If the disturbance is at 
nor near the natural frequency of the loop, then 
there is strong likelihood that the control loop will 
make things worse rather than better. 
At first you may think that repetitive cyclic upsets 
are not a likely situation in the INAC industry. 
But, given the configuration of the systems, there 
usually are many control loops that interact 
through the dynamics of the system. If one of the 

loops starts to hunt for some reason, the result of 
it's hunting will become a periodic disturbance to 

other loops. Consider a VAV fan system as an 
example. If the system controlling the mixed air 
dampers starts to hunt, the dampers will start 
moving around, This will vary the static pressure 
requirements for the fan system, (especially if the 
dampers have not been welJ sized) and thereby 
introduce a periodic disturbance into the static 
pressure control loop. If that disturbance happens 
to fall near the natural frequency of the static 
pressure control loop, it could cause that loop to 
suddenly begin to hunt. This would lead to flow 
variations in the system that could impact the 
performance of the terminal unit flow controllers, 
the building static pressure control system and the 
control loop controlJing the return fan. 

•	 In general, for optimum performance, you want to 

be just on the stable side of the ultimate gain 
point. 

•	 The ultimate gain of the system will change as the 
characteristics of the system change. In HVAC 
applications, this can happen for a variety of 
reasons including wear in the machinery and 
equipment and seasonal variations in the loads 
served and the heat transfer characteristics of the 
equipment used to serve the load under various 
conditions. Loops that are tuned in the winter 
may not be stable in the surruner or during the 
swing seasons. Variable volume system loops that 
were tuned with the system operating at part load 
early in the day may not be stable at full load later 
in the day. You should anticipate this and expect 
to retune frequently during the course of the first 
year as the systems go through all of their 
operating modes in real time for the first time. In 
addition, you should anticipate the need to retune 
occasionally as equipment ages andlor systems are 
modified. 

•	 Given the variable performance criteria seen by 
HVAC systems, you may want to be a little 
conservative in your tuning parameter settings, 
especially during the first year of operation. 
Otherwise, you may be faced with some major 
headaches when an overnight weather change 
takes a system that was tuned to the edge of 
stability over the edge. 

•	 Before tuning, you should have an idea of what 
you expect to happen and what your desired 
outcome is as well as what the given system can be 
expected to do. If you have reason to believe that 
the valves and dampers in the system have not 
been sized properly, then don't expect high 
precision results. You should also try to get a feel 
for how fast the process might respond to an 
upset. 
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•	 You, and everyone else involved with the tuning 
process should know and agree about how far you 
will let things go before you abort the test and shut 
down or otherwise take over control of the system. 
This can be critical in some cases if you want to 
avoid damage to the system and equipment or 
avoid unnecessary safety system trips. You will 
need to know how to respond quickJy and with 
confidence to a situation that is going down hill 
rapidly. In situations where the risks are high, it 
wOlud be good for the team to rehearse their 
actions in the event of a run-away process to be 
sure everyone knows what they are supposed to do 
and can move quickJy and with confidence. 

•	 You should have tested all safety systems and 
interlocks and they should be set at the appropriate 
levels required to protect systems, people and 
equipment. 

•	 You should schedule your testing at a time when 
the system and the loads it serves can tolerate 
some disturbance and a shutdown down of the 
system would not create a crisis. Tuning the 
discharge temperature control loop on a surgery 
air handling system during an open heart case is 
not a good idea. 

•	 Plan on being readily available for some time after 
you make your adjustments in case problems show 
up. Making significant changes to a control system 
late Friday afternoon on your way out of town on 
a two week vacation will not make you very 
popluar upon your return if the changes result in 
operational problems and you aren't there to help 
correct them or return things to the way they were. 

•	 Document everything. This includes the settings 
that were in placed prior to starting the process, 
the settings you left in place when you finished, 
and any other pertinent observations that you 
might have made during the process. This 
information should be communicated to the folks 
who will be running the systems right after you are 
done tuning. If there are latent problems related 
to the final tuning parameters you left in the 
system, they will often (but not always) show up in 
the first hours or days of operation subsequent to 
your adjustments. 

•	 Proceed slowly. The best thing that you can do 
after you make an adjustment to a tuning 
parameter is wait and watch. Often, it is tempting 
to make a second change fairly quickJy if the initial 
change you made doesn't produce the anticipated 
result. This may be a satisfactory approach if you 
are very familiar with the system and the process is 
not particularly critical. However, bear in mind 
that the lack of anticipated response could be due 
to system lags or other phenomenon that you 
failed to consider and you may suddenly find 

yourself suddenly dealing with a run-away process 
when the accwnulated impacts of your changes 
finally take effect. 

RELATED ISSUES 

There are several control loop issues that are not 
directly related to the actual tuning process but which 
will certainly impact it. These include: 

•	 Non linearity - Non linear characteristics abound in 
the process and equipment that is associated with 
HVAC systems. Most heat transfer devices have a 
non-linear relationship between heat transfer rates, 
flow rates and temperature differences. Many of 
the sensing systems that provide inputs to the 
controllers we use are non linear. Examples 
Include the output from the thermistors 
commonly used to measure space temperature and 
the output from differential pressure based flow 
measuring elements. Velocity limiting is another 
non-linear system response that can cause havoc 
with HVAC. Actuators and final control elements 
generally have some finite speed at which they can 
move through their full stroke. If the process goes 
through a large change, and the rate of change is 
faster than the rate at which the final control 
element can move to make a correction, then the 
process becomes velocity limited. If the change in 
the process is small, the problem usually doesn't 
show up. As a result, the loop may be stable for 
small upsets but unstable for large ones. 

•	 Loop interactions - Sometimes, designs include 
interactive loops where in the normal response of 
one loop will upset the second loop, which will 
upset the first loop, etc. A pipe line with a 
pressure control loop that modulates a valve to 
maintain the pressure ahead of a second valve that 
is controlled by a flow control loop is a good 
example of this. Many times, one of the control 
functions can be eliminated to solve this type of 
problem. Or, one of the loops can be tuned to be 
very "loose" while the more critical loop is tuned 
for "tight" control. 

•	 Auto tuning - Auto tuning is one of those things 
that sounds like a really nice feature, but in fact can 
be of little use or benefit in some situations. It is 
probably unwise to rely on it as a total loop tuning 
solution, despite what sales literature and salesmen 
may lead you to believe. The exact auto tuning 
algorithm employed will vary from manufacturer 
to manufacturer. There have been instances where 
an auto tune controller from manufacturer A 
would not be able to tune itself in a certain 
process, but when a controller from manufacturer 
B was substituted, the same process was able to 
stabilize. In a different process, the controller 
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from manufacturer A was able to self tune, but the 
controller form manufacturer B only achieved 
marginal results. It is also Important to understand 
exactly how the auto tune algorithm works. Some 
algorithms make gradual adjustments based on 
ongoing observation of the process. Others will 
actually do a varia tion of the open loop method 
and slam the fInal control elements up agalnst their 
Limits. This can be an undesirable approach on 
some processes. 

•	 HyJ·temis - Packing friction and play in a linkage 
system can cause control problems when small 
errors exist, especially where integral control is In 
effect. Basically, the controller toes to respond to 
a small change, but nothing happens due to 
hysteresis. So, the controller increases its outpu t 
some more, which causes too much to happen and 
the cycle repeats itself in the reverse direction. 
The characteristic indlcation of this problem is a 
low amplihlde cycle in tlle process. If you respond 
to this problem based on the normal tuning rules, 
lt won't be solved; it will only change the period of 
the cycle. Thus it is inlportant to recogruze and 
distinguish this problem form hunting associated 
witll marginal stability. One very practical way to 
check for this lt to sinlply place your fingertip on 
the valve stem near the packing. You can often 
feel the stem "popping" back and forth when the 
output from the controller over-comes the packing 
friction (as opposed to a smooth modulation.) Or 
you may be able to observe or feel actuator motion 
with out a subsequent valve motion due to play in 
a linkage system. In any case, solving this problem 
reqwres making changes that muurruze the 
hysteresis rather than additional controller hIning. 

•	 j\1ali'hing Jinal control element spans to output spans - If 
the output span from the control system is not 
matched to the actual span of the final control 
element, a problem similar to wind-up will occur 
because the control loop spends a portion of its 
time trying to actuate something that can not be 
fmther actuated. Then, when things change, the 
controller spends time backlng down from its 
Limit to a point where the final control element 
begins to actuate again. 

•	 Filters - Because current technology controllers use 
dlgital technology and operate at very high speeds, 
they are capable of detecting and responding to 
very small and inconsequential changes in the 
process. This can, in human terms, drive the 
control system crazy trying to respond to things 
that really don't matter. It can also ruin certain 
types of actuators in a matter of months. As a 
general rule, the futer time for the system (if 
available) should be set only as long as is necessary 
to provide the desired fu te ring, regardless of 
whether the loop is P, PI, or PID. 

•	 Sampling rate - This issue is related to the filtering 
issue we just covered. The sampling rate used by a 
controller to sample and control the process as 
well as by the engineer to morutor the process can 
have a tremendous impact on what you (or the 
controller) perceive as actually going on. Figure 8 
illustrates this phenomenon, which can mask and 
distort the information tllat is presented to the 
control system and operators. 

The Impact of Sampling Time On Observed Data vs. What Is Really Going On 

The rate at which data ,s sampled for analysis can result in an Inaccurate picture of whot is going on. Sampling 

rates that are on multiple of the freQuence of the disturbance can mask instabIlity. Other rates can distort the 
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WHEN TO APPLY PIO INSTEAD OF P ONLY 
It IS important to understand that the benefits 
associated with integral and denvative action come at a 
price. Just bec~use you can do PID doesn't mean you 
should do PID. Invoklng the integral and derivative 
functions wi.ll result in Joops that require more time 
and attention to properly hll1e them. In addition, these 
loops will require more attention over the course of 
their operating life to maintain ancl adjust the turung 
parameters as the system and load characteristics 
change. In addition, the operators charged with this 
function wi.ll need to h~ve a more sophisticated 
understandlng of control theory and its appliCiition in a 
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real world operating envirorunent. The following 
general guidelines are suggested when making decisions 
regarding the application of Pill to a given control 
requirement. 

•	 Use proportional only control in situations where 
high precision is not required or warranted by 
operational or economic concerns. A prime 
example of this is zone temperature contro!' In 
quite a few instances, a simple, well tuned and 
calibrated P only control loop will provide very 
satisfactory control for space temperature. 
Evidenced of this can be found by recognizing 
that numerous buildings to this day use pneumatic 
thermostats for zone temperature control with 
satisfactory results. In general, most of the 
problems with this approach can be traced to low 
end equipment (one pipe thermostats for 
instance), poor maintenance and calibration, and 
thermostat locations issues (over the coffee maker 
for instance). Integral and derivative action will do 
nothing to solve these more fundamental 
problems and will significantly increase the initial 
set up and maintenance time for the system. 

•	 Another example where a proportional only loop 
might prove to be satisfactory is for secondary 
back-up or limit applications. Mixed air low limit 
control loops are good examples of this. 

•	 Cascaded or highly interactive control loops are 
another area where application of Pill to every 
single loop may yield more problems than 
satisfaction. It may be better to use Pill for the 
critical loop and allow the other loops to function 
as P only loops. 

•	 Add integral action in situations where precision is 
required. Controlling chilled water temperatures 
or building static pressures are good examples of 
this type of application. In these situations, minor 
offsets from set point can have significant 
operational and energy issues associated with them 
and eliminating the offset via integral action will 
provide significant benefits. 

•	 Add integral action in situations where the 
proportional offset associated with a proportional 
only loop will result in significant energy waste. 
The reheat fan system example used at the 
beginning of this paper is a good example of this 
type of situation. 

•	 Think hard before adding derivative action to a 
control loop. To be effective at all, it must be very 
carefully applied and adjusted. If implemented 
improperly, it can cause many more problems than 
it solves. Generally, HVAC systems can be made 
to perform quite well with out the use of this 
function. It can prove to be beneficial in 
situations where systems experience significant 

deviations in the process parameters at start up 
and in dealing with final control elements that are 
marginally (not significantly) oversized. 

i Photo taken from Pneumatic Instruments GaLf! Birth to 
Automatic OJntrol, frr;m Reference Guide to pm Tuning, A 
wlle:tion. of Reprinted Articles of pm Tuning Techniques, 
reprinted from Control Engineering Magazine, Cahners 
Reprint Services - 800-323-4958 ext. 2240, page 33 
" See 1he pm Alg:mthm /Or the Process Industries at 
hnp:l/ members.aol.eam/pideantrollpid_algorithm.ht 
mi. 
,;; Modem OJntroL Startai with Ziegler-NiclxJls Tuning, {rr:m 
Reference Guide to pm Tuning, A wlleaion of Reprinred 
Anicles ofPID Tuning Technique.s, reprinted from Control 
Engineering Magazine, Cahners Reprint Services - 800­
323-4958 ext. 2240, pages 13 through 15 contains an 
interesting interview with John Ziegler where-in he 
talks about the development of the controller and it's 
tuning techniques. 
IV Controller Tuning and Omtrol Loop Performance, Second 
Edition, page 9, David St. Clair, Straightline Control 
Company Inc. 3 Bridle Brook Lane, Newark, DE 
19711-2003,Dwstclair@aol.com, 
hnp:l / members.aol.com/pidcontroll. 
V ControLler Tuning and Control Loop Perfannance, Second 
Edition, pages 11-12. 
VI A Corrtparison ofControLler Tuning TedJigues, frr;m Reference 
Guide to pm Tuning, A colk::tion 0[ Reprinted A nicles of 
PID Tuning TecJmiques, reprinted from Control 
Engineering Magazine, Cahners Reprint Services - 800­
323-4958 ext. 2240, page 18. 
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