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ABSTRACT

Radiative Interactions: I. Light Scattering and Emission from

Irregular Particles. II. Time Dependent Radiative Coupling of an

Atmosphere-Ocean System. (August 2006)

Changhui Li, B.S., Peking University;

M.S., Peking University;

M.S., Texas A&M University

Chair of Advisory Committee: Dr. George W. Kattawar

In the first part of this dissertation, radiative interactions with single irregular par-

ticles are simulated. We first introduce the basic method and techniques of Finite-

Difference Time-Domain method(FDTD), which is a powerful method to numerically

solve Maxwell’s equations with high accuracy. To improve the efficiency of FDTD,

we also develop a parallel FDTD code. Since FDTD can simulate light scattering

by arbitrary shape and compositions, we study several radiative interaction cases for

single particles in an external plane parallel light source: the surface roughness effects

on the scattering, electric and magnetic energy density distribution in irregular parti-

cles, and backscattered Mueller images. We also develop an innovative and accurate

method to simulate the infinitesimal electric dipole radiation from inside a particle

with arbitrary shape and composition. Our research and results are very important

to study light scattering by irregular particles, Raman scattering and fluorescence.

In the second part of the dissertation, we study radiative interactions in an

atmosphere-ocean system. By using the so called Matrix operator method, not only

the radiance of the radiation field, but also the polarization of the radiation field

are obtained. Given the single layer information for the atmosphere, time dependent

ocean surface shapes, and the ocean with no interface, the Matrix operator method
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couples these three layers and provides both the radiance and polarization reaching

a certain detector in the time domain, which are essential for atmospheric science

and oceanography. Several simple cases are studied by this method to demonstrate

its accuracy and robustness. We also show the most difficulties in this method and

discuss what one need to do in future research works.
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CHAPTER I

INTRODUCTION AND BACKGROUND

The scattering of light by irregular particles is essential to atmospheric radiative

transfer[1], biological aerosol detection, remote-sensing technology and other disci-

plines. The light scattering process can be divided into three basic regions: the par-

ticle size is much smaller than the wavelength, the particle size is comparable to the

wavelength and the particle size is much larger than the wavelength. Rayleigh scatter-

ing and geometric optics are applicable to the first and third regions respectively. Our

research work is focused on the second region where the particle size is comparable to

the wavelength and all the following discussions will be relevant to that region. The

Mie method can be used for spherical particles, and the T-matrix[2], under certain

limitations, can be used to calculate particles with rotational symmetry, however for

irregular shapes or inhomogeneous particles, numerical methods are the only way to

give accurate simulations. Besides the scattering process from an external source,

dipole emission radiation as an internal source is another essential topic important

for aerosol detection and remote-sensing technology. Numerical methods are again

the only way to simulate the dipole emission process for irregular and inhomogeneous

particles.

Besides radiative interaction with a single particle, radiative interactions with a

medium consisting of large number of scatterers involve multiple scattering. In an

atmosphere-ocean system, the radiation field not only depends on the atmosphere

and ocean, but it also depends on the shape of the intervening ocean surface, where

specular reflection and refraction govern the behavior.

 The journal model is Optics Express.
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The primary goal of this dissertation, as it was titled, focuses on two parts: the

first part is to explore radiative interactions with single irregular particles by numeri-

cal simulation, which includes scattering and internal dipole emission; the second part

focuses on radiative interactions in atmosphere-ocean system where multiple scatter-

ing and time dependent ocean surface are studied. Before we go into these two parts,

we first introduce concepts, definitions and basic equations used in studying radiative

interactions.

A. Radiative interactions with materials

How the radiation field interacts with materials? From the microscopic view, all

materials are composed of molecules, atoms and even free electrons (as in metals),

which are charged systems. The Electromagnetic field interacts with these charged

micro systems in several ways:

• Electric charges in charged systems are driven to oscillate at the same frequency

as the radiation source, oscillations of the charges will emit the same-frequency

electromagnetic waves in all directions;

• Quantum states are changed by radiation field and the electromagnetic waves

with a new frequency will be re-emitted.

The first kind of interaction includes all elastic scattering processes, and the second

kind of interaction includes Raman scattering, fluorescence, etc. In both cases, part

of the radiative source energy could be transformed to other forms of energy, such

as thermal energy. In this dissertation, we focused on the first type of interaction,

where only the elastic scattering is concerned. We also focus our interest on dielectric

materials, where there is no contribution from free electrons.
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Although the basic scattering scheme is at the molecular or atomic level on the

charged micro-system, we are interested in particles with much larger size. Particles,

such as dust and water droplets, consist of large number of molecules. For solid- or

liquid-state material, the cumulative electromagnetic properties of these molecules are

represented by the permittivity and permeability of the material. Our simulation and

discussion also focused on materials with well defined permittivity and permeability

values.

B. Light polarization and scattering geometry

First of all, we introduce the quantity to describe the radiative strength – radiance.

As shown in Fig. 1, ∆E is the energy of the radiance field that transfers across the

small area dσ in ŝ direction, within solid angle dΩ and in frequency interval (ν,ν+dν).

The radiance (L) can be defined in the following equation:

∆E = Lν(ŝ)cosθdΩdσdtdν (1.1)

In the following content of this dissertation, we only study single frequency radiative

interactions. The dependence on frequency for radiance defined above will be omitted

and we use L for radiance. Another important quantity is so called irradiance (I),

which means the energy flux per unit area. A special property of radiance is that

it is independent of the distance from the source. For instance, although the light

irradiance of sunlight reaching earth is much smaller than the irradiance at the sun

surface, their radiances are the same.

Both the electric field and magnetic field are vectors, besides the radiance and

irradiance, polarization is another important parameter characterizing the property

of light. As shown in Fig. 2, the incident beam and the scattered beam determine a
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Fig. 1. Definition of radiance.

plane called the scattering plane, the electric field can be decomposed into parallel and

perpendicular components relative to the scattering plane. We should note that the

so-called “scattered” beam means the scattered field at a distance from the scattering

object that is much larger than the wavelength of the electromagnetic wave. The

radiative field at this distance can be treated locally as a spherically outward field.
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Scattering angle

Scattering object

Scattering plane

Scattering beam

Fig. 2. Polarization and scattering geometry.
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A transformation matrix connects the source and the scattered field: Es
‖

Es
⊥

 =
e−ikr−iωt

ikr

 s2 s3

s4 s1


 Ei

‖

Ei
⊥

 (1.2)

The transformation matrix is called the scattering matrix or “Jone’s matrix”. Its

elements sj (j=1,2,3,4) depend not only on the properties of the scatterer itself, but

also on the scattering angle θ and azimuthal angle φ. And in general, Jone’s matrix

elements are all complex numbers. There are seven independent parameters as well

as a common phase parameter. Each optical instruments such as a lens or a polarizer

has its own Jone’s matrix, which is essential when considering coherence effects.

In general, the irradiance and polarization of a light beam is fully described by

the Stoke’s vector defined as:

I =
〈
E‖E

∗
‖ + E⊥E∗

⊥
〉

Q =
〈
E‖E

∗
‖ − E⊥E∗

⊥
〉

U =
〈
E‖E

∗
⊥ + E⊥E∗

‖
〉

V = i
〈
E‖E

∗
⊥ − E⊥E∗

‖
〉

(1.3)

where an asterisk denotes the complex conjugate complex value, and < · · · > denotes

the temporal average. Since the Stoke’s vector elements are all real numbers, there

is a 4×4 transformation matrix connecting the incident and scattered light. Stokes

vector also depends on the reference plane. If the reference plane is the scattering

plane shown in Fig. 2, the transformation matrix is:

Is

Qs

Us

Vs


=

1

k2r2



P11 P12 P13 P14

P21 P22 P23 P24

P31 P32 P33 P34

P41 P42 P43 P44





Ii

Qi

Ui

Vi


(1.4)
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where k = 2π/λ, and λ is the wavelength. The matrix (Pi,j, i, j = 1, 2, 3, 4) are

called the phase matrix, and the first element P11 is called the phase function. If the

reference plane is chosen by a fixed plane in space, the transformation matrix defined

below is called the Mueller matrix:

Is

Qs

Us

Vs


=

1

k2r2



m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44





Ii

Qi

Ui

Vi


(1.5)

Since the only difference between phase matrix and Mueller matrix is their reference

planes, a rotation operation can transform one to the other.

We also need to note that although phase matrix (or Mueller matrix) can be

derived from scattering matrix for a single particle, so the total independent numbers

of the single particle phase matrix is same as the scattering matrix, which is however

not true for the multiple scattering case. In general for multiple scattering medium,

the phase matrix has 16 independent elements, which is due to the incoherent scatter-

ing by multiple scatterers in the medium. In reality, for multiple scattering study of

turbid medium containing scatterers, the symmetry of the scatterer and the random

orientation condition would greatly simplify the phase matrix as shown in [3].

Both scattering and absorption will take energy from the initial source direction.

For scattering, the the total redirected power divided by the illuminating irradiance

is defined as the scattering cross section σs. Similarly, σa is absorption cross section.

Their summation, σe = σs + σa, is called the extinction cross section. The ratio of

scattering cross section to the extinction cross section is called scattering albedo ω0.
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C. Radiative transfer equation

In general, a medium, such as an atmosphere, not only contains scatterers, it also con-

tains absorbers and emitters. If we assume these optical effects are independent from

particle to particle and the radiation field is static, an equation called the Radiative

Transfer Equation [4] completely describes the radiation field in this medium.

−1

κ
(ŝ · ∇)L(r, ŝ) = L(r, ŝ)− ω0

∫
p(s, ŝ′)L(r, ŝ′)dΩ′ + jv(ŝ) (1.6)

where κ is the extinction coefficient (in unit of length−1), L is the radiance defined

earlier, p is the phase function, ω0 is the single scattering albedo, and jv corresponds

to the source (emitters). In our research, we are interested in visible light and the

source term will be ignored. Knowing the scatterer’s density ρ, the extinction can be

calculated as: κ = σeρ.

We also note that the radiation field in a medium is a vector field. As we

discussed earlier, radiance itself can not characterize the radiation field completely.

To get the correct equation for radiative transfer for a vector field, Eq. 1.6 needs to

be modified: Radiance L will be replaced by a vector related to Stokes vector, and

the phase matrix is replaced by the Mueller matrix. Solving the radiative equation is

not a major concern in this dissertation; however we will show the differences between

the scale field and the vector field in chapter VIII.



8

CHAPTER II

FINITE-DIFFERENCE TIME-DOMAIN METHOD

In the 19th century, both experimental and theoretical studies on magnetic and elec-

tric fields have made great breakthroughs. Ampere’s law, Faraday’s law and Gauss’s

law were found one by one. James Clerk Maxwell added a term called displacement

current and finally wrote down the complete equations which fully describe the behav-

ior of electric and magnetic fields. These equations are named Maxwell’s equations.

After that, solving Maxwell’s equations for different conditions has always been an

important and fruitful research field. In the past, solving Maxwell’s equations in

the frequency domain attracted most of the attention. The method based on the

frequency domain met with great difficulty in solving complex systems with irregu-

lar shape of boundaries and heterogenous dielectric properties. With the invention

of digital computers and its rapid development, solving Maxwell’s equations in the

time domain now becomes possible. Yee introduced the finite-difference time-domain

(FDTD) method in 1966 [5], which is a powerful approach to numerically solving

Maxwell’s equations in the time domain. FDTD has many advantages in that it

can solve Maxwell’s equations for complex dielectric systems if the optical properties

(such as refractive index) are known for the system. Many theoretical efforts have

been carried out to enhance this method [6]. With the advances in computer science

and technology that brought powerful computer facilities, the FDTD method has

been successfully applied to solve problems in many disciplines. In this chapter, we

will give a brief introduction of FDTD.
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A. Maxwell’s equations and FDTD

One of the formulations of Maxwell’s equations is:

∇ ·D = ρ

∇ ·B = 0

∇×H =
∂D

∂t
+~j

∇× E = −∂B

∂t

(2.1)

where E is electric field, D is electric displacement, B is magnetic flux density, H is

magnetic field, j is electric current density and ρ is free electric charge density. E

and D are related by D = εrε0E, where ε0 is the vacuum electrical permittivity and

εr is the relative permittivity. B and H are related by B = µrµ0H, where µ0 is the

vacuum magnetic permeability and µr is the relative permeability. We also need to

note that the speed of light in vacuum is c = 1/
√

ε0µ0.

FDTD use only the last two curl equations of Maxwell’s equations, that is:

∇×H =
∂D

∂t
+~j

∇× E = −∂B

∂t

(2.2)

One question arises now as to why FDTD only needs two of the four Maxwell’s

equations? The answer is that in FDTD, we solve the equations in the time domain, if

the initial condition is satisfied the two divergence equations, then these equations will

be satisfied throughout the entire simulation. For example, if we take the divergence

of both sides of the second curl equation, since ∇· (∇×A) = 0 is valid for any vector

A, the second curl equation in Eq. 2.2 becomes:

∂(∇ ·B)

∂t
= 0 (2.3)
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which means that ∇ · B is a constant. If at the initial time of the simulation, we

set ∇ ·B = 0 (such as B|t=0 = 0), then this relation will be hold through the entire

simulation process. Divergenceless of B is satisfied in the FDTD. A similar derivation

can be used to show that Gauss’s law is also satisfied in FDTD if the initial conditions

are chosen correctly.

Although in general any material except a vacuum is dispersive, which means

that the refractive index depends on the electromagnetic wave frequency. Our interest

is on the single frequency response or nearly non-dispersive medium, thus we assume

εr and µr are time independent. Further more, we also assume that the relative mag-

netic permeability is unity since all materials we are interested in are nonmagnetic.

For computational convenience, we used new field values defined as E =
√

µ0/ε0E
′.

Substituting E ′ back into Eq. 2.2, and after some simple mathematic rearrangement,

we obtain:

∇×H =
εr

c

∂E′

∂t
+~j

∇× E′ = −1

c

∂H

∂t

(2.4)

In the rest of the dissertation, we will use Eq. 2.4 to do FDTD simulation, and

we will omit the superscript symbol from E′.

B. A one dimensional FDTD example

A simple one dimensional FDTD example will demonstrate how FDTD works. We

want to simulate a Gaussian wave pulse generated in vacuum, and let it transport

along the z direction pasing a region having different refractive index. As shown in

Fig. 3, the electric field is parallel to the x-axis and the magnetic field is parallel to

the y-axis. It is worthy noting that in FDTD the electric field and the magnetic field

are no longer in the same spatial position. If we number the position of the electric
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field as ”0,1,2...,12”, the magnetic field’s position is ”0.5,1.5,...11.5”. The grid length

is denoted as ∆z. The one dimensional space is not homogenous, there is one shaded

region having relative refractive index m=1.5. The relation between refractive index

and permeability is m =
√

εr. Outside the shaded region is vacuum, whose relative

refractive index is 1. The Gaussian pulse is generated at position z=3.

0 54321 9876 121110

m=1.0 m=1.5

E(0) E(1)

H(0) H(11)

........ E(12)

x

z
y

Fig. 3. An example of one dimensional FDTD model.

According to Eq. 2.4, FDTD formula for one dimensional case is:

−∂Hy

∂z
=

εr

c

∂Ex

∂t
∂Ex

∂z
= −1

c

∂Hy

∂t

(2.5)

We used second order leapfrog algorithm to discretize both the spatial and tem-

poral derivatives.

∂H
m+1/2
y (z)

∂z
|z=n

.
=

H
m+1/2
y (n + 1/2)−H

m+1/2
y (n− 1/2)

∆z
,

∂H t
y(n + 1/2)

∂t
|t=m

.
=

H
m+1/2
y (n + 1/2)−H

m−1/2
y (n + 1/2)

∆t
,

∂Em
x (z)

∂z
|z=n+1/2

.
=

Em
x (n + 1)− Em

x (n)

∆z
,

∂Et
x(n)

∂t
|t=m+1/2

.
=

Em+1
x (n)− Em

x (n)

∆t

(2.6)
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where H
m+1/2
y (n + 1/2) represents the magnetic field at the spatial position z =

(n + 1/2)∆z and at time t = (m + 1/2)∆t. Same notations are used in the electric

field representation.

Except the two end points E(0) and E(12), substituting Eq. 2.6 into Eq. 2.5,

the temporal updating terms can be obtained:

Em+1
x (n) = Em

x (n)− 1

εr(n)

c∆t

∆z

[
Hm+1/2

y (n + 1/2)−Hm+1/2
y (n− 1/2)

]
Hm+3/2

y (n + 1/2) = Hm+1/2
y (n + 1/2)

− c∆t

∆z

[
εr(n + 1)Em+1

x (n + 1)− εr(n)Em+1
x (n)

]
(2.7)

Gaussian pulse source is added into the model as:

Em+1
x (n) = Em+1

x (n) + e−(n−T0)2/w2

(2.8)

where T0 is a preset integer corresponding to the maximum of the pulse. w is another

factor to control the width of the pulse.

Even the simplest one dimensional case as shown in Fig. 3, the line can’t be

elongated to infinity in either direction. The points at the two ends need to be

carefully treated since we can not apply the formula used in Eq. 2.7 to do temporal

updating. It is well known that the speed of light c is a constant in free space, which

is independent of frequency and direction. A very simple but reflectionless boundary

condition especially for the one dimensional case can be obtained as follows: Firstly,

special spatial intervals and temporal intervals are set to satisfy c∆t/∆z = 1/2, whose

physical meaning is that the light need 2∆t temporal intervals to pass one spatial

grid distance; then in coding, En+2(0) = En(1) and En+2(12) = En(11) are used

to update electric field values at two ends. This boundary can be easily achieved in

the computing code which is in the Appendix A. The absorbing boundary condition
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(ABC) used in one dimensional FDTD shown here can not be applied to higher

dimension conditions, and we will discuss it later in this chapter.

C. Numerical dispersion and stability

All numerical methods to simulate wave propagation unavoidably face two concerns:

numerical dispersion and numerical stability.

1. Numerical dispersion

Wave propagating in discretized space and time is different from that when it travels

in continuous space-time. Numerical dispersion is one of the intrinsic properties

resulting from the discretization. Assume the numerical wave in one dimensional free

space is:

Em
x (n) = x̂E0e

ik̃zn∆z−iωm∆t,

Hm+1/2
y (n + 1/2) = ŷE0e

ik̃z(n+1/2)∆z−iω(m+1/2)∆t

(2.9)

where k̃ is the numerical wave number (k = 2π/λ, λ is the wavelength) in simulation.

Substituting the numerical wave form above into Eq. 2.7, and factoring out

common factor eik̃zn∆z−iωm∆t, we can obtain:

E0e
−iω∆t = E0 −

c∆t

∆z
H0

[
eik̃z∆z/2−iω∆t/2 − e−ik̃z∆z/2−iω∆t/2

]
H0e

−iω∆t = H0 −
c∆t

∆z
E0

[
eik̃z∆z/2−iω∆t/2 − e−ik̃z∆z/2−iω∆t/2

] (2.10)

Substituting one field into another, and after some mathematical transforms, numer-

ical wave vector is obtained as:

k̃z =
2

∆z
sin−1

(
∆z

c∆t
sin(

ω∆t

2
)

)
In the general case, numerical wave vector k̃z is not equal to real wave vector. In
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the limit ∆z → 0 and ∆t → 0, we have k̃z → kz. It is worthy to note that there is a

”magic time step” to avoid the numerical dispersion if we use c∆t = ∆z. Although

the numerical solution will be exact for one dimensional FDTD, a similar ”magic time

step” can be found in higher dimensional FDTD, this has little practical application

since it is only satisfied along the specifically fixed transmission direction which is

hard to satisfy in 2D or 3D simulations.

2. Numerical stability

We also need to note that the spatial and temporal increments can not be chosen

arbitrarily otherwise the simulation will be unstable. These parameters must satisfy

the so called Courant-Friedrichs-Levy (CFL) condition[6] in the form: c∆t ≤ ∆z. In

2D and 3D FDTD formulas, the CFL condition will be different as:

c∆t ≤ 1√
1

∆x2 + 1
∆y2

(2D)

c∆t ≤ 1√
1

∆x2 + 1
∆y2 + 1

∆z2

(3D)

(2.11)

D. Three dimensional FDTD formula

Although many basic ideas of FDTD have been introduced previously in a one

dimensional example, real world models are mostly three-dimensional, and three-

dimensional FDTD has many differences when compared with the one-dimensional

case. In this section, we will describe the FDTD grid setup, field updating, and

absorbing boundary condition in 3D FDTD.
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1. FDTD grid set up

In most general case of 3D model, both electric and magnetic fields have three

components:Ex, Ey, Ez, Hx, Hy and Hz. Similar to the one dimensional case,

electric and magnetic fields are spatially displaced. Our FDTD formulation uses the

common cube grid cells as shown in Fig. 4, electric fields are placed at the center of

the edge with the direction along the edge on which they are located, and magnetic

fields are placed in the center of the six faces with their directions along the outward

normals of their respective surfaces. Our FDTD set the coordinates so that the center

of this cube is (I,J,K).

0

x

y

z
Ex

Ex

Ex

Hx

Ey

Ey

Ey

Ez

Ez

Ez Hy

Hz

(I+1/2,J-1/2,K-1/2) (I+1/2,J+1/2,K-1/2)

Fig. 4. Three dimensional FDTD grid.

2. Field updating in time domain

Compared with the one dimensional FDTD formulation, the 3D formulation would

be much more complicated, we first give the general expression of the field updating
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in the computation region.

En+1
x

(
I, J +

1

2
, K +

1

2

)
= a

(
I, J +

1

2
, K +

1

2

)
En

x

(
I, J +

1

2
, K +

1

2

)
+ b

(
I, J +

1

2
, K +

1

2

)
×

{
c∆t

∆y

[
Hn+1/2

z

(
I, J + 1, K +

1

2

)
−Hn+1/2

z

(
I, J, K +

1

2

)]
+

c∆t

∆z

[
Hn+1/2

z

(
I, J +

1

2
, K

)
−Hn+1/2

z

(
I, J +

1

2
, K + 1

)]}
(2.12)

En+1
y

(
I +

1

2
, J,K +

1

2

)
= a

(
I +

1

2
, J,K +

1

2

)
En

y

(
I +

1

2
, J,K +

1

2

)
+ b

(
I +

1

2
, J,K +

1

2

)
×

{
c∆t

∆x

[
Hn+1/2

z

(
I, J, K +

1

2

)
−Hn+1/2

z

(
I + 1, J,K +

1

2

)]
+

c∆t

∆z

[
Hn+1/2

x

(
I +

1

2
, J,K + 1

)
−Hn+1/2

x

(
I +

1

2
, J,K

)]}
(2.13)

En+1
z

(
I +

1

2
, J +

1

2
, K

)
= a

(
I +

1

2
, J +

1

2
, K

)
En

z

(
I +

1

2
, J +

1

2
, K

)
+ b

(
I +

1

2
, J +

1

2
, K

)
×

{
c∆t

∆y

[
Hn+1/2

x

(
I +

1

2
, J,K

)
−Hn+1/2

x

(
I +

1

2
, J + 1, K

)]
+

c∆t

∆x

[
Hn+1/2

y

(
I + 1, J +

1

2
, K

)
−Hn+1/2

y

(
I, J +

1

2
, K

)]}
(2.14)
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and the magnetic field updating formula:

Hn+1/2
x

(
I +

1

2
, J,K

)
= Hn−1/2

x

(
I +

1

2
, J,K

)
+

{
c∆t

∆y

[
En

z

(
I +

1

2
, J − 1

2
, K

)
− En

z

(
I +

1

2
, J +

1

2
, K

)]
+

c∆t

∆z

[
En

y

(
I +

1

2
, J,K +

1

2

)
− En

y

(
I +

1

2
, J,K − 1

2

)]}
(2.15)

Hn+1/2
y

(
I, J +

1

2
, K

)
= Hn−1/2

y

(
I, J +

1

2
, K

)
+

{
c∆t

∆z

[
En

x

(
I, J +

1

2
, K − 1

2

)
− En

x

(
I, J +

1

2
, K +

1

2

)]
+

c∆t

∆x

[
En

z

(
I +

1

2
, J +

1

2
, K

)
− En

z

(
I − 1

2
, J +

1

2
, K

)]}
(2.16)

Hn+1/2
y

(
I, J +

1

2
, K

)
= Hn−1/2

y

(
I, J +

1

2
, K

)
+

{
c∆t

∆z

[
En

x

(
I, J +

1

2
, K − 1

2

)
− En

x

(
I, J +

1

2
, K +

1

2

)]
+

c∆t

∆x

[
En

z

(
I +

1

2
, J +

1

2
, K

)
− En

z

(
I − 1

2
, J +

1

2
, K

)]}
(2.17)
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Hn+1/2
z

(
I, J, K +

1

2

)
= Hn−1/2

z

(
I, J, K +

1

2

)
×

{
c∆t

∆x

[
En

y

(
I − 1

2
, J,K +

1

2

)
− En

y

(
I +

1

2
, J,K +

1

2

)]
+

c∆t

∆y

[
En

x

(
I, J +

1

2
, K +

1

2

)
− En

x

(
I, J − 1

2
, K +

1

2

)]}
(2.18)

a and b coefficients in electric field updating terms are related to the local per-

mittivity. There are several schemes to determine their values [1], we present our

scheme in Appendix B.

3. Total-Field/Scattered-Field

In our FDTD code, we also take advantage of Total-Field/Scattered-Field technique

[7, 8]. Because of the linearity of Maxwell’s equations, both electric and magnetic

fields can be decomposed into incident and scattered components:

Etotal = Einc + Escat, Htotal = Hinc + Hscat (2.19)

where Einc and Hinc are known external source, Escat and Hscat are unknown fields we

want to obtain. As shown in Fig. 5, a virtual surface separates region 1 and region 2.

In region 1, total fields are simulated, in region 2, only scattered fields are simulated.

Separating the total field and the scattered field has many advantages such as easy

coding for arbitrary source condition; less errors from the reflection by simulation

boundary, etc.

To demonstrate how to implement this technique, we use a 2D FDTD model as

shown in Fig. 6 and we also assume that the spatial region shown in the figure is
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FDTD Simulation Region

ABS

Scattered field

Particle

123

Total field

Fig. 5. FDTD simulation region.

vacuum. For a 2D TEz mode FDTD, Maxwell’s equations in vacuum are:

∂Hz

∂y
=

1

c

∂Ex

∂t

−∂Hz

∂x
=

1

c

∂Ey

∂t
∂Ey

∂x
− ∂Ex

∂y
= −1

c

∂Hz

∂t

(2.20)

Assuming that the source fields Einc and Hinc are known. If we want to tem-

porally update Ex(I, J − 1/2), which is in the total field region, we should use the

formula:

En+1
x (I, J − 1/2) = En

x (I, J − 1/2) +
c∆t

∆y

[
Hn+1/2

z (I, J)−Hn+1/2
z (I, J − 1)

]
(2.21)

Because the position (I,J-1) lies in the scattering field region, the Hz(I, J − 1) value

used in the FDTD code only represents the scattered field. Thus the above equa-

tion itself is not enough for temporal updating because we missed the source field’s

contribution. Since the incident field is known, this inconsistency can be solved by
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adding another operation after the operation in Eq. 2.21 to compensate for the source

contribution in the electric field updating:

En+1
x (I, J − 1/2) = En+1

x (I, J − 1/2)− c∆t

∆y
H

n+1/2
inc (I, J − 1) (2.22)

Similar compensation operation is also needed for temporal updating of Hz(I, J − 1).

In 3D FDTD, more complication of the system’s structure increases, more field

values along the 2D cross section at any cutting surface are needed to undergo the

compensation operations; however we will not give the detailed results.

x

y

z

Total fieldScattered field

TE modez

(I,J)(I,J-1)

HzHz

Ex

Ex

Ey

Ey

Fig. 6. Total-Field/Scattered-Field technique in a 2D model.

E. Absorbing boundary condition

If the simulated electromagnetic field is limited in a region, such as the simulation of

the EM field inside a cavity with a perfect conductor boundary, one just forces the

electric field values at the boundary to be zero, and the simulation can proceed.

In many other cases, we need to study the simulation of the EM field going into

an unbounded region, such as the scattering by particles, underground mine detection
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and radar design, etc. Since any computer can only store data in a limited region,

artificial boundary conditions are required. Many researchers have been searching

for suitable absorbing boundary conditions in the past two decades. In 1994, Perfect

Matched Layer (PML) boundary condition was developed by Berenger [9], and later

on in 1995 Uniaxial Perfect Matched Layer (UPML) was also put forward by Sacks

et al. [10]. Theoretically, PML and UPML can absorb any radiation no matter what

the frequency or direction onto the boundary without reflection. In this section, we

will introduce basic ideas of UPML boundary condition which is used in our FDTD

code.

We first examine a simple case, as shown in Fig. 7. The space is divided into

two regions: x<0 and x>0. We assume region 1 is homogenous but region 2 has

uniaxial anisotropy with rotational symmetry about the x-axis, the permittivity and

permeability of the uniaxial medium are:

¯̄ε2 = ε2


a 0 0

0 b 0

0 0 b

 , ¯̄µ2 = µ2


c 0 0

0 d 0

0 0 d

 (2.23)

As shown in Fig. 7, a plane parallel wave Hin = H0e
ik1·r is illuminating on the

surface x = 0, where k is wave vector which is defined as the direction of the wave

propagation with the magnitude of the wave number. Without loss of generality, we

assume the z-component of the wave vector is zero. Then k1 = x̂kx1 + ŷky1. The

transmitted field in region 2 is also a plane wave without a z-component in the wave

vector. From Maxwell’s curl equations:

∇×H2 =
∂D2

∂t
, ik2 ×H2 = −iω¯̄ε2E2

∇× E2 = −∂B2

∂t
, ik2 × E2 = iω ¯̄µ2H2

(2.24)
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the wave functions for H (Hx, Hy, Hz) can be derived:

k2 × (¯̄ε−1
2 k2 ×H) + ω2 ¯̄µ2H = 0

Since H is a vector having three components, a matrix form can be obtained:
k2

2c− k2
2yb

−1 k2xk2yb
−1 0

k2xk2yb
−1 k2

2d− k2
2xb

−1 0

0 0 k2
2d− k2

2xb
−1 − k2

2ya
−1




Hx

Hy

Hz

 = 0 (2.25)

The determinant of the matrix above should be zero, which gives the following two

equations:

k2
2 − k2

2xb
−1d−1 − k2

2ya
−1d−1 = 0 : TEz (Hx, Hy = 0)

k2
2 − k2

2xb
−1d−1 − k2

2yb
−1c−1 = 0 : TMz (Hz = 0)

(2.26)

From the boundary condition at x = 0, one can now calculate the reflection and

transmission coefficients for light shinning from region 1 to region 2. Assuming Γ and

τ are reflection and transmission coefficients respectively, the waves in region 1 and

region 2 are:

H1 = ẑH0(1 + Γe−2ik1xx)ei(k1xx+k1yy)

E1 = i
1

ωε1

∇×H1

=

[
−x̂

k1y

ωε1

(1 + Γe−2ik1xx) + ŷ
k1x

ωε1

(1− Γe−2ik1xx)

]
H0e

i(k1xx+k1yy)

(2.27)
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0X

Y

ZRegion 2
x>0

Region 1
x<0

Incident

Reflected

Fig. 7. An example of reflectionless layer.

For transmitted light within region 2, similar expressions are derived as:

H2 = ẑH0τei(k2xx+k2yy)

E2 =
i¯̄ε−1

2

ω
∇×H2

=

[
−x̂

k2y

ωε2a
+ ŷ

k2x

ωε2b

]
H0τei(k2xx+k2yy)

(2.28)

Boundary condition requires that the tangential components of both E and H

field along x=0 surface are continuous. From the equations obtained above, the

continuity condition gives:

k2y = k1y (2.29)

1 + Γ = τ (2.30)

k1x

ωε1

(1− Γ) =
k2x

ωε2b
τ (2.31)
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Then the reflection and transmission coefficients of magnetic field can be calculated:

Γ =
k1x − k2xb

−1

k1x + k2xb−1
; τ =

k1x

k1x + k2xb−1
(2.32)

According to the first equation of Eq. 2.26:

k2x =
√

k2
2bd− k2

1ya
−1b (2.33)

Since ε2,µ2,a, b and d are parameters to be set, to make the reflection coefficient

zero for all k1x, a set can be found as: ε1 = ε2, µ1 = µ2, a−1 = b and b = d. Then we

have k2 = k1, and:

k2x =
√

k2
1b

2 − k2
1yb

2 = k1xb (2.34)

Γ will be zero for all k1x and all frequencies.

In case of TMz mode, similar relations can be derived. Electric and Magnetic

fields in region 1 are:

E1 = ẑE0(1 + Γe−2ik1xx)ei(k1xx+k1yy)

H1 = −i
1

ωµ1

∇× E1

=

[
x̂

k1y

ωµ1

(1 + Γe−2ik1xx)− ŷ
k1x

ωµ1

(1− Γe−2ik1xx)

]
E0e

i(k1xx+k1yy)

(2.35)

and the transmitted fields within region 2 are:

E2 = ẑE0τei(k2xx+k2yy)

H2 = −i ¯̄µ−1
2

ω
∇× E2

=

[
x̂

k2y

ωµ2c
− ŷ

k2x

ωµ2d

]
E0τei(k2xx+k2yy)

(2.36)
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From the same boundary condition at x = 0, one can obtain:

k2y = k1y

1 + Γ = τ

k1x

ωµ1

(1− Γ) =
k2x

ωµ2d
τ

(2.37)

then

Γ =
k1x − k2xd

−1

k1x + k2xd−1
; τ =

k1x

k1x + k2xd−1
(2.38)

According to the second equation of Eq. 2.26, and using the same set of the

parameters as well as setting c−1 = d, the following can be obtained:

k2x =
√

k2
1bd− k2

1yc
−1d

=
√

k2
1d

2 − k2
1yd

2

= k1xd

(2.39)

All in all, a set of parameters are found to satisfy the reflectionless condition for

all incident directions and frequencies as well as the polarizations:

¯̄ε2 = ε1 ¯̄s; ¯̄µ2 = µ1 ¯̄s; ¯̄s =


s−1 0 0

0 s 0

0 0 s

 (2.40)

To truncate the computation space, only a reflectionless surface is not enough,

we must also require that the field in region 2 is absorbed during its traveling, which

can be achieved by setting s as complex number. In general s = α + iβ. Then the

fields in region 2 are:

E, H ∝ ei(αk1xx+k1yy)e−βk1xx = ei(αk1xx+k1yy)e−βω
√

ε1µ1xcos(θ) (2.41)

There is an exponential damping factor above, which is frequency dependent. The
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dependence on frequency can be removed if we choose the imaginary part of s as

β = i σ
ωε1

, the damping factor is now e−βω
√

ε1µ1xcos(θ) = e−ησxcos(θ), where η =
√

µ1/ε1.

Although the boundary condition can absorb the light without reflection theoret-

ically, the thickness of the boundary layer is still limited. No matter what conditions

are set at the computation boundary, reflection can not be avoided there. One of the

choices is to set a perfect mirror in the computation region boundary, the reflected

light will be damped again traveling backward inside the absorbing boundary, then

the effective reflection coefficient for the absorbing boundary is e−2ηdcos(θ), where d is

the depth of the ABS layer, factor 2 comes from the round trip. Although theoretically

we can get negligible reflection by using very large σ, there is a large discontinuity at

the surface between the free space and the ABS boundary layer, which will generate

errors. In reality, σ is chosen to be a function of the position in the layer to smooth

the changing refractive index. The effective reflection coefficient can be expressed as:

R(θ) = e−2ηcos(θ)
R d
0 σ(x)dx (2.42)

Usually a polynomial function is used for σ(x) as: σ(x) = (x/d)mσmax, then the

reflection R(θ) = e−2ησmaxdcos(θ)/(m+1). The value for m is tested numerically, 3 ≤

m ≤ 4 is found to be optimal for FDTD.

Above all, we only showed the UPML boundary condition for one surface (x = 0).

In a 3D FDTD model, we need six ABS surfaces to enclose the computational region.

Similar formulas can be obtained for all other surfaces.

F. Near to far field transformation

As we mentioned before, FDTD only simulate field values in a limited region. In

many cases, one is interested in far field optical properties, such as the research in
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scattering by small particles. From Maxwell’s equation and using Green function

derivations, two formulas are available for obtaining far field values from the near

field values. The surface integral based on the surface equivalence theorem [11, 12].

Surface integral method :

Es(r) =
exp(ikr)

ikr

k2

4πr
n×

∫ ∫
s

{ns × E(r′)− n× [ns ×H(r′)]}

× exp(−ikn · r′)d2r′

V olume integral method :

Es(r) =
k2exp(ikr)

4πr

∫ ∫ ∫
v

[ε(r′ − 1)] {E(r′)− n [n · E(r′)]}

× exp(−ikn · r′)d3r′

(2.43)

Although both near-to-far field mapping methods can give similar accurate re-

sults for materials with small refractive indices, we prefer the surface integral method.

There are two reasons:

1. In simulating scattering by large refractive-index particles, the field values are

very small inside the particle. The volume integral method will generate more

error if using the same number of FDTD grids as the surface integral.

2. Surface integral mapping involves the 2D integral operation, which is faster than

doing a 3D volume integral operation.

As an example, Fig. 8 shows the surface integral method results for the refractive

index m=8.2252+i1.6808. For the volume integral method, to get similar accuracy,

one has to use a much smaller grid size ∼ λ/120 as shown in [13].
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Fig. 8. Surface integral method for large refractive index case.

G. Comparison with analytical results

To test the accuracy of our FDTD code, we simulate the sphere case and compare

the simulation results with the Mie code as shown in Fig. 9.

We compare P11, P12, P33 and P34 elements with the Mie results, our results fit

the analytical results very well except for several small regions in the side scattering

direction.

H. Conclusion

The FDTD method is a very powerful numerical method to solve Maxwell’s equations

in the time domain, it has many distinct advantages:

• It can simulate radiative interactions with models of complex morphologies and
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Fig. 9. Comparison with Mie results.

configurations;

• The simulation has high accuracy;

• It can simulate electric and magnetic fields in the time domain.

Although the FDTD method has gained great success, the required numerical

computational time and memory consumption are usually quite a burden even with

a supercomputer. Thus, improvements on the computational efficiency of the FDTD

method are critical to its practical application.
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CHAPTER III

PARALLEL FDTD

In the previous chapter, we have discussed the FDTD method. Although FDTD can

simulate scattering from particles of arbitrary shapes and compositions with high

accuracy, it has two obvious disadvantages: time- and memory-consumption, which

greatly limits its applicability. Parallelizing the FDTD code can partially alleviate this

problem. In this chapter, we described how to parallelize the FDTD using Message

Passing Interface (MPI) technique [14] and compare the computation time with serial

FDTD code. Although several researchers have already completed different versions

of parallel FDTD code, there is no public source to obtain it up to now. During our

parallelizing process, We have gained a great deal of help from Dr. R. Scott Brock

(Department of Physics, East Carolina University) who completed another parallel

FDTD code.

A. Parallelization of the simulation region

In the previous chapter we have shown the basic idea of FDTD is to discretize the

spatial and temporal region. Also, we note the spatial derivative in discretized FDTD

grids are calculated locally, which means the operation needs only local field values.

This character makes it possible to parallelize the simulation by separating the spatial

region. Based on this idea, we have succeeded in parallelizing the serial FDTD code.

Figure 10 shows an example for separating the computation region into two parts,

each part is simulated by its own CPU and memory.

Unlike the parallelization method for Monte Carlo simulations, where every pho-

ton is independent of each other, the separated parts in the parallelized FDTD, such
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Fig. 10. An example to separate the computation region by two computing nodes.

as shown in Fig. 10, are not totally independent. The reason is that the fields on the

surface of the cutting cross section need the fields of nearby nodes to update. We will

demonstrate how to solve this problem after we introduce the parallel technique we

used in the next section.

B. Introduction to MPI

We used Message Passing Interface (MPI) technique to realize the parallelization of

our serial FDTD code. The reason for choosing MPI is simple: MPI is a standardized

portable system. MPI, after it was created in 1990’s, has become the standard parallel

system for distributed memory parallel computer systems.

Figure 11 shows the structure of a distributed memory system. This system

consists of many “computing nodes” from 1 to N and a fast network. Each node

has its own CPU and local memory. The advantage of this system is obvious: it is

scalable, which means within the capability of the network and the band width of

data transfer, extra computing nodes can be added to the system without affecting
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current nodes. In reality, thousands or even tens of thousands of computing nodes

have been connected to build a super computer system. The essential role of the MPI

is to control the messages sending and receiving from different nodes.

CPU

Memory

Network

CPU

Memory
CPU

Memory

CPU Memory

............ CPU

M
em

ory

1

2
3

4N

Fig. 11. Distributed memory parallel computer system.

In programming, MPI acts like an ordinary library, which contains lots of prede-

fined variables and functions. Fortran, C and C++ can directly use those functions

to implement the parallelization without worrying about how to control the network.

For example, in our parallel code, MPI SEND and MPI RECV are frequently used.

MPI SEND can send values from the current computing node to the desired node we

want, and the desired destination node uses MPI RECV to accept values from the

certain source node. We won’t go into details of MPI in this dissertation.

C. Parallelization efficiency and conclusion

We have reviewed the basic ideas of MPI techniques. Now we will demonstrate how

we use MPI techniques to deal with the cutting cross sections as described in the first
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section of this chapter. Again we use a 2D FDTD example for clarity. In Fig. 12,

the computation region was separated along the cutting line shown in the figure. We

note that the left part , simulated in computing node n, contains the only magnetic

field shown in the figure and the electric field are assigned to the right part, which is

simulated by computing node n+1.

Cutting line
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Fig. 12. Message passing between two nodes.

According to the FDTD formulas in the previous chapter, to update either the

magnetic field or the electric field, we need them working together. That is to say that

the computing node n needs values of electric fields in computing n+1, and computing

node n+1 also needs the magnetic field values in computing n. As shown in Fig. 12,

we need the technique called message passing to transfer the necessary field values

between those two computing nodes. MPI is used to achieve this schema. For 3D

FDTD model, the message passing is needed in a 2D cross section, more values are

needed to be transferred between nearby computing nodes.

Figure 13 shows the flowchart of the complete parallelization of FDTD code. The



34

simulation process is as follows: it begins with the initialization of MPI parameters;

then the computation region is divided and distributed to computing nodes; within

each computing node, an independent FDTD simulation is carried out for electric

fields; MPI functions transfer values of electric fields on the cross section to its previ-

ous nodes; magnetic fields are updated after receiving those electric field values from

network; then MPI functions transfer magnetic field values on the cross section to

its next computing node; after receiving magnetic field values, each computing node

begins another loop of the whole process described above. The time loop will continue

until preset time steps are reached. If far field values are required, the near-to-far

field transformation will be carried out on each node after the time loop, finally MPI

gathers simulation results from all the nodes to achieve a complete simulation.

Finally, we tested our parallel code efficiency by comparing that with serial code

while simulating scattering by two different sizes of spheres. Our test is on the

platform of an SGI Altix 3700 supercomputer of Texas A&M University. The result

is shown in table I. The comparison clearly shows the great improvement for the

computing time (Wall time), especially for large size parameters. Even with the

fastest network, message passing from one node to another takes some time. If the

particle is not large enough, the times consumed by MPI functions count more in

total simulation time, which is likely the reason that parallelization works better for

larger size particles.

Although parallel FDTD does not save computing time (summation of all cpu

tims), it save wall time (the time one waited for the simulation). Taking advantage

of the distributed memory structure, parallel FDTD can be used to simulate very

large models, which the single pc can not. We also need to node that even in the

most optimized condition, the wall time is inversely proportional to the number of
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Fig. 13. The flow chart of our parallel method implemented in FDTD.
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Table I. Comparison with serial code for different size spheres

size parameter
single node

(minute)

two nodes

(minute)

four nodes

(minute)

x=10 27:18 20:53 13:07

x=15 166:45 75:56 41.09

computing nodes. At the same time, the computing time increase faster than cubic of

the size scale. For large-scale models, only parallelization of the FDTD is not enough,

we need to search other method to substantially decrease the FDTD grid number

or computing operations, in which Pseudo-spectral Time-domain (PSTD) method

[15, 16] is a good example which is already been applied to large-scale systems.
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CHAPTER IV

THE EFFECTS OF PARTICLE SURFACE ROUGHNESS ON LIGHT

SCATTERING∗

A. Introduction

The scattering of light by small particles is essential to atmospheric radiative transfer

[1], biological aerosol detection [17], remote-sensing technology [18] and other disci-

plines. The surface texture of a scattering particle, in addition to the overall particle

geometric shape, is an important morphological factor in determining the optical

properties of the scatterer. In the past two decades, the effect of asphericity of a par-

ticle on its single-scattering parameters (e.g., phase function and cross sections) has

been extensively investigated (e.g., Mishchenko et al. [19] and Wriedt [20] and refer-

ences cited therein). However, only a handful of studies have investigated the effect of

surface texture or roughness on particle optical properties. For particles with size pa-

rameters in the geometric regime, Macke et al. [21] and Yang and Liou [22] employed

the principles of geometric optics to study the optical properties of ice crystals with

surface roughness. It is quite challenging to compute the single-scattering parameters

of irregular particles with size parameters in the resonant region (i.e., where particle

size is of the same order as the incident wavelength) where the applicability of geo-

metric optics breaks down. In cases where the roughness scale is much smaller than

both the particle size and the wavelength, Schiffer used an approximation approach

[23, 24] to study particles from small size parameters to very large size parameters.

∗Reprinted with permission from “Effects of surface roughness on light scatter-
ing by small particles” by C. Li, G. W. Kattawar, and P. Yang, 2004. Journal of
Quantitative Spectral & Radiative Transfer, 89, 123-131. Copyright 2004 by Elsevier
Ltd.
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Also, many studies were done on deformed Gaussian spheres and spheroids using dif-

ferent methods such as the volume-integral equation approach by Lumme et al. [25],

the second-order perturbation series by Nousiainen et al. [26], the FDTD method by

Sun et al. [27]. Those kinds of roughness surfaces, on deformed Gaussian particles,

have locally smooth surfaces without large slopes over most of the surface area. The

roughness style in this chapter is very different. The surface becomes more locally

”roughened” like the surface of a cell with microvilli. Several research works have

been done on this kind of roughness [28, 29] using the discrete-dipole-approximation

(DDA) method [30, 31]. Most recently, Sun et al. [32] used FDTD method to in-

vestigate the effect of surface roughness in two-dimensions for size parameters in the

resonant regime. Since the scattering feature of a three-dimensional object is quite

different from its idealized counterpart in a two-dimensional space, there is a need

to investigate the roughness effect associated with a three-dimensional particle whose

size parameter is in the resonant regime. It is noteworthy that surface roughness is

often observed for natural particles such as ice crystals in cirrus clouds, biological

spores in air or water, and animal tissue cells. Thus, the effect of particle surface

roughness on optical properties is a subject that is of both theoretical and practical

importance.

To simulate the optical properties of a roughened particle, one needs to define

the surface roughness. Unlike methods used in [28] by randomly removing dipole

elements on the surface, in this study we employed a well-controlled roughness model

to determine the surface roughness, which specifies not only the total roughness area

[29] but also the micro scale features of the roughness (width and depth) in a straight-

forward manner. Furthermore, we employ the finite difference time domain (FDTD)

method to compute the phase matrix of roughened spheres. This chapter is orga-

nized as follows: In Section B the method used to specify particle surface roughness
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is presented; in Section C the phase matrix of roughened spheres, computed from

the FDTD method, is discussed in comparison with their counterparts for smooth

spheres, and finally, the conclusions of this study are given in Section D.

B. Pseudo roughness models

In this study, we investigated the effect of surface roughness for particles whose overall

morphological shapes are spherical. In reality, the surface roughness of a natural par-

ticle is a morphological feature with random nature. To model a roughened surface,

we use a simple mathematical scheme to define pseudo-random surface roughness.

First we uniformly and randomly choose a number of points on the sphere surface.

At each point, the region around this point is roughened: a “spike” given by the

Gaussian distribution centered at the point is applied. Then the radial distances of

the points in the vicinity of the selected point are of the form of

r(θ, φ) = R0

[
1 + αAe∆θ2/2σ2

]
(4.1)

where θ and φ are the zenith and azimuth angles of neighboring points; R0 is the

original radius of the sphere; A is a random number in the range(−1.0 ≤ A ≤ 1.0) ,

so the “spike” can be either outward or inward; 0 ≤ α ≤ 1.0 is a preset parameter; ∆θ

is the relative angle between the radial vectors pointing to center of the Gaussian spike

and its reference point; and σ is the standard deviation of the Gaussian distribution

used to control the size of the spike, which is important for the FDTD calculation.

To specify the surface roughness effect in light scattering computations, we define

the degree of roughness by introducing a parameter:η = 2π|m|µ/λ , in which |m| is the

absolute value of refractive index, λ is the wavelength, µ is the standard deviation of

the radial distance obtained from standard statistical procedures: uniformly choosing
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N (N�1) sample points on the roughened sphere surface, we then calculate their

radial distance (i=1,2,. . .,N) and their mean value r̄, finally µ =

√
1

N−1

N∑
i=1

(ri − r̄)2

. In our pseudo-roughness sphere, r̄ is approximately equal to original sphere radius

. To ensure the validity of the FDTD method when it is applied to a particle with

surface roughness, the scale of the roughness spike needs to be larger than the spatial

grid used in the FDTD computation. In this chapter, we ensure that the scale of each

roughness spike is at least three times larger than the grid size.

Figure 14 shows the morphologies of roughened spheres with various roughness

conditions. Note that a perfectly smooth sphere is a special case of a roughened sphere

when the roughness parameter η=0. The present method for specifying the roughness

has several advantages in the sense that random numbers are used to determine the

position and height of the roughness points. Thus, the final roughness surface has no

symmetry. Additionally, the size of the roughness spikes can be controlled to ensure

the FDTD method is reliable in simulation. Furthermore, the parameter η can be

adjusted by changing the number of roughness points and their amplitudes.

Fig. 14. Samples of surface roughness for spheres with increasing values of the rough-

ness parameter η.
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The parameter σ used to control the size of the angle in this chapter is very small

(approximately between 1 and 2 degrees) to get the final surface structures shown in

Fig. 14. To get similar roughness patterns using the Gaussian random sphere model,

the correlation angle would have to be very small, and in that case, we couldn’t

guarantee the final roughness spikes were larger than the FDTD grid size, which is

the reason we didn’t use the Gaussian deformed sphere model in our calculations.

C. Phase matrix of particles with surface roughness

The roughened spheres studied in this chapter are homogenous with refractive index

m=1.53+0.008i, typical of some aerosols. Different values of the parameter η are used

for each size parameter. This parameter is not arbitrary because we must choose it in

a reasonable range to keep the roughness relatively small compared with the original

shape, which implies that large values of η can only occur for the large size parameter

cases. To satisfy the requirement that the size of the spatial grid in the FDTD is less

than the roughness spike as described in the previous section, we chose the grid size

as ∆x = λ/40 for x=5, ∆x = λ/30 for x=10, 15 and 20 respectively.

For a smooth sphere, the phase matrix elements depend only on the zenith angle

(angle between the scattered light and incident light); however, for roughened spheres,

it will also depend on the azimuth angle. To compare our result with spheres, we

choose a fixed scattering plane (fixed incident direction and azimuth angle) to compare

the results and we averaged the roughened sphere results over random orientations.

Figure 15 compares the reduced phase matrix elements P11, P12, P33 and P34 for

the case of size parameter x=5. To keep the overall morphological shapes close to

spherical, µ is relatively small for these small particles. The first thing to note is that

P11 agrees very well with the smooth sphere except at angles close to backscatter-
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ing and there it reduces the glory value. The other reduced matrix elements show

substantial differences for a large range of scattering angles.

Fig. 15. Comparison between the reduced phase matrix elements computed from the

roughened sphere and Lorenz-Mie calculations for a sphere with a size param-

eter x=5.

Figures 16, 17 and 18 compare the same elements shown in Fig. 15; however,

they are for size parameters of x=10, 15 and 20 respectively. With the increase

of size, a larger degree of roughness can be achieved without changing the overall

morphological shape. Just as in Fig. 15, the results for small values (dotted lines in

figures) keep the deviation of the phase function (P11) from its spherical counterpart

very small but the deviation gets larger with increasing size parameter. The other

elements can deviate by very large amounts; however, what is noteworthy is the fact

that the maxima and minima still keep their relative positions but the amplitudes
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are in general reduced. The scattered light also becomes more unpolarized and this

effect has also been noted in [32] using a 2D model. It is clear that when η > 1, the

spherical approximation can’t be used any more, otherwise substantial errors will be

introduced.

Fig. 16. Same as Fig.15 except for size parameter x=10.

Another interesting point to note is that the reduced matrix element P44 = P33 for

a sphere of any size, and this relationship held up remarkably well for the roughened

spheres as well although the plot is not shown.

A good test of asphericity can be seen in the element P22. We show this element

in Fig. 19 for all the size parameters used in this chapter. The asphericity can be

detected in this element for scattering angles in the backward direction
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Fig. 17. Same as Fig.15 except for size parameter x=15.

D. Conclusions

In this chapter, we have studied the surface roughness effects for different size spheres.

To specify the roughness, we introduced a degree of roughness parameter η , which

is a measure of the relative size of the roughness compared with the wavelength.

Our results show that for η <1 the effect of surface roughness on light scattering

is relatively small as far as the phase function (P11) is concerned; however, for the

other phase matrix elements, substantial errors can be incurred at some scattering

angles. For η > 1 and for the larger size particles, such as x>15, even the phase

function can show substantial deviations from its spherical counterpart. The upshot

of this analysis is that using spherical approximations for roughened particles can

lead to large errors in the results especially when one is doing Mueller (phase) matrix

imaging.
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Fig. 18. Same as Fig.15 except for size parameter x=20.

Fig. 19. Comparison of the reduced phase matrix element P22 (the element sensitive

to asphericity) with a sphere which is always unity for all scattering angles.
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CHAPTER V

BACKSCATTERED MUELLER IMAGES∗

Bioaerosols such as spores, pollens, some viruses and cells have dimensions of the

order of micrometers. There are large variations in both the morphology and compo-

sition of these particles. In recent years the detection and classification of bioaerosols,

such as anthrax, has gained the attention of many research groups because of bioter-

rorism threats [33]. Of all the detection methods proposed thus far, DNA analysis is

perhaps the most accurate. However DNA analysis not only requires complex equip-

ment, it also takes a long time to complete. In reality, hazardous bioaerosols may be

mixed with similar but benign particles, it then takes even longer in detection time

for DNA analysis to separate the benign from the hazardous ones. Many methods

have been applied and are under further research to speed up the analysis procedure,

such as FASTCARs [34], fluorescence [35], etc. Images based on the Mueller matrix

have previously been explored in studying optical properties of turbid media [36, 37],

such as tissues. In this paper, we study light scattered from isolated single particles.

With recent developments in detection schemes, complete backscattered light can

be detected [17]. We have computed the backscattered Mueller matrix, and from it

constructed angularly resolved Mueller images. There are three models used in this

paper; namely, a homogenous ellipsoid, an ellipsoid with core, and homogenous cylin-

ders. Since the sizes of these particles are comparable with the incident wavelength,

geometric optics is not an option. We therefore used the finite-difference time-domain

(FDTD) [1, 5, 6] technique to perform the numerical simulation involved in this study.

∗Reprinted with permission from “Identification of aerosols by their backscattered
Mueller images” by C. Li, G. W. Kattawar, and P. Yang, 2006. Optics Express, 14,
3616-3621. Copyright 2006 by Optical Society of America.
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A. Models and image construction

In our simulation, the models are constructed as shown in Fig. 20. They are: one

homogenous ellipsoid (Fig. 20(a)), one spore (Fig. 20(b)) (same shape as the Fig.

20(a) but with inhomogeneous compositions) and homogenous cylinders with different

heights (Fig. 20(c)). The refractive indexes for the homogenous ellipsoid and cylinder

are m=1.34. In case of the spore model, the refractive index is chosen according to

Fig. 20(d) based on the relative radial distance from the boundary. As described in

[38], the spore model used in this chapter represents a spore with a core in the center

and a single layer coat. In our simulation, the scatterers are placed in the air, which

has refractive index m=1.0.

Fig. 20. Particle geometries used in this study: (a) a homogenous ellipsoid with a

major axis of 1.0 µm and a minor axis of 0.8 µm; (b) the same ellipsoid with

a centered core and one layer coat; (c) homogenous cylinders with heights 1.0

µm or 2.0 µm, and width 0.5 µm; (d) the refractive index for (b).

The backscattered region (polar angle from 90 to 180 degree) is the one we chose

in this chapter. An actual experimental setup has been done in [17] as shown in Fig.

21, in which almost all the backscattered light can be detected.

The Mueller matrix is the transformation matrix between the incident Stokes
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Fig. 21. (a) An experimental setup to measure the backscattered light in [17]. This

experimental setup collects most of the backscattered light and projects it to

the detector. (b) Coordinates used in this chapter. The scatterer is fixed in

the yz-plane, θ is the angle between the symmetry axis of the scatterer and z

axis.

vector and the outgoing Stokes vector. Since the Stokes vector is only meaningful

when defined with respect to a coordinate system, Mueller matrix elements also de-

pend on the coordinate system. Fig. 21(b) shows the coordinate system used in this

chapter, the x, y, and z axes form a right-handed Cartesian coordinate system, where

z is the direction of the incident illumination beam. To simplify the simulation pro-

cess, the particle’s symmetry axis is fixed in the yz plane. Mueller matrix elements

are dependent on particle orientation (denoted by ) and the scattering angle in the

coordinate system defined here. For any given θ, the constructed images are angu-

larly resolved images. The image has a disk shape with 180-degree polar angle at the

center of total backscattering and the 90-degree polar angle at the boundary. The

polar angle is uniformly divided along the radius in the image. The uniform division

of the polar angle may not be satisfied in the experimental setup as shown in the Fig.

21(a).
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B. Results of simulation

The Mueller matrix (M=mi,j(θ, φ), i,j=1,2,3,4) is a 4x4 matrix and therefore the

corresponding complete Mueller images contain 16 sub-images. In this chapter, the

reduced Mueller matrix is used, which means all values except m1,1 are normalized

by m1,1. Thus all matrix elements except m1,1 are in the region (-1,1). In Fig. 22, an

example of the complete Mueller images is shown. These images show the simulation

results of the homogenous ellipsoid as in Fig. 20(a) with an orientation angle of

90o (broadside illumination). The first image element m1,1 represents the angular

distribution of scattered light intensity with an unpolarized illuminating beam. The

color bar of m1,1 represents the values in the sense of the following equation:

σ =
1

k2

∫
m1,1(θ, φ)dΩ, (5.1)

where the integral is over the whole 4 π steradian solid angle; is the scattering cross

section, which equals to 2.23 µm2 in this case for unpolarized incident light; k is the

wave vector defined as k = 2π/λ where λ is the wavelength. Since we are interested in

the pattern character, values for m1,1 in the following figures are not specified although

the color scale in the image is from blue to red corresponding to the minimum and

maximum values of m1,1 in the backscattered region. The color used in all the other

element images except m1,1 scales from -1 to 1. It is worthy to note that values are

zero along x and y-axis for elements (m1,3, m1,4, m2,3, m2,4, m3,1, m3,2, m4,1, and

m4,2), which is because the particle simulated has mirror symmetry with respect to

the xz and yz-plane.

As mentioned earlier, Mueller images depend on the orientation of the scatterer,

each orientation has a unique 4x4 Mueller image. In Fig. 23, three orientations with

polar angle =0o, 30o and 90o are simulated. To compare the differences in Mueller
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Fig. 22. A complete set of Mueller images for broadside illumination of the homogenous

ellipsoid with a major axis of 1.0 µm and a minor axis of 0.8 µm, the refractive

index is 1.43 and the illuminating wavelength is 0.5 µm.

images of different shapes and compositions, m1,1 and m4,4 are used as representatives

for Mueller images.

Figure 23 shows the comparison between the homogenous ellipsoid and the spore

model. For Mueller images of m1,1 and m4,4 there are significant differences. The

presence of the core and the coat greatly changes the backscattered image pattern.

The spore gives more fine structure in the m4,4 images. One can also see the scattering

patterns change with the orientation angle. From these patterns, it should be possible

to retrieve the composition and orientation information.

Figure 24 compares the scattering image patterns for the homogenous ellipsoid,

the spore with core and coat and a homogenous cylinder with height 1.0 micrometer.
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Fig. 23. Comparison for Mueller elements m1,1 and m4,4 between homogenous ellipsoid

and spore with a core at different orientations. Both particles have a major

axis of 1.0 µm and a minor axis of 0.8 µm, the illuminating wavelength 0.5

µm.

They are all broadside illuminated, i.e.,θ = 90o . Although the three small particles

are similar in size scale compared with the wavelength of the illuminating beam,

there are distinct differences in the patterns between the cylinder’s images and the

ellipsoid’s. One can easily distinguish the cylinder shape from the ellipsoid shape.

To study how the size affects the scattering patterns, we doubled the height of

the cylinder while keeping the radius unchanged. The results are shown in Fig. 25.

Overall the patterns for these two cylinders are similar. The increase in the height

brings more fine structure. Size information could possibility be derived from these

fine structures.

To compare with forward scattering results, in Fig. 26 we calculated forward

scattered Mueller images for the same case as used in Fig. 24. There is less infor-
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Fig. 24. Comparison for Mueller element m1,1 and m4,4 between homogenous ellipsoid,

spore and homogenous cylinder for broadside illumination.

Fig. 25. Comparison for Mueller element m1,1 and m4,4 between homogenous cylinders

with different height 1.0 µm and 2.0 µm, and same diameter at 0.5 µm,

refractive index at 1.34 and illuminating wavelength at 0.5 µm.
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mation contained in the forward scattering pattern compared with results in Fig. 24.

For three m1,1 images, their patterns look similar, which means that forward scat-

tering m1,1 is not as sensitive to the shape and internal structures as for the m4,4

images. Although there are some differences in regions away from the center for m4,4,

the differences are not as distinct as backscattered images. This is the reason we feel

backscattering is more important in classifying aerosols.

Fig. 26. Same as Fig. 24 except for the Mueller images for forward scattering.

C. Discussion and conclusions

In this chapter, backscattered Mueller images are simulated for several small dielec-

tric particles whose sizes are comparable to the wavelength of the illuminating light.

Compared with forward scattering results as shown in Fig. 26, backscattered Mueller

images are much more sensitive to the shape, size and composition of the particle.

Even in the simplest case where only the scattered intensity is detected with an un-

porlarized illuminating source, backscattered intensity image (m1,1) still shows more
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variation between different cases. However, when the polarization is taken into ac-

count, the other Mueller images contain more pattern variations. To obtain complete

identification would require solving the inverse problem, which will be quite difficult

to do. However even without inverse methods, one can setup databases for known

particles and do pattern recognition to distinguish different kinds of particles. In ad-

dition to the classification of particles, the results shown in this chapter can be applied

to rapid detection of hazardous biological agents. Together with proper experimental

setup (such as the one shown in [17]), pattern recognition can be used to identify par-

ticles having similar Mueller images as the hazardous biological agents stored in the

database. The selected particles can then undergo further analysis by other methods,

such as DNA analysis. The sample number is greatly minimized as well as the total

detection time. Since this method uses the strong elastic scattered signals, it does

not require sophisticated equipment for signal amplification. The simulations in this

chapter are only for a single particle. It is straightforward to apply this simulation to

clusters. We also want to explore the possibility of using two wavelengths and looking

at differences in the Mueller images.



55

CHAPTER VI

RADIATIVE ENERGY FOR DIELECTRIC PARTICLE ILLUMINATED BY A

PLANE ELECTROMAGNETIC WAVE∗

We have studied the distribution of the electric and magnetic energy densities within

and in the vicinity outside a dielectric particle illuminated by a plane electromagnetic

wave. Numerical simulations were performed by using the Lorenz-Mie theory and the

finite-difference time-domain method for spheres and spheroids, respectively. We

found that the electric and magnetic energy densities are locally different within

the scatterers. The knowledge of the two components of the electromagnetic energy

density is essential to the study of the dipole (electric or magnetic) transitions that

have potential applications to Raman and fluorescence spectroscopy.

A. Introduction

For a plane electromagnetic wave propagating in a homogenous medium, the energy

densities of the electric and magnetic components are uniform and locally the same;

however, in the presence of a scatterer, the energy density within the scatterer is

not uniform. In this study we investigate the relationship between electric and mag-

netic energy densities within and in the vicinity outside small scatterers. A great

deal of research has been done on the internal electric field within infinite cylinders

and spheroids [39, 40, 41], as well as in irregularly shaped particles [42]. However,

these previous studies concentrated on the electric field or intensity within and in the

vicinity outside the particles. To our knowledge no one has shown the corresponding

∗Reprinted with permission from “Electric and magnetic energy density distribu-
tions inside and outside dielectric particles illuminated by a plane electromagnetic
wave” by C. Li,G. W. Kattawar, P. Zhai, and P. Yang, 2005. Optics Express, 13,
4554-4559. Copyright 2005 by Optical Society of America.
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magnetic field distribution in the same region, which may be important in many prac-

tical applications. In this study, we computed the energy densities associated with

both the electric and magnetic fields for two particle geometries; namely a sphere

and an ellipsoid, with two different refractive indices. The sizes of these particles are

comparable with the incident wavelength, which rules out geometric optics. We there-

fore use the Lorenz-Mie theory for the sphere and the finite-difference time-domain

(FDTD) [5, 6, 43, 44] technique for the ellipsoid to perform the numerical simula-

tion involved in this study. However various other methods have been developed for

computing the scattering properties of nonspherical particles and these were recently

reviewed by Mishchenko et al. [45]. The three-dimensional FDTD computational

program that we used was developed by Yang et al. [43] and has been enhanced by

using the Uniaxial Perfectly Matched Layer (UPML) boundary condition [10]. The

validation of the improved FDTD computational program has been reported by Li et

al. [46] by comparing with the exact solution for the scattering of light by spheres.

This chapter proceeds as follows: presented in Sec. B are the particle morphologies

and the definitions of the electric and magnetic energy densities; the results of the

simulations are shown in Sec. C; and finally, the potential applications of this study

are discussed in Sec. D.

B. Models and definitions

We consider two particle shapes; namely a sphere and an ellipsoid as shown in Fig.

27. The diameter of the sphere is 1.0 µm. The aspect ratio of the ellipsoid is 1.96,

and has the same volume as the sphere.

The illuminating light source in the present simulation is an unpolarized plane

wave, and therefore polarization effects are not considered. Since the electric and
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Fig. 27. Particle geometries used in this study: a homogenous sphere with a diameter

of 1.0 µm and a homogenous ellipsoid with a major axis of 1.56 µm and a

minor axis of 0.8 µm. The two particles have the same volume.

magnetic fields are time-dependent, we consider the temporally averaged values of

the fields. The electric and magnetic energy densities of an electromagnetic wave are

defined as follows [47]:

ue(r) =
1

2
ε(r) < E2(r) >,

uh(r) =
1

2
µ(r) < H2(r) >,

(6.1)

where ε and µ are the permittivity and permeability of the medium respectively.

< E2 > and < H2 > indicate the temporally averaged field values. The densities

defined in Eq. 6.1 are proportional to the incident irradiance that is set to unity in

this study.

C. Results of simulation

Figure 28 shows the distributions of both the electric and magnetic energy densities

inside and in the vicinity outside the sphere described in Fig. 27, which were computed

on a vertical cross section through the center of the particle and parallel to the incident

radiation. The incident wavelength and the refractive index of the sphere are λ=0.3
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µm and m=1.34, respectively. Due to the large range in values (as in Fig. 29),

a logarithmic scale is used. Evidently, the intensities inside the particle are not

uniformly distributed. Both of the electric and magnetic fields are focused in the

forward direction along the incident light. The overall patterns of the energy density

distributions for the two field components are similar, and the differences between

the electric and magnetic energy densities are essentially quite small except in a focal

region shown in the panel (c) in Fig. 28.
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Fig. 28. Internal and near-field electric and magnetic energy densities and their dif-

ferences. The incident wavelength and refractive index for the simulation are

λ =0.3 µm and m = 1.34, respectively. (a) The electric energy density; (b)

the magnetic energy density; and (c) the differences between the two densities

(the electric energy density minus the magnetic energy density). One should

note the jet like behavior outside the particle in the forward direction.

Figure 29 shows a case for a refractive index of m=2.0. As in the previous case,

both the energy densities are focused in the forward direction near the edge of the
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scatterer, where significant maxima are noticed for both the electric and magnetic

energy densities. Additionally, the high energy density region moves toward the back

of the sphere. The differences between the two energy densities are quite large in the

focal region.
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Fig. 29. Same as Fig. 28 except for refractive index of m=2.0. Also we note similar

jet like pattern as in Fig. 28.

Figure 30 shows the distributions of the two energy densities and their differences

for an ellipsoid. The ellipsoid has a major axis of 1.56 µm and a minor axis of 0.8

µm, and has the same volume as the sphere defined for Figs. 28 and 29. The incident

wavelength and the refractive index of the scattering particle are chosen as λ =0.3

µm and m=1.34, respectively, which is same as the case in Fig. 28. The incident

light is parallel to the major axis of the ellipsoid (as shown in Fig. 30). Similar to the

cases in Figs. 28, the fields are also focused in the forward direction, but the energy

density maxima located inside the particle are stronger in the case for the ellipsoid.
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The differences of the two energy densities are not substantial except in the focal

region, as is evident from the panel (c) in Fig. 30.

Fig. 30. Same as Fig. 28, except that the shape is an ellipsoid.

Shown in Fig. 31 are the results similar to those in Fig. 30, except that the

ellipsoid is illuminated with broadside incidence. The energy density distributions

are similar to a case where the incident light passes through a convex lens; however,

there is not an explicit focal point in the present results. Inside the ellipsoid, the

energy density differences are noticed primarily near the front boundary and in the

nearby region. Outside the particle, the energy density differences are insignificant.

D. Discussion and conclusions

We also calculated two more spherical cases, one with diameter increased to 2 µm,

refractive index m=1.34, the other one with diameter 1 µm as well as an absorptive

refractive index m=1.34+i0.05. The field patterns are similar with Fig. 28, only
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Fig. 31. Same as Fig. 30, except that the incident beam is perpendicular to the axis

of symmetry.

major differences are that for those larger size sphere.

The distributions of both the electric and magnetic energy densities are essen-

tial to the study of light-induced reactions. In most cases, only the electric field is

considered because the electric dipole transitions are more important in studying the

interactions of radiation with matter. Note that the electric dipole transitions are

normally 104 ∼ 105 stronger than the magnetic dipole transitions. However, in some

cases the electric dipole transition is forbidden, such as for the case involving the 1s to

2s transition in an atom, in which the magnetic dipole transition plays an important

role and then the magnetic field distribution must be considered. As shown by the

present results, the distributions of electric and magnetic energy densities are not

the same inside a scattering particle, and the local differences of these two energy

densities can be quite large in a certain region within the scattering particle, partic-
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ularly for cases involving large refractive indices. Since biological spores may have

large refractive index component parts (core, shell, etc), the larger difference between

the electric and magnetic fields inside the spore should be considered when they are

being detected by using Laser induced Raman or fluorescence techniques. The highly

concentrated radiation (shown in Fig. 29) inside the scatterer may alter the physi-

cal structure locally because the field intensity is magnified hundreds of times. The

jet like behavior of the near-field intensity shown in Figs. 28 and 29 has also been

described in [48], and may be applied to near-field scanning techniques [49]. It may

also be useful for studying fluorescence and Raman effects.
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CHAPTER VII

ELECTRIC DIPOLE RADIATION

In previous chapters, we have studied several aspects of elastic scattering by small

dielectric particles with an external illuminating source. As we mentioned in Chap-

ter I, radiative interactions with materials not only include elastic scattering, they

also include inelastic scattering where different frequency electromagnetic waves are

emitted, such as in Raman scattering. Raman scattering is due to both vibration

and rotation of certain molecules. Besides radiative induced reactions, physical and

chemical processes can induce certain molecules to emit electromagnetic fields, such

as some kinds of fluorescence. Both Raman scattering and fluorescence are very

important in remote sensing, biological agent detection and cell structure identifica-

tion. In many cases, molecules that emit new frequency electromagnetic waves are

embedded in small size particles which are comparable to the wavelength, such as

biological spores, aerosols and cells. Compared with the particle size and wavelength,

the molecule that emits electromagnetic waves can be treated as a point light source.

Although the emission from molecules is a quantum process, from a classical point

view, an electric dipole is usually used to model the emission process. Then it is

very important to simulate the radiation from infinitesimal electric dipoles embedded

in small particles with arbitrary shapes and compositions. Analytical calculations

are available for homogenous spheroids and cylindrical particles [50, 51, 52]. Based

on FDTD techniques [5, 46], we have developed an innovative numerical method to

simulate infinitesimal electric dipole radiation within arbitrary shaped particles. Our

results are consistent with the analytical results for sphere cases. The simulation re-

sults show the radiated field not only depends on the dipole itself, but it also depends

on the position of the dipole, the shape and refractive index of the particle.
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A. Dipole radiation in FDTD formulation

In our simulation method, as shown in Eq. 7.1, the dipole source is a Gaussian

function in the time domain. The simulation also assumes the dipole is a ”hard”

source, that is the strength of the dipole is independent of the local electric field.

p(t) = p0e
−(t−T0)2/σ2

(7.1)

where p is electric dipole defined as: p =
∫

v
ρ(r)rdr; σ and T0 are parameters con-

trolling pulse shape and the time delay. The vector potential generated by the in-

finitesimal dipole is:

A(r, t) =
µ

4πr
ṗ(t− r

c
) (7.2)

where the speed of the light c is the speed in the medium. From the vector potential,

the magnetic field can be calculated:

B = ∇×A (7.3)

According to Maxwell’s equations Eq. 2.1, the electric field can be calculated

from the temporal integral of the curl of magnetic field.

E(r, t) =
1

ε

∫ t

0

∇×H(r, t′)dt′

=
1

4πε
∇×

[
∇×

p(t− r
c
)

r

] (7.4)

where H = B/µ as defined in Chapter II. The results of the above equations are very

complicated, and we show them in Appendix C.

When compared with the FDTD grid size, the dipole itself is assumed to be a

point source. In our method, as shown in Fig .32, the dipole is embedded inside a

FDTD grid. The electric field radiated from the dipole is calculated along the FDTD

grid edges. These fields act as the source term similar to the external source described
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in Chapter II.

P

Ex

Ez

Ey

Fig. 32. The infinitesimal electric dipole model in FDTD grid.

The electric field values along the edges as shown in Fig. 32 are sensitive to the

relative position to the dipole as well as the direction of the dipole itself. In general

the direction of the dipole can be arbitrary, the electric field values at the center of

the edges may not represent the average values along the edges. Modifications of

the FDTD described in Chapter II, where the changes in fields are assumed to be

locally approximately linear within grid cells, are needed. The modification is on the

temporal updating of magnetic field on the nearby cube surfaces. One example is

shown in Fig. 33. On the shaded area, Faraday’s law (doing surface integral on both

sides of Eq. 2.1 in Maxwell’s equations) tells us that:∫
l

E · dl =
∂

∂t

∫
s

Hzds′, (7.5)

where the path integral is along the direction shown in the figure. As described

in Chapter II, except for the edge which is nearest to the dipole, the path integral
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of the electric field along the edge is approximately equal to the value at the edge

center multiplied by the grid size. The surface integral for the magnetic field is also

approximately equal to the area times the field value at center of the area. Only the

nearest edge to the dipole needs the path integral operation. After several simple

mathematical derivations, in the descritized space and time, the temporal updating

of Hz(I, J, K + 1/2) is now obtained.

Hn+1/2
z

(
I, J, K +

1

2

)
= Hn−1/2

z

(
I, J, K +

1

2

)
+

{
c∆t

∆x

[
En

y

(
I − 1

2
, J,K +

1

2

)
− En

y

(
I +

1

2
, J,K +

1

2

)]
+

c∆t

∆y

[∫ I+1

I

En
x

(
l, J +

1

2
, K +

1

2

)
dl − En

x

(
I, J − 1

2
, K +

1

2

)]}
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Fig. 33. Modification of FDTD in simulating dipole radiation.
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B. Simulation results

To get the frequency domain results, as described in Chapter II, Fourier transforma-

tions will be carried on the temporal fields values of both the dipole source and the

FDTD simulated fields.

Since analytical results for dipole radiation are available for a dipole embedded

in a dielectric sphere, we first compare our FDTD results with analytical results to

validate the accuracy of our simulation method.

In Fig. 34, we compare our FDTD results with analytical results [51]. The model

we use are homogenous spheres with refractive index m=1.33, and the environment

outside each sphere is vacuum. The normalized radiation is the ratio of the radiation

from current model and the radiation of the dipole in infinite vacuum space. Fig.

34(a) shows the comparison for the total radiation vs. the size parameter, where the

dipole is in the center of the sphere. Fig. 34(b) shows the total radiation from a

sphere with fixed size parameter x = 4, while the dipole position changes from the

center to the boundary of the sphere, and the direction of the dipole is perpendicular

to the radial direction as shown in the figure. Our FDTD results fit the analytical

results very well except for the small size parameter.

The next comparison with the analytical result is to compare the angular distri-

bution of the radiated field in the far field. As shown in Fig .35, the sphere has size

parameter of 8 and the refractive index is 1.33. The dipole is located at the 1/4 of

the diameter of the sphere with the radial direction. The results are normalized to

their maximum values. Again, the FDTD results fit the analytical results very well.

We also compare the results with the Discrete-dipole approximation (DDA)

method [30, 31] results for other non-spherical shape models. In Fig. 36, the far
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Fig. 34. Comparison of total radiation: (a) Total radiation vs. size parameter; (b)

Total radiation vs. position of the dipole.

Fig. 35. Comparison of the angular radiation of a dipole at the half of the radius

position with radial direction.
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field angular radiation intensity of dipoles inside the cube and the cylinder are com-

puted. The refractive indices of the cube and the cylinder are all 1.33; the wavelength

is 6.28 µm; the width of the cube is 12.9 µm; the radius of the cylinder is 6.99 µm

and the height of the cylinder is twice of its radius. Both the cube and the cylinder

have the same volume as a sphere with radius of 8.0 µm. As in the previous case,

we use normalized values of the intensity (normalized to the maximum value of the

intensity). Fig. 36(a) shows the result for the radiation from a centered dipole inside

the homogenous cube, and in Fig. 36(b) is the result of radiation from a centered

dipole inside a homogenous cylinder. The direction of these dipoles are along the z

axis as shown in the figure. Since the cube is not rotationally symmetric, our results

show the radiation vs. polar angle (θ) at azimuthal angle φ = 0. Results from FDTD

and DDA are consistent.

C. Conclusion

We developed a powerful and accurate method to simulate infinitesimal electric dipole

radiation within particles with arbitrary shapes and internal compositions. The dipole

direction can also be chosen arbitrarily. Although DDA can be used to simulate the

dipole radiation more directly since it itself is based on a discrete dipole model, to

simulate dipoles by FDTD has more simulating capabilities:

• For comparable accuracy, the FDTD can simulate larger size models than the

DDA.

• FDTD simulation can give the temporal dipole field inside the particle where is

the DDA can not.
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Fig. 36. Radiation from the dipole inside cube and cylinder which has a volume ef-

fective size parameter 8. In both cases, the direction of the dipole is along

the z axis, the refractive index m=1.33 : (a) Normalized angular radiation

intensity vs. polar angle for a centered dipole inside the homogenous cube; (b)

Normalized angular radiation intensity vs. polar angle for a centered dipole

inside the homogenous cylinder

With the method described in this chapter, coupled with the capability that

FDTD can simulate internal radiative energy distribution as in Chapter VI, one can

now study induced Raman scattering and fluorescence phenomena.
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CHAPTER VIII

RADIATIVE COUPLING OF THE ATMOSPHERE-OCEAN SYSTEM

All we discussed before focused on radiative interactions with a single particle. Ra-

diative interactions with turbid media which consist of large number of scatterers

are very different. The multiple scattering usually governs this region. Radiative

transfer in this region depends on several parameters: the absorption coefficient, the

scattering coefficient, the single particle Mueller matrix, etc. These parameters can

be determined when the optical properties of the single particle, the density distribu-

tion of the particles and their orientations are known. The techniques described in

previous chapters are very powerful methods to calculate optical properties of small

particles with arbitrary shapes and internal dielectric structures.

Our earth is covered by vast volumes of the gaseous layer, called the atmosphere,

which extends from the ground to tens of kilometers high. The atmosphere is not a

homogenous layer even in the clearest sky condition. Besides many types of clouds,

dust particles, aerosols, water vapor and many other types materials are present in the

atmosphere. Sunlight will unavoidably undergo multiple scattering and absorption by

these constituents. On the other hand, more than 70% of the earth’s surface is covered

by ocean, specular reflections will occur even when the sunlight passes through the

atmosphere. The ocean body is also another kind of turbid medium, which is not

simply pure water. The light in the ocean also undergoes severe multiple scattering

and absorption not only by the water molecule’s density variation, but also by mineral

particles, air bubbles, plankton, etc. We also need to understand that the stochastic

interface separating the atmosphere from the ocean plays an importance role of the

radiative transfer in the atmosphere-ocean system. Most earlier research has focused

on studying radiative transfer in the atmosphere. Among them, Discrete ordinates
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Radiative Transfer (DISORT)[4, 53] and Vector DISORT (VDISORT)[54, 55] are

commonly used in studying horizontally homogenous models, and the Monte Carlo

method have been used in studying radiative transfer in clouds [56, 57].

To study the radiative transfer in a complete atmosphere-ocean system, we sepa-

rate the system into three layers as shown in Fig. 37: the atmosphere layer, the ocean

layer and the ocean surface layer, which lies between the first two layers. We will

study each layer and get the reflection and transmission properties of each of them

separately, then a method called Matrix operator method [58, 59] will be applied to

couple these layers’ optical properties and construct a complete radiative interaction

system.

Atmosphere

Ocean

Interface

Fig. 37. The atmosphere-ocean system.
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A. Radiative interaction with a single layer medium

As shown in Fig. 38, a light source, such as the sunlight, is illuminating on a medium

(such as the atmosphere). The layer contains large number of isolated particles. We

assume the refractive index is same both inside and outside the layer. Beer’s law

(Eq. 8.1) tells us how the radiance of the light that passes though the layer without

deflection is attenuated,

Iout = Iince
−τ/cos(θ) (8.1)

where τ is the optical depth of the layer and θ is the relative angle between the

source direction and the normal direction of the layer surface. These energy lost in

the original direction is due to the light absorption and scattering by the particles in

the medium, as well as the absorption from the background medium.

I
inc

I
out

t

q

Diffuse transmission

Diffuse reflection

Fig. 38. Radiative interaction with a single layer medium.

Multiple scattering changes the photons’ direction while they are traveling through

the medium. In general, after multiple scattering, both transmitted and reflected ra-

diation become diffuse. The diffuse radiation field can be in all directions, and it is

usually denoted as radiance as described in Chapter I.
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Another optical property of the radiation field is the polarization as was intro-

duced in Chapter I. To completely describe the interactions with a single layer of

medium, the polarization states of the source, the diffuse reflection, and the diffuse

transmission are all needed to be take into account. In the following, we will first

study the scalar field, then we will show what differences are incurred when one uses

the vector field.

B. Two layer coupling

Before we begin discussing the multi-layer coupling, we first analyze the optical prop-

erties of a single layer. As shown in Fig. 39, Z0 and Z1 represent the top and the

bottom surface of the layer respectively. Both the top and the bottom surfaces are

discretized by spatial grids. We also discretized the angular space, θi, (i=1,2...N)

and φj, (j=1,2,....,M). Let us denote F (ri, ŝj) as the irradiance contained in ∆Ωj at

the position ri, which is defined as F (ri, ŝ) = L(ri, ŝ)∆Ωj, where L is radiance and

∆Ωj comes from the discretized angular space. For plane wave, the radiance is a

delta function in angular space, then F means the plane irradiance. As described in

the previous section, given an incident light source, the multiple scattering inside the

medium will generate diffuse reflection on the top surface and diffuse transmission on

the bottom surface at all spatial grids and in all directions.

A matrix form can be written down based on this spatially and angularly dis-

cretized space to represent the impulse response of an arbitrary source beam. For the

reflection matrix:

r =


α1,1 · · · α1,n

...
. . .

...

αn,1 · · · αn,n

 , αi,j =


αi,j(s1, s1) · · · αi,j(s1, sm)

...
. . .

...

αi,j(sm, s1) · · · αi,j(sm, sm)

 (8.2)
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Fig. 39. A single layer model.

and the transmission matrix:

t =


β1,1 · · · β1,n

...
. . .

...

βn,1 · · · βn,n

 , βi,j =


βi,j(s1, s1) · · · βi,j(s1, sm)

...
. . .

...

βi,j(sm, s1) · · · βi,j(sm, sm)

 (8.3)

where the subscript of αi,j and βi,j correspond to the spatial position ri and rj; the

variable sk corresponds to the discretized direction in angular space. The reflection

matrix and transmission matrix act like operators in the sense that:

Fr = rFin, Ft = tFin, F =


F1

...

Fn

 , Fi =


fi(s1)

...

fi(sm)

 (8.4)

where fi(sj) is the irradiance contained in ∆Ωj at position ri.

There are several ways to get the matrix information; however the Monte Carlo

method is the most robust to simulate very heterogenous media which are precisely

the situation we are dealing with.

Unlike the single layer case, for two-layer model as shown in Fig. 40, the combined

transmission and reflection of the two layer system involves the multiple scattering

effects between layers. After simple mathematical derivations, the complete formula
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of the combined transmission and reflection for two-layer system are:

F ( )in inr ,i q ,f in

Z0

Z1

F ( )t r ,k t tq ,f
Z2

F ( )r r ,j r rq ,f

Fig. 40. A two layer coupling model.

r02 = r01 + t01 (E − r12r10)
−1 r12t01

t02 = t12 (E − r12r10)
−1 t01

(8.5)

r20 = r21 + t12 (E − r10r12)
−1 r10t21

t20 = t10 (E − r10r12)
−1 t21

(8.6)

where the subscripts in ri,j and ti,j mean the reflection and transmission matrix are

of the layer that is between surface i and j, and the source illuminating direction

points from surface i to surface j; E is the unit matrix. Eq. 8.5 and 8.6 correspond

to two different combined results with the source beam illuminating from above Z0

and below Z2 respectively. If the two layers are all same homogenous layers, the two

results are same. In general, these two results are different.

Eq. 8.5 and Eq. 8.6 are basic equations in the Matrix Operator Method. From

two-layer results, it is straightforward to calculate systems with more layers. Thus

the Matrix Operator Method can be used to study radiative coupling in multi-layer
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systems by using matrix operations with the reflection and transmission matrices of

each single layer.

The dimensionality of these matrices will be quite large considering all the in-

formation contained in them. Matrix operations in Eq. 8.5 and Eq. 8.6 all involve

the operation of large matrix inverse, which is a major computational problem to

calculate exactly. We therefore use an approximate calculation method to expand

the matrix inverse term in a series:

1

E − rirj

= E + rirj + (rirj)
2 + · · ·+ (rirj)

n + · · · (8.7)

Usually several terms are good enough since the element values in diffuse reflection

matrix are generally small for both atmosphere and ocean.

C. Matrix operator coupling results for scalar fields

We used the simplest model to test our Matrix Operator Method. Two semi-infinite

layers are chosen. Each layer is homogenous with the optical depth of τ = 0.25.

We also set the scattering to Rayleigh scattering and the single scattering albedo

ω0=1.0 (conservative scattering). The light source is plane parallel normal incident

light, with uniformly irradiance F = 1W/m2. In our calculation, the 2π azimuthal

angle is evenly divided into 20 pieces and the cosine polar angle is also discretized

by 20 according to cos(θ) = 1.0, 0.9, · · · , −0.9, −1.0. The single layer reflection

and transmission matrices are calculated from the DISORT method. In Fig. 41, we

compute the combined results of two layers by Matrix Operator Method and compare

our results with the DISORT method. The angle used in Fig. 41 is the relative angle

between the reflected or the transmitted light with the the normal direction. The

term “order” means the highest power order expanded in Eq. 8.7.
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Fig. 41. Comparison with DISORT

In this simple example as a 1D model, the Matrix Operator Method shows its

high accuracy.

D. Scalar field and vector field

The radiation field is a vector field, the reflection and transmission radiance not only

depend on the incident irradiance, but also depend on the polarization state of the

source. As described in Chapter I, the complete description of vector radiation field

is in terms of Stokes vector, and the Mueller matrix is the matrix connecting the

incident wave with the scattered wave. To fully explore the optical properties of

the layer, the reflection and transmission matrices need to be modified. Firstly, the

matrix elements in the reflection matrix and transmission matrix of Eq. 8.2,8.3 need
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to be modified as:

αi,j(sk, sl), βi,j(sk, sl) =



m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44


(8.8)

and the vector elements in Eq. 8.4 are also needed to be replaced by Stokes vector

as:

fi(sj) =



Ii(sj)

Qi(sj)

Ui(sj)

Vi(sj)


(8.9)

In Fig. 42, we compared the reflected radiance for both the scalar field and the

vector field. The simulation is for a single layer with optical depth τ = 1.0, Rayleigh

scattering with albedo 1.0. The light source is unpolarized plane sunlight with normal

incidence. The angle parameter in figure is the relative angle to the normal direction.

The radiances are obviously different between these two cases. Thus the polarization

must be considered in order to simulate radiative transfer for electromagnetic waves.

E. Refractive index mismatched interface

As it is well known, Fresnel’s law describes the reflection and transmission of the

electromagnetic waves at the interface between two media with difference refractive

indices. In derivation of the Fresnel’s law, plane waves are used for the electromagnetic

field in both media. To study the radiance defined in Chapter I, one needs carefully

exam the physical meaning in Fresnel’s Law. As shown in Fig. 43, two media with

refractive indices n1 and n2 respectively are connected at the a surface. Two different
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Fig. 42. Comparison of the vector field and scalar field for the transmitted radiance.

incident light sources are presented: the diffuse light source (denoted by radiance)in

the left and the plane wave source (plane parallel light denoted by irradiance)in the

right. We don’t show the specular reflection which is simple to include.

Defining the relative refractive index as n = n2/n1, and assuming the incident

angle and refractive angle are θ and θ′ respectively. We also define the transmission

coefficient T means the ratio of the transmitted energy flux to the incident flux for

plane wave as show in Fig. 43:

I2 cos(θ′) = TI1 cos(θ) (8.10)

where I1 and I2 are plane irradiance of the incident light and transmitted light. In
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Fig. 43. Refraction of diffuse light and plane wave.

case of the radiance, the transmitted energy flux through the small area dσ has the

following equation:

L′cos(θ′)dΩ′dσ = TLcos(θ)dΩdσ (8.11)

where dΩ′ = sin(θ′)dθ′dφ and dΩ = sin(θ)dθdφ. Then after cancelling same factors

on both sides of the above equation, one can obtain:

L′cos(θ′)dcos(θ′) = TLcos(θ)dcos(θ) (8.12)

From Snell’s law:

n sin(θ′) = sin(θ) (8.13)

After some algebra, we obtain:

n2cos(θ′)dcos(θ′) = cos(θ)dcos(θ) (8.14)

Substituting the above relation into Eq. 8.12, the relation between the two radiances

can be obtained:

L′ = n2TL (8.15)
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Now one can see the relation between incident and transmitted radiance is very differ-

ent compared with the relation between irradiance of the incident and the transmitted

plane wave as shown in Eq. 8.10.

In our coupling model of the atmosphere-ocean system, as in Fig. 37, the ocean

surface itself forms a layer. As described earlier in this chapter, optical properties of

a layer are presented in terms of its reflection and transmission matrices. To calculate

the transmission matrix of an ocean surface layer, Eq. 8.15 must be used.

Another special feature of the refractive index mismatched surface is the total

internal reflection, which occurs when light travels from a larger refractive index

medium to a smaller index medium. This also needs to be carefully considered when

constructing matrices for the ocean surface layer.

F. Conclusions and future plans

We have shown the basic idea of the Matrix operator method, and tested the method

in a simple case. Our ultimate goal is to get a time dependent radiative coupling

method for an atmosphere-ocean system based on the Matrix operator method. Al-

though many other methods, such as DISORT, are being used in studying radiative

transfer in atmosphere systems, which are only valid for horizontally homogenous

layers. This research work is just in its early stage, to reach our goal, three more

important steps are needed:

1. Both matrices and the operations need to be modified for the vector radiation

field.

2. Appropriate mathematical ocean surface model is needed, which is essential to

construct the matrix for the ocean surface layer.

3. A fast computing algorithm is needed for handling very large matrices.
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Once the complete Matrix operator method of the atmosphere-ocean system is done,

we will not only be able to study the radiative transfer by the sunlight, but we will

also be able to study the atmosphere and ocean using an active light source. A large

number of applications can make use of these methods, such as image distortion by

ocean surface, studying broken clouds, remote underwater detection, etc.
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CHAPTER IX

SUMMARY

In this dissertation, we studied two categories of radiative interactions: interactions

with a single small particle and interactions with media that contain large numbers

of isolated particles. Both the scattering and emission interactions studied here are

assumed to be classic and linear interactions that are all fully described in Maxwell’s

equations.

For the first kind of interaction, we focused on two regions: the elastic scattering

by small particles and the radiation from infinitesimal electric dipoles embedded in

small host particles. In both cases, the sizes of the particle are comparable with the

wavelength, thus the geometric optics breaks down. The major numerical method we

use is the Finite-Difference Time-Domain (FDTD) method. Based on previous FDTD

code, we develop our own program to simulate interactions with different irregular

particles. We also developed a parallel version FDTD code to simulate cases with

large particles.

We studied both near field (radiative energy density distribution) and far field

(surface roughness effects and Mueller images) in the elastic scattering region. In

studying the radiative energy density distribution inside and in the vicinity of a

particle with the plane-illuminating beam, our results show that the energy density

distributions are sensitive to the shape and internal structure of particles, and the

intensity could be magnified hundreds of times of the illuminating beam. In studying

the effects of the surface roughness on the light scattering, we first defined a parameter

to describe the degree of roughness and then study the changes in the far field patterns

with the roughness parameter increases. Our results show that when the roughness

parameter is large enough, the light scattering by the roughened particle can no longer
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be approximately treated as its overall shape in studying the light scattering. We also

studied the Mueller images of irregular particles from the far field scattered light, we

find backscattered Mueller images contain abundant information of the shapes and

internal structures of the studied particles, which can be used to detect biological

agents.

We presented an innovative method to simulate the radiation pertaining to the

infinitesimal electric dipoles embedded in arbitrary shape and composition small par-

ticles. This method is very accurate in comparison with the analytical results. Sim-

ulation results also show the patterns of the radiation in the far field are highly

sensitive to the shape of the particle and the position and orientation of the dipole,

which can be used into particle detection. This method can also be used to study

Raman scattering and fluorescence effects.

The second kind of radiative interactions studied is the radiative transfer in an

atmosphere-ocean system. We separated the whole system into three layers: the

atmosphere layer, the ocean surface layer and the ocean body. The optical properties

of each layer (reflection and transmission) can be obtained from several different

methods, such as DISORT, Monte Carlo, etc. Then the Matrix operator method is

used to couple different layers together. In general, this method considers all orders

of multiple scattering between layers. Although the method is at its early stage, from

the several simple cases we present, this method is very accurate and can handle both

the radiance and polarization of the radiation field. We also stated the difficulties of

this method and discussed possible research directions for future works.
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APPENDIX A

1D FDTD BOUNDARY CONDITION

The two ends points in Fig. 3 are only used in updating the magnetic fields’ values

for H(0.5) and H(11.5). In this appendix, we gave a simple example for the boundary

condition used in 1D FDTD, the following is a section of the code.

BEGIN PROGRAM

.

.

.

ELS1 = 0.0

ELS2 = 0.0

ERS1 = 0.0

ERS2 = 0.0

DO NTIME=1, TOTAL TIME ! TIME LOOP

Updating E fields

ELS1 = E(1)

ELS2 = ELS1

E(0) = ELS2

ERS1 = E(11)

ERS2 = ERS1

E(12) = ERS2

Updating H fields

END DO

.
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.

.

The program structure above guaranties that the at the time to temporally up-

dating magnetic field values of H(0.5) and H(11.5), the electric field values for two

ends are same as values of nearby grid (E(1) and E(11)) values of two time intervals

ago.
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APPENDIX B

FDTD

In Chapter II, there are two coefficients in electric field updating terms Eqs. 2.12,

2.13 and 2.14. Our scheme in FDTD used the following expressions:

γ(r) =
2πc∆t

λ

εi(r)

εr(r)
(B.1)

where c is the speed of light in vacuum, λ is the wavelength in vacuum, εr and εi is

the real and imaginary parts of the permittivity. ∆t is the temporal interval in the

FDTD simulation. With the γ defined above, the coefficients used in electric fields

updating are:

a(r) = e−γ(r) (B.2)

and

b(r) =
c∆t

∆x

1− a(r)

γ(r)εr(r)
. (B.3)

In case of the very small γ, such as small absorption, we used:

b(r) =
c∆t

∆xεr(r)

[
1.0− γ

2
(1− γ

3
(1− γ

4
))

]
(B.4)

to reduce the numerical error.
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APPENDIX C

DIPOLE RADIATION FORMULA

In this appendix, we gave explicit expression of the radiation electrical field due to

the infinitesimal dipole. It is assumed that the dipole is placed in a medium with

permittivity of ε and permeability of µ. The speed of the light in that medium is c,

and the distance from the dipole is r. The coordination system is a Cartesian system.

p(t) = (αxx̂ + αyŷ + αz ẑ)e−β(T0−t)2 (C.1)

where αx, αy and αz are amplitude parameters of the dipole in three directions, β

is the parameter to control the Gaussian shape of the dipole function and β = 1/σ2.

T0 is a preset time delay. The derivation of the explicit expressions for electric fields

according to Eqs. 7.2, 7.3, 7.4 is complicated. We used Mathematica to do the

calculation and the results are shown in the following:

Ex(r, t) =
e−β[r+c(T0−t)]2/c2

8πεβc4r5

[
−(3c4 + 4β2r4 + 4βc2r2(1 + β(t− T0)

2)

+6βc3r(T0 − t) + 8β2cr3(T0 − t))x(αyy + αzz)

+αx(4β
2r4(y2 + z2)− 8β2cr3(t− T0)(y

2 + z2)

+2βc3r(t− T0)(2r
2 − 3(y2 + z2)) + c4(−2r2 + 3(y2 + z2))

+4βc2r2(−r2 + (1 + β(t− T0)
2)(y2 + z2)))

]
(C.2)
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Ey(r, t) =
e−β[r+c(T0−t)]2/c2

8πεβc4r5

[
−((3c4 + 4β2r4 + 4βc2r2(1 + β(t− T0)

2)

+6βc3r(T0 − t) + 8β2cr3(T0 − t))y(αaxx + αazz))

+αay(4β2r4(x2 + z2)− 8β2cr3(t− T0)(x
2 + z2)

+2βc3r(t− T0)(2r
2 − 3(x2 + z2)) + c4(−2r2 + 3(x2 + z2))

+4βc2r2(−r2 + (1 + β(t− T0)
2)(x2 + z2)))

]
(C.3)

Ez(r, t) =
e−β[r+c(T0−t)]2/c2

8πεβc4r5

[
−(3c4 + 4β2r4 + 4βc2r2(1 + β(t− T0)

2)

+6βc3r(T0 − t) + 8β2cr3(T0 − t))(αxx + αyy)z

+αz(4β
2r4(x2 + y2)− 8β2cr3(t− T0)(x

2 + y2)

+2βc3r(t− T0)(2r
2 − 3(x2 + y2)) + c4(−2r2 + 3(x2 + y2))

+4βc2r2(−r2 + (1 + β(t− T0)
2)(x2 + y2)))

]
(C.4)



99

VITA

Changhui Li

Permanent Address: WaiMao Gongsi Qihe, Shan Dong, 251100, China

Education:

Bachelor of Science: Technical Physics, Peking University, Beijing, China 1997.

Master of Science: Physics, Peking University, Beijing, China 2000.

Master of Science: Physics, Texas A&M University, College Station, TX 2002.

Awards: Regents Fellowship, Texas A&M University, 2000.

AUF Fellowship, Texas A&M University, 2001.

Publications:

1. C. Li, G. W. Kattawar, and P. Yang, Opt. Express 14, 3616-3621 (2006).

2. C. Li, G. W. Kattawar, P. Zhai, and P. Yang, Opt. Express 13, 4554-4559

(2005).

3. P. Zhai, G. W. Kattawar, P. Yang, and C. Li, Appl. Opt. 44, 1650-1656

(2005).

4. C. Li, G. W. Kattawar, P. Yang, J. Quant. Spectrosc. Radiat. Transfer 89,

123-131 (2004).

5. C. Li, G. W. Kattawar, P. Yang, J. of Electromagnetic. Wave. 18, 797-806

(2004).

6. C. H. Li, C. M. Ko, Nucl. Phys. A 712, 110-130 (2002).

7. C. Li, H. Ding, J. Dai, X. Song, Commun. Theor. Phys. 35, 441-446 (2001).

8. G. Hua, C. Li, Q. Wang, Q. Zhang, J. Phys. G 24, 125-133 (1998).




