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ABSTRACT 
 

Development of Millimeter Wave Integrated-Circuit Interferometric 

Sensors for Industrial Sensing Applications. (December 2004) 

Seoktae Kim, B.S., Inha University, S. Korea; 

M.S., Pohang University of Science and Technology, S. Korea 

Chair of Advisory Committee: Dr. Cam Nguyen 

 

New millimeter wave interferometric, multifunctional sensors have been studied for 

industrial sensing applications: displacement measurement, liquid-level gauging and 

velocimetry. Two types of configuration were investigated to implement the sensor: 

homodyne and double-channel homodyne. Both sensors were integrated on planar 

structure using MMIC (Microwave Monolithic Integrated Circuit) and MIC (Microwave 

Integrated Circuit) technology for light, compact, and low-cost design. The displacement 

measurement results employing homodyne configuration show that sub-millimeter 

resolution in the order of 0.05 mm is feasible without correcting the non-linear phase 

response of the quadrature mixer. 

The double-channel homodyne configuration is proposed to suppress the non-

linearity of the quadrature mixer and to estimate the effect of frequency stability of a 

microwave signal source without the help of additional test equipment, at the loss of a 

slight increase of circuit complexity. The digital quadrature mixer is constituted by a 

quadrature-sampling signal processing technique and takes an important role in the 

elimination of conventional quadrature mixer’s nonlinear phase response. Also, in the 

same displacement measurement, the radar sensor with the double-channel homodyne 

configuration provided a better resolution of 0.01mm, the best-reported resolution to 

date in terms of wavelength in the millimeter wave range, than the sensor employing 

simple homodyne configuration.  

Short-term stability of a microwave signal source, which is an important issue in 

phase sensitive measurement, is also considered through phase noise spectrum obtained 

by FFT spectral estimator at Intermediate Frequency (IF). 
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 The developed sensors demonstrate that displacement sensing with micron 

resolution and accuracy and high-resolution low-velocity measurement are feasible using 

millimeter-wave interferometer, which is attractive not only for displacement and 

velocity measurement, but also for other industrial sensing applications requiring very 

fine resolution and accuracy. 
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CHAPTER I 

INTRODUCTION 

 

In a wide sense, interferometry is a scientific technique, as it literally implies, to 

interfere or correlate two, or more than two, signals to form a physically observable 

measure, like a fringe pattern in optical interferometry, or electrical signals of power or 

voltage in most radio interferometry, from which any useful information can be inferred.  

The history of interferometry dates back to 1887 when American physicist A. A. 

Michelson first demonstrated optical interferometer experimentally to measure the speed 

of light, which later became the foundation of Einstein’s Theory of Relativity. The basic 

building blocks of the Michelson interferometer, which is composed of a coherent light 

source, two mirrors, a beam splitter, and a detector, are shown in Fig. 1.1. 
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Fig. 1.1.   Michelson interferometer. 
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The Michelson interferometer works on the principle that the coherent light wave 

split by the beam splitter forms constructive or destructive light intensity variation, 

interference fringe, according to the phase relationship between the two waves split 

when they are interfered. In the interferometer, the light source is divided into two 

waves. One is used as a reference wave, traveling the path that the dotted line arrow 

indicates in Fig. 1.1. The other serves as a measurement wave whose traveling path is 

depicted by the solid line arrow. Interfering two waves results in a fringe image that is 

used for interferometric measurement. Michelson later extended his experiment into the 

study of spectral lines, measurement of the standard meter, and even the measurement of 

the angular diameter of stars [1]. Since the first interferometer was devised, many 

different forms of interferometers have been investigated with different frequency 

sources.  The advent of laser has played great role in the development of optical 

interferometry. Today, the interferometry applies to even medicine and biology [2]-[3], 

as well as various measurement techniques.  

 Although major achievements of interferometry originate from optical 

interferometry, radio interferometry, using spectrum in microwave or millimeter wave 

range, has been investigated enormously in areas such as radio astronomy and 

astrometry, plasma diagnostics, nondestructive material evaluation, and sensing 

applications. The radio interferometer has many similarities to radar in the aspects of 

structure and principle. The noticeable  difference between them is that the radio 

interferometer is used mainly in laboratory or short distance, while radar is used for long 

distance applications. With this reason, the radio interferometer can be regarded as a 

kind of coherent radar in terms of radar terminology. As an example of the radio 

interferometer, Fig. 1.2 shows a typical schematic diagram of a microwave 

interferometer to measure electron density in a plasma chamber or to evaluate complex 

permittivity of a dielectric medium, located between the two antennas.  The structure of 

the microwave interfometer shown in Fig. 1.2 is analogous to the Mach-Zehnder 

interferometer [4] used in optics, except for the microwave componenets used to build 

the system.   
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Another form of interferometer is shown in Fig. 1.4 where either a reference or 

measurement wave is modulated by a quadrature upconverter to generate a single side 

band (SSB) signal which is slightly shifted in frequency by fm with reference to the 

frequency  f of the signal source. In this system, the output signal of the mixer is not DC 

or zero-IF, as previously discussed in the systems in Fig. 1.2 and Fig. 1.3. The 

measurement process is accomplished by comparing the phase of the modulating signal 

of frequency fm to the output signal of the mixer that  has a frequency of fm and contains 

information on the material to be evaluated.  In Fig. 1.4, the inteferometer employing 

two antenna is illustrated as an example, but one antenna configuration is also possible. 

The main advantages of this topology are its ease in avoiding  1/f noise generated by the 

semiconductor components used, and elimination of I/Q error of the quadrature mixer, as 

explained in chapter III. 

Optical interferometry, depending on the number of light sources used, is 

traditionally classified as a homodyne or heterodyne interferometer. Two waves 

interfered of different frequency, which comes from two different light sources, is 

generally called heterodyne in optical interferometry. Modern advances in optical 
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interferometry give rise to further classifications, besides the number of light sources, 

based on the parameters to describe the interferometers [4]-[5]. However, strict 

classifications are not found in radio interferometers.  The nomenclature of homodyne 

and double-channel homodyne interferometric sensors is adopted throughout this 

dissertation, relying on the number of junctions to divide and combine the millimeter 

waves in the system, as proposed in  [6].  

 

 

Millimeter wave sensors have been widely investigated for industrial sensing 

applications due to growing demands of automation in production processes and process 

control, especially for hostile environments with high temperature, dust, smoke, and 

potential danger of explosion. Recently, millimeter wave radars have drawn much 

attention in automobile application, which has a huge potential market in the near future. 

Moreover, with the advances in high-speed solid-state electronics operating in millimeter 

wave frequency range, the sensors have been developed in a lighter, cheaper, and more 
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compact way than ever before. Those advances make it possible to design and 

implement the radar sensors in planar structure. It is the aim of this research to develop 

millimeter wave interferometric sensors using microwave integrated circuits (MICs) and 

microwave monolithic integrated circuits (MMICs) for commercial use. Much progress 

in millimeter wave sensors is found with pulse or FMCW (Frequency Modulated 

Continuous Wave) techniques. We aim to demonstrate that a millimeter-wave 

interferometric radar sensor operating at a single-frequency CW provides a more 

attractive solution than the pulse or FMCW radar sensor for short-range applications 

requiring high resolution and fast response. 

We present the development of millimeter wave sensors, based on the interferometry 

principle, measuring displacement, liquid level gauging, and velocity for industrial 

sensing applications. From the viewpoint of radar and communication systems, the 

sensors developed are classified as simply homodyne or double-channel homodyne 

interferometric sensors. The dissertation is organized as follows: chapter II analyzes the 

principle of interferometry for exemplary study of relative dielectric constant and 

thickness derivation; chapter III is devoted to the sensor with homodyne system 

configuration incorporating displacement measurement and liquid level gauging; chapter 

IV describes the sensor with double-channel homodyne configuration for displacement 

and velocity sensing; chapter V includes the analysis of a phase noise effect on 

interferometric measurement; and, finally, analysis and suggestion for future research 

are given in chapter VI. 
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CHAPTER II  

ANALYSIS OF INTERFEROMETER 

 

In this chapter, the principle of microwave interferometry is investigated for the 

measurement of permittivity and thickness of the dielectic shown in Figs. 1.2, 1.3, and 

1.4, as an exemplary study. It is shown that the permittivity and thickness of dielectic 

can be determined from the measured phase of reflection and transmission of plane 

electromagnetic waves reflected from or transmitted through the material. It should be 

noted that the same principle can be applied for general interferometric measurement, for 

example, displacement, distance and velocity measurements, by defining the relationship 

between the phase detected and any physical measure to be evaluated. Applications of 

the principle to measure the change of position of metal plate, to gage liquid level, and to 

estimate low velocity of a moving object are found in chapters III and IV. Signals of  the 

measurement system to probe the phase are analyzed. 

 

2.1 Interaction of electromagnetic wave with dielectric plate  
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Fig. 2.1. Geometry involved in the analysis. 
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Figure 2.1 illustrates the geometry involved in the analysis of interferometry. It is 

assumed that the dielectric is located in the far field so that the incident electromagnetic 

wave is a plane wave. The electromagnetic wave normally incident on the dielectric and 

traveling in the z direction is expressed as 

 

 )exp(),( 0 ztjEtzEi γω −=                                             (2.1) 

 

where γ  is the propagation constant.  The wave reflected Er and transmitted Et are 

determined by applying boundary conditions across the individual boundaries. The 

following expressions [7] are obtained from the boundary conditions: 
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where Γ and T are reflection and transmission coefficients, respectively; the subscript 

number corresponds to each medium; Z denotes impedance; and d is the thickness of 

dielectric. Solving the equations in (2.2) for Γ0 and T0 respectively, we can calculate the 

components of reflected and transmitted wave [7]. The reflected wave is obtained by 

 

00EEr Γ=                                                         (2.3) 

where 
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And the transmitted wave is expressed by 
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It is the wave defined in (2.3) or (2.4) that constructs the measurement path wave in an 

interferometry. 

 

2.2 Determination of relative dielectric constant and thickness 

 

The relative permittivity or dielctric constant (εr) as well as relative permiability (µr) 

characterize the relationship between electromagnetic waves and material properties. For 

a lossy material, the relative dielectric constant  can be expressed in the complex form of 
 

00 ωε
σε

ε
εε jrr +==
−

−
                                                    (2.5) 

 

where εr is the relative dielectric constant, ε0 is the dielectric constant of free space, σ  is 
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the conductivity of the material, and ω is angular frequency of electromagnetic waves. In 

reality, it is common to introduce dielectric loss tangent tanδ to represent the complex 

dielectric constant; that is, 

 

)tan1( δεε jrr +=
−

                                                   (2.6) 

 

where the dielectric loss tangent is defined as the ratio of imaginary to real component of 

the complex dielectric constant. The relative dielectric constant of the material located in 

free space can be determined on the basis of phase or amplitude measurement of either 

reflected or transmitted waves. In the measurement using the reflection method, the 

dielectric is typically conductor-backed to increase reflected power. In this case, Z2 is 

equal to zero. Then, we can simplify the reflection coefficient in (2.3) as [7] 
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substituting impedance Z1 in terms of free space impedance Z0; i.e., 

 

.0
1

0

1

0
1 Z

Z
Z

r
γ
γ

ε
==

−
                                                (2.8) 

 

Here we assume the dielectric has low loss. The phase of reflection coefficient 

depending on the relative dielectric constant and thickness is shown in Fig. 2.2, as an 

example, where εr1 implies the relative dielectric constant of the dielectric to be 

evaluated. In the measurement using the transmission method, the dielectric is located in 

free space between two antennas. Therefore, Z2=Z0 and γ2=γ0 are satisfied. Then the 

transmission coefficient in (2.4) can be transformed into [7] 
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Figure 2.3 shows the phase variation of transmission coefficient of (2.9) corresponding 

to the change of relative dielectric constant and thickness. Note that the reflected and 

transmitted wave depicted in (2.3) and (2.4), respectively, represent the measurement 

path wave in the microwave interferometer. 

 

2.3 Signal analysis of microwave interferometer 

 

The principle of a microwave interferometer is based on the detection of phase 

difference between the reference path wave and the measurement path wave that is 

derived in equation (2.3) and (2.4) for the two different measurement approaches; 

reflection and transmission method. In the previous section, it was seen that the phase of 

reflection and transmission coefficient could be related to the relative dielectric constant 

and thickness. This section is devoted to signal analysis of a microwave interferometer 

to detect the phase. With the help of a schematic diagram of a typical microwave 

interferometer shown in Fig. 1.2 and 1.3, the system analysis is discussed as follows.  

The power of the microwave signal source in the schematic, constituting reference 

path signal vref(t) and measurement path signal vmea(t), is divided into two paths by a 

power divider. The vref(t) is usually used as a local oscillator (LO) signal to pump the 

phase detecting processor, quadrature mixer. The vmea(t) is configured as one of the 

signals of (2.3) and (2.4) depending on the measurement method (reflection or 

transmission measurement). Those signals can be simply represented by sinusoidal 

signals as followings: 

 

])(cos[)(

)cos()(

2

1

nimmea

nirref

ttAtv

tAtv

φφφω
φφω

+++=

++=
                                 (2.10) 

 



 12

 

0 10 20 30 40
-200

-100

0

100

200

Relative dielectric constant

P
ha

se
 (D

eg
re

e)

f=36GHz
tanδ=0.001
d=0.65mm

0 10 20 30 40
-200

-100

0

100

200

Relative dielectric constant

P
ha

se
 (D

eg
re

e)

f=36GHz
tanδ=0.001
d=0.65mm

 
 

(a) 
 

0 0.2 0.4 0.6 0.8 1
200

150

100

50

0

50

100

Dielectric thickness (mm)

P
ha

se
 (D

eg
re

e)

f=36GHz
tanδ=0.001
εr1=10.5

0 0.2 0.4 0.6 0.8 1
200

150

100

50

0

50

100

Dielectric thickness (mm)

P
ha

se
 (D

eg
re

e)

f=36GHz
tanδ=0.001
εr1=10.5

 
 

(b) 
 

Fig. 2.2. Phase of reflection coefficient depending on (a) relative dielectric constant 
                (b) dielectric thickness. 
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Fig. 2.3. Phase of transmission coefficient depending on (a) relative dielectric 
              constant (b) dielectric thickness. 
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where Ar and Am are amplitudes of each path signal; φi1 and φi2 are initial phases that 

come from the difference of electrical length in each path; φn is the phase noise of 

microwave signal source, which will be discussed in chapter IV; and φ(t) is the phase 

difference between the reference path and measurement path signal excluding the initial 

phase and can be considered as the phase of reflection or transmission coefficient in 

(2.7) and (2.9) if the contribution from initial phases in (2.10) is eliminated. When we 

need to measure the phase of reflection or transmission coefficients, we can insert a 

phase shifter-either in the reference or measurement path-to nullify the initial phase of 

both reference and measurement signals so that phase difference in (2.10) reads only the 

phase of reflection or transmission coefficient. The measurement path signal is weak 

because its power is attenuated while it propagates through the free space and dielectric. 

Thus it is usually amplified before it interferes with the reference path signal in the phase 

detecting processor. In the microwave interferometer, the quadrature mixer is generally 

used as a phase detecting device. Interfering with the two different waves (or signals), 

which is performed in the quadrature mixer, can be considered mathematically as a 

multiplication of these two signals. The measurement path signal, coherently interfered 

with the reference path signal and low pass filtered in the quadrature mixer, produces the 

following output signals in quadrature form: 

 

               
])(sin[)(

])(cos[)(

2

1

niQQ

niII

tAtv
tAtv

φφφ
φφφ

++=
++=

                                            (2.11) 

 

where subscript I and Q represent in-phase and quadrature, respectively, and AI and AQ 

are the amplitude of  each quadrature signal. By applying inverse trigonometry, we can 

determine the phase φ(t), which is the ultimate goal of interferometry. It is important to 

notice that the actual response of the quadrature mixer does not exactly follow the form 

of (2.11) but responds nonlinearly due to its circuit imperfection, which is analyzed in 

the following chapter. The signals including nonlinearity of quadratue mixer can be 

described as 
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φ∆φ
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                                         (2.12) 

 

where VOSI and VOSQ are DC offsets of the I and Q signals, respectively; and ∆A and ∆φ 

represent the amplitude and phase imbalance between the I and Q channels, respectively; 

for convenience, initial phase terms and phase noise contribution are ignored here.  

From the viewpoint of system, the function of the quadrature mixer in a microwave 

interferometer is fundamentally homodyne (or direct) down conversion of the 

measurement path signal. In addition to the imbalance issues described in (2.12), it is 

well known that 1/f noise contribution is a critical problem in the direct down conversion. 

The best strategy to overcome the problem is to slightly shift the frequency of either  

reference path or measurement path signal so that the frequency of the mixer’s output 

signal  is located far away from the 1/f noise spectrum. The schematic to implement this 

approach is shown in Fig. 1.4. The two input signals of the phase comparator in Fig. 1.4 

are processed independently by two internal quadrature mixers to detect the phase 

difference between the two signals. Ignoring the initial phase and phase noise effect, we 

can express the output signals of the quadrature mixer, which is implemented by 

quadrature sampling digital signal processing technique in our system, as 

 

 
)(sin)(
)(cos)(

nTAnTv
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Q

I

φ
φ

⋅=
⋅=

                                                 (2.13) 

 

where T  is the sampling time of the digital quadrature mixer. The interferometer 

employing this approach is covered in chapter IV. 

 

 

 



 16

CHAPTER III 

HOMODYNE INTERFEROMETRIC SENSOR* 

 

Homodyne configuration has been the stereo type of the interferometer because of  

its simplicity.  Most radio interferometry, especially for measurement purposes in 

laboratory, has beeen developed with this structure. Microwave interferometry has been 

used for various applications in instrumentation such as non-destructive characterization 

of material [7] and plasma diagnostics [8].  Interferometery is an ideal means for 

displacement measurement due to its high measurement accuracy and fast operation.  

Particularly, it has high resolution due to the fact that the displacement is resolved within 

a fraction of a wavelength of the operating frequency.  Previous works based on optical 

interferometers have been reported for displacement measurements with resolution 

ranging from micrometer to sub-nanometer [9]-[11].  Fast and accurate displacement 

measurement is needed in various engineering applications such as high-speed 

metrology, position sensing, and liquid-level gauging. 

This chapter presents the development of a new displacement-measurement 

interferometric sensor with sub-millimeter resolution. The system operates at 37.6 GHz 

and is completely fabricated using microwave and millimeter-wave integrated circuits – 

both hybrid (MIC) and monolithic (MMIC).  It has been used to measure accurately the 

displacement of metal plate location and water level.   

The non-linear phase response of the quadarature mixer, which is a critical problem 

in radio interferometry, is discussed along with a common I/Q error correction algorithm. 

The measurement error contributed to the quadrature mixer is estimated by a worst-case 

error analysis approach. 

 

                                                 
*   2003 IEEE.  Parts of this chapter are reprinted, with permission, from Seoktae Kim and Cam Nguyen, 
“A displacement measurement technique using millimeter-wave interferometry,” IEEE Transactions on 
Microwave Theory and Techniques, vol. 51, pp.1724-1728, June 2003 
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3.1 System configuration and principle 

 

 

Fig. 3.1 shows the overall system block diagram.  The sensor transmits a millimeter-

wave signal to illuminate a target via the antenna. As depicted in section 2.3, the return 

signal from the target is captured by the sensor via the antenna and converted into a 

base-band signal, which is then processed to determine the displacement of the target 

location.  
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Fig. 3.1.   Overall system configuration. 
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Displacement measurement using the interferometry technique is basically a 

coherent phase-detection process using a phase detecting processor, which is the 

quadrature mixer in the system.  The phase difference between the reference and 

measurement paths, produced by a displacement of the target location, is determined 

from the in-phase (I) and quadrature (Q) output signals of the quadrature mixer.  These 

signals are described as  
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tAtv

tAtv

QQ

II

φ
φ

=
=

                                                 (3.1) 

 

where AI and AQ are the maximum amplitudes of I and Q signals, respectively.  φ(t) 

represents the phase difference and can be determined, for an ideal quadrature mixer, as 
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Practical quadrature mixers, however, have a nonlinear phase response due to their phase 

and amplitude imbalances as well as DC offset.  A more realistic form of the phase 

including the nonlinearity effect can be expressed as 
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by solving equation (2.12) for φ(t). The detected phase is generated by the time delay, τ, 

due to round-trip traveling of the electromagnetic wave for the distance between antenna 

aperture and target. Therefore it has a relationship with range, r, as following: 

 

c
rff 0

0
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where f0 and c are the operating frequency and speed in free space of the electromagnetic 

wave. From equation (3.4), the range as a function of time variable can be defined  by 

 

 04
)()( λ

π
φ ttr =                                                        (3.5) 

 

where λ0, defined by c/fo,  is the operating wavelength in air, and normal incidence of the 

wave is assumed.  Note that the detected phase corresponds to a round-trip travel of the 

received signal. Range variation is produced by changes in target location and can be 

expressed in the time domain as  

 

[ ] ( )[ ] ,...3,2,11)( =−−= nTnrnTrnTr∆                                    (3.6) 

 

where T is the sampling interval. The displacement for the entire target measurement 

sequence can be described as a summation of consecutive range variations: 

 

knnTrnTd
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n
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∆                                         (3.7) 

 

These range variations can be measured from the data acquisition and processing of 

the quadrature mixer’s output signals, from which an actual displacement can then be 

constructed.  In this displacement construction process, the range ambiguity problem 

arises due to the 2π-phase discontinuity of the phase detecting processor, which is 

typically expected in the interferometry technique.  This problem is overcome by 

employing the phase unwrapping signal-processing technique described in [12]-[14].  

Measured data produced by the interferometer are wrapped into the range (-π, π], and the 

phase unwrapping algorithm is used to reconstruct the wrapped phase beyond the range 

of (-π, π] so as to obtain a continuous phase without the 2π radian ambiguities.  
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3.2 Phase unwrapping signal processing 

 

The phase unwrapping is an essential signal processing technique in interferometric 

radar. It is applied mainly for synthetic aperture radar (SAR) interferometry, magnetic 

resonance imaging (MRI) and astronomical imaging. The interferometric signals 

generated by the phase detecting device, which is the quadrature mixer in the developed 

system, are wrapped into the range (-π, π]. The goal of phase unwrapping signal 

processing is to reconstruct the wrapped phase beyond the range of (-π, π].  

Mathematically, the phase unwrapping operation is described by the following equation 

in discrete time domain 

 

)(2)()( nknn πϕΦ +=                                                (3.8) 

 

where ϕ(n) is an unwrapped phase which is the quantity to be detected, and k(n) is an 

integer function that enforces ϕ(n) wrapped. 

Several digital techniques [12]-[14] have been proposed to develop the phase 

unwrapping algorithms. Itoh developed a brief and suggestive technique for a one-

dimensional case [12]. For a brief discussion of Itoh’s method, let us first introduce two 

operators W and ∆. The operator W wraps the phase into the range (-π, π] 

 

{ } 1,...,1,0),(2)()( −=+= NnnknnW πΦϕ              (3.9) 

 

where k(n) is an integer array selected to satisfy  -π< Φ(n) ≤ π . 

The difference operator ∆ is defined as 
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From the difference of wrapped phase sequences using equations (3.9) and (3.10), we 

can get the following equation: 
 

{ }{ } { } { })(2)()( 1 nknnW ∆πϕ∆ϕ∆ +=  .                                     (3.11) 

 

Applying the wrapping operation again to the above yields [12] 

 

{ }{ }{ } { } { }[ ])()(2)()( 21 nknknnWW ++= ∆πϕ∆ϕ∆                         (3.12) 

 

where k1(n) and k2(n) distinguish the integer arrays produced by the two consecutive 

wrapping operations. Equation (3.12) implies { } )()( 21 nknk +∆  should be zero to satisfy 

the requirement of { } πϕ∆π ≤<− )(n . Thus it is reduced to 

 

{ }{ } { })()( nnW ϕ∆Φ∆ =                                                (3.13) 

 

Finally, the integration form of equation (3.13) shows that 
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Equation (3.14) implies that the actual phase sequences can be unwrapped by iterative 

integration operation of the wrapped difference of wrapped phases.  

Fig 3.2 illustrates an example of phase unwrapping for a one-dimensional case. The 

sinusoidal phase sequence of equation  (3.15) with maximum phase variation of 5π is 

perfectly reconstructed by phase unwrapping operation 

 

)2sin(5)( ftt ππϕ = .                                                  (3.15) 
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The f in the parenthesis implies a periodicity of the phase signal, such as vibration which 

may come from a periodic displacement of the target. The solid line in Fig. 3.2 

represents the original phase function of (3.15). The reconstructed and wrapped phase 

sequences are designated by ( ) and (×), respectively. Typically, the wrapped phase is 

the form obtained by the phase detecting processor in most interferometric sensor. As 

shown, the unwrapped phase sequences are exactly reconstructed from the wrapped by 

applying phase unwrapping signal processing. 
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Fig. 3.2.   Original unwrapped, wrapped and reconstructed phase sequences. 
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3.3 System fabrication 

 

The millimeter-wave interferometric sensor has been fabricated using MICs and 

MMICs.  All components inside the dotted lines shown in Fig. 3.1 are integrated on a 

10-mil thick alumina substrate using surface-mount technology.  The Wilkinson power 

divider, the counterpart of a beam splitter in optical interferometry, was analyzed by 

field simulation using a commercial field simulator, IE3D [15], and implemented on the 

top of alumina employing thin film technology, to direct the millimeter wave signal into 

the reference and measurement paths. The return loss and isolation were optimized to 

achieve better than 15 dB and 30 dB, respectively, at the frequency ranging from 36 to 

38GHz. The resistor in the power divider was implemented with Ta2N thin film, and 

adjusted accurately to obtain its final value, 100 Ω, using laser trimming. Fig. 3.3 shows 

the layout of the millimeter wave circuit part in detail. 
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Commercially available Ka-band (26.5-40GHz) MMICs were used for the 

quadrature mixer (Alpha industries, AM038R1-00), low noise amplifier (TRW, 

ALH208C), power amplifier (TriQuint, TGA1071-EPU) and frequency doubler 

(TriQuint, TGC1430F-EPU); they are surface-mounted on metallic patches, which are 

gold plated and connected to the alumina’s ground plane by 0.2-mm-diameter vias.  A 

Printed Circuit Board (PCB) is used to mount a high-precision operational amplifier, 

which constitutes a 100-Hz pass-band active low pass filter. The filter provides gain for 

the output signals of the quadrature mixer and limits the signal bandwidth to reduce the 

noise-floor level.  3-by-0.5-mil gold ribbons are used to connect the 10-mil-wide 

alumina transmission lines to the signal pads on the MMICs.  Fig. 3.4 is a photograph of 

the fabricated system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                      

 
 

Fig. 3.4.  Photograph of the fabricated system. 
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3.4 Displacement measurement and liquid-level gauging  
 

The measurement was performed using two laboratory test samples.  An 18.8-GHz 

phase-locked source and a Ka-band standard horn antenna were used in the tests.  The 

first sample is a metal plate mounted on a XYZ-axis stage.  The XYZ-axis stage has a 

fine variation precision of 0.01 mm, a high accuracy of 0.002032 mm/25.4 mm and a 

good repeatability of 0.00127 mm.  The metal plate was located 30-cm away from the 

antenna aperture, and the displacement measurement was made as the plate was moved 

every 0.1 mm.  Signals from the quadrature mixer were captured by the data acquisition 

hardware (National Instruments, PCI-6111E) with the sample speed of 1kS/s and sample 

number of 1000. Then the entire set of samples is averaged to cancel out the noise 

components, which are composed of phase noise of the microwave signal source and 

white noise generated by circuits in the system. Fig. 3.5(a) shows the measured signal 

voltages, excluding DC-offset voltage, needed for the phase unwrapping.  Fig. 3.5(b) 

displays the phase detected and constructed by the phase unwrapping technique.  The 

phase detected was determined from 
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which contains the errors resulting from the amplitude and phase imbalances of the 

quadrature mixer.  As can be seen in Fig. 3.5(b), the reconstructed phase varies from 95 

to 523 degrees for a displacement of 5 mm.  This range of phase variation is sufficient to 

validate the phase unwrapping signal processing for phase reconstruction without the 

360-degree ambiguities.  For displacements corresponding to multiple times of 360 

degrees, repetition of the phase unwrapping process is needed to construct the phase. 

The final displacement result is shown in Fig. 3.6 together with the measurement error. 
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Fig. 3.5.  Measured signal voltage (a) and detected and constructed phase (b). 
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The second sample, as shown in Fig. 3.7(a), is water stored in a reservoir, which is 

mounted on a XYZ-axis stage.  It is used to demonstrate a possible application of liquid- 

level gauging.  The water level was located at a distance of 15 cm from the horn antenna 

and the measurement was made as the distance was varied.  Fig. 3.7(b) shows the 

measured displacement and corresponding error. In both measurements, the sensor 

achieves a measured resolution of only 0.05 mm and a maximum error of 0.3 mm at 

each displacement.  The resolution was determined through the measurement of the 

minimum detectable voltage (or phase)  as the displacement was varied. 
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Fig. 3.6.   Measured displacement for a metal plate. 
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3.5 Error analysis contributed by quadrature mixer 

3.5.1 Quadrature mixer transfer function 

 
A quadrature mixer is the most common component used to detect phase in a 

microwave interferometer with a homodyne structure. Fig. 3.8 shows a typical functional 

block diagram of a quadrature mixer. It consists of basically two identically balanced 

mixers sharing a common in-phase RF input signal and a quadrature phase LO signal to 

pump the mixers. LO signal is fed into each mixer, split by 90 degrees hybrid. The 

conventional problem of a quadrature mixer, as a phase detecting processor, is that it is 

difficult to achieve good balance for the I and Q paths in terms of amplitude and phase, 

due to the imperfection of circuit components. This problem is usually called I/Q error, 

resulting in limitation in accuracy of interferometric measurement. As the operating 

frequency is increased, the problem becomes severe and hard to control. 
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Fig. 3.8.  Functional block diagram of quadrature mixer. 
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Equation (3.17) describes mathematically the ideal response of the quadrature mixer 

from the I and Q ports, assuming that the frequency of LO and RF signal is slightly 

offset by fIF, i.e., fRF - fLO=fIF  
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where φ is the phase information one wants to detect. Real response, however, is 

affected by the mixer’s imperfection of amplitude and phase imbalance, causing I/Q 

error. The time response of the real quadrature mixer can be expressed as   
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where amplitude error is treated as the ratio of amplitudes for two signals. The actual 

phase detection process is performed with the detected signals of (3.18) excluding DC 

offset terms, because a band pass filter in the system easily filters out the DC offset. 

Therefore, the phase error produced by the non-ideal quadrature signals can be 

calculated by 

 

φφ −








−
−

= −

OSII

OSQQ
e Vtv

Vtv
)(
)(

tan 1 .                                      (3.19) 

 

As an example, Fig 3.9 shows a non-linear phase response, accompanied by phase 

error corresponding to an amplitude imbalance of 2dB, phase imbalance of 10 degrees, 

and DC offset of 100mV. As seen, the phase response is non-linear for the linear change 

of  input phase, and shows undulating behavior, which implies deterioration of 

measurement accuracy. 
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Fig. 3.9.  Example of non-linear phase response of quadrature mixer. 
In a homodyne system, the frequency of RF and LO signals is the same, so that the 

ut of the quadrature mixer generates only DC terms. This makes the estimation of 

se error difficult. It is a common approach to introduce a test signal, which is 

uced by mixing the RF signal with the LO signal slightly different from RF in 

uency so that the output of the mixer is AC of intermediate frequency, fIF. Usually, 

s chosen low enough to be processed by digital signal processing. Based on the test 

als, it is possible to estimate amplitude and phase imbalance as well as DC offset of 

quadrature mixer in frequency domain using fourier transform, as explained in detail 

e following section. 

It is convenient to handle the pair of signals in (3.18) as a complex signal; that is, 
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Applying fourier transform on (3.20) produces an impulse (delta) function in 

frequency domain. For an ideal quadrature mixer, the impulse function appears only at 

the frequency of fIF. But imbalances of the quadrature mixer cause image response at the 

negative (or image) frequency of  fIF.   

Equation (3.21) computes fourier transform of complex ouput signals of a real 

quadrature mixer.  
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which constitutes a DC term that comes from DC offset, upper (Primary) and lower side 

(Image) signals. The power ratio of lower to upper signal, Image-to-Signal Ratio (ISR) 

measures the amount of deviation of the real quadrature mixer’s response compared to 

an ideal response, and defined by 
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From equation (3.22), amplitude imbalance is derived by [16] 
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It is relatively easier to measure ISR and ∆A using a spectrum analyzer than to measure 

∆φ. From the measured ISR and amplitude imbalance,  phase imbalance can be therefore 

deduced as [16] 
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Figure 3.10 illustrates the frequency response of a complex output signal of a 

quadrature mixer for both ideal and real cases. The image signal  shown in the figure is 

generally called Hermitian image; it produces a false target and deteriorates resolution in 

radar used for most ranging applications. Also, in interferometry, it causes a non-linear 

phase response, as already shown in Fig. 3.9. It is thereby desirable to suppress or 

eliminate the image signal.  

 

3.5.2 I/Q error correction algorithm 

 

As discussed in the previous section, the image signal influences quadrature phase 

detection in interferometric radar. In most radar and communication applications, it is 

desirable to correct the I/Q error. In this section, the most common method to correct I/Q 

error is presented by means of  correction coefficients derived from the test signal [17].  

Starting with representation of  the quadarature signal with I/Q errors, we can express 

the quadarature signals  as 
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where DC offset is excluded because it is simply determined by the averaged DC level 

(or zero frequency component in Fourier transform) of each quadrature channel signal. 
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Fig. 3.10.  Frequency response of ideal and real quadrature mixer. 
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The problem of I/Q error correction is analogous to Gram-Schmidt orthogonalization, 

designating quadrature signal with vector matrix notation, i.e., 
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where S and R are rotating and scaling coefficients, respectively, to make the quadrature 

signals of (3.25) orthogonal; that is, exactly 90 degrees out of phase with equal 

amplitude. In [17], a digital signal processing technique is suggested to obtain estimates 

of the coefficient matrix using DFT (Discrete Fourier Transform). By definition, the 

DFT of complex quadrature signal v(t) yields  
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where T is the sampling time, N is the number of samples, and 

)()()( nTjvnTvnTv QI += . And primary and image signal components, respectively, 

appear at  F (1/NT) and  F [(N-1)/NT)] and are related to amplitude and phase imbalance 

by 
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substituting  (3.29) into (3.27), and solving for the DFT components at the frequencies of 

1/NT and (N-1)/NT. 
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Then, the estimates of coefficients in (3.26) can be obtained by the components of DFT 

of (3.28) as [17] 
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where F* means a conjugate of F. 

Fig. 3.11 shows an example of I/Q error correction by the coefficients obtained by 

DFT, where amplitude imbalance is 0.8dB, phase imbalance is 10 degrees, and DC 

offset voltage is 100mV for I channel and 200mV for Q channel, respectively.  

Fig. 3.11(a) shows the quadrature signals corresponding to the imbalances mentioned 

above, and Fig. 3.11(b) demonstrates geometric interpretation of  the correction process. 

If we plot the in-phase signal vI(nT) in X-axis, and the quadrature signal vQ(nT) in Y-axis, 

then they constitute an ellipse in the XY complex plane. From a geometric viewpoint, 

the procedure for correcting I/Q error can be interpreted as rotation and scaling of the 

ellipse in the XY complex plane, as shown in Fig 3.11 (b), so that it finally turns into a 

perfect circle centered at the origin. The coefficients of S and R defined in (3.26) can be 

geometrically interpreted as scaling and rotation coefficients to convert the right-most 

vector v(t) in (3.26), which is neither orthogonal nor equal in amplitude, into  the left- 

most vector v’(t) , which is orthogonal and equal in amplitude as in the centered circle in 

Fig. 3.11(b). 
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Fig. 3.11. I/Q error correction (a) I/Q channel response 

                             (b) Geometric interpretation of I/Q error correction. 
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3.5.3 Worst-case error analysis  

 

The measurement error employing the homodyne configuration is attributed mostly 

to the nonlinear response of the quadrature mixer. Several techniques have been 

proposed to correct the non-linearity of the quadrature mixer [17]-[18].  Possible sources 

of error also come from the measurement distance, the target’s reflecting surface, or a 

combination of these. The instability of the frequency source should produce a negligible 

effect on the measurement due to the short time delay between the transmit and receive 

signals of the sensor.  The sensor can also operate at larger ranges (e.g., 3 m) with proper 

transmitting power. 

Measurement accuracy was estimated by an analysis of the maximum phase 

imbalance using the method proposed in [19].  In this method, the maximum phase error 

resulted from the image rejection level of the quadrature is calculated.  From equation 

(3.22), the image-to-signal ratio (ISR) given as a function of the amplitude and phase 

imbalance can be reduced to  
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Equation (3.31) can be approximated by an ellipse 
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Fig. 3.12 shows constant ISR contours for several different ISR values of a quadrature 

mixer.  As can be seen, the maximum phase imbalance occurs when the amplitude 

imbalance is 0 dB. Using an ISR of 18 dB from the employed quadrature mixer’s data 

sheet [20], a maximum phase error was obtained as 14.4°, which corresponds to a 

maximum distance accuracy of 0.32-mm.  The measured error of 0.3 mm shown in Fig. 

3.6 and 3.7(b) falls within the maximum calculated error. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Amplitude Imbalance (dB)

0 0.5 1 1.5 2
0

5

10

15

20

25

Ph
as

e 
Im

ba
la

nc
e 

(D
eg

re
e)

ISR=15 dB

18 dB

20 dB

25 dB

30 dB

Amplitude Imbalance (dB)

0 0.5 1 1.5 2
0

5

10

15

20

25

Ph
as

e 
Im

ba
la

nc
e 

(D
eg

re
e)

ISR=15 dB

18 dB

20 dB

25 dB

30 dB

 
Fig. 3.12.  Constant ISR contours. 



 40

3.6 Summary 

 

A new millimeter-wave interferometric sensor with homodyne configuration, 

operating 37.6GHz, has been developed and demonstrated for accurate displacement 

sensing and liquid-level gauging.  The sensor was integrated on alumina substrate and 

PCB, employing MMICs and MICs. It has been used to measure accurately the 

displacement of metal plate location and water level. From the experimental results, it 

has been found that sub-millimeter resolution in the order of 0.05 mm is feasible. A 

measurement accuracy of 0.3 mm was also determined and is within the maximum error 

calculated on the basis of  worst-case error analysis for the I/Q error of the quadrature 

mixer.  The developed sensor’s performance is compared with those of some 

commercial liquid –level gauging sensors in Table 1, where the specifications of the 

commercial sensors are referred to in [21]. The measured results demonstrate the 

workability of the developed sensor and its potential as an effective tool for 

displacement measurement and liquid level-gauging.   

 

Table 1. Comparison of  the developed sensor’s performance with those of 
commercial liquid-level gauging sensors. 

 

 Developed Sensor Saab (Tank Radar) Pepperl + Fuchs 

Sensing Technique 
Interferometry 

(Single CW 
frequency) 

FMCW FMCW 

Operating frequency 37.6GHz X-Band 
Bandwidth: 1 GHz 

24 GHz 
Bandwidth: 0.2 GHz 

Accuracy 0.3mm 1cm >20cm 
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CHAPTER IV 

DOUBLE-CHANNEL HOMODYNE INTERFEROMETRIC SENSOR* 

 

In this chapter, double-channel homodyne configuration is proposed to realize a 

millimeter wave interferometric sensor. The motive to adopt this configuration is to 

eliminate the non-linear phase response of the quadrature mixer, which critically limits 

the sensor’s measurement accuracy. The prominent difference between the double- 

channel and homodyne configurations is that either measurement or reference path 

signal is modulated using a quadrature up-converter so that phase information can be 

detected at an intermediate frequency (IF), which is a frequency low enough to be 

handled with a digital signal processor.  Then the phase is detected by the quadrature 

sampling digital signal processing technique. With this approach, it is possible to 

exclude the conventional imbalance problem of the quadrature mixer.  Also the double-

channel homodyne configuration provides additional advantage of estimating the phase 

noise effect of a millimeter wave frequency signal source using FFT algorithm, without 

the help of phase noise measurement equipment, due to the fact that the phase noise of a 

microwave source is down-converted and appears at IF. 

A new multi-function millimeter wave sensor operating at 35.6 GHz has been 

developed and demonstrated for measurement of displacement and low velocity, based 

on the double-channel homodyne configuration shown in Fig. 1.4. The sensor was 

realized using MICs and MMICs.  Measured displacement results show an 

unprecedented resolution of only 10 µm, which is approximately equivalent to λ0/840 in 

terms of free-space wavelength λ0.  A maximum error of only 27 µm was obtained after 

corrections using a polynomial curve fitting. Results indicate that multiple reflections 

dominate the displacement measurement error.  For low-velocity measurement, 

experiments were performed in a laboratory for a moving target on a commercial 

                                                 
*  2004 IEEE.  Parts of this chapter are reprinted, with permission, from Seoktae Kim and Cam Nguyen, 
“On the development of a multi-function millimeter-wave sensor for displacement sensing and low-
velocity measurement,” IEEE Transactions on Microwave Theory and Techniques, vol. 52, pp. 2503-2512, 
Nov. 2004 
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conveyor. The sensor was able to measure speed as low as 27.7 mm/s, corresponding to 

6.6 Hz in Doppler frequency, with an estimated velocity resolution of 2.7 mm/s. A 

digital quadrature mixer (DQM) was configured as a phase detecting processor, 

employing the quadrature sampling signal processing technique, to overcome the non-

linear phase response problem of a conventional analog quadrature mixer.  The DQM 

also enables low Doppler frequency to be measured with high resolution. The Doppler 

frequency was determined by applying linear regression on the phase sampled within 

only fractions of the period of the Doppler frequency.  Short-term stability of a 

microwave signal source was also considered to predict its effect on measurement 

accuracy.   

Microwave and millimeter-wave interferometry has been used widely for non-

destructive material characterization [1],[22], plasma diagnostics [23], position sensing 

[24]-[25], velocity profile [26], cardio pulmonary [27], radio astronomy [28]-[29], 

topography [30], meteorology [31], precision noise measurement [32], displacement 

measurement [33], and low-velocimetry [34]. Interferometry is basically a phase-

sensitive detection process, capable of resolving any measured physical quantity within a 

fraction of the operating wavelength.  Interferometric sensors also have a relatively 

faster system response time than other sensors due to the fact that they are generally 

operated with single-frequency sources.  

 Microwave and millimeter-wave Doppler radar has drawn much attention in the 

automobile industry as a speed-detection sensor for intelligent cruise control, collision-

avoidance, and antilock brake systems for vehicles [35]-[39].  An interferometer can be 

configured to perform the functions of both displacement sensing and velocity 

measurement, effectively working together as the interferometric displacement sensor 

and Doppler velocity sensor. 

The previous chapter was devoted to the millimeter-wave interferometer with 

homodyne configuration as a displacement and liquid level-gauging sensor.  This sensor 

has a resolution of 50 µm, which is equal to λ0/160, with λ0 being the free-space 

operating wavelength, and 0.3-mm maximum error.  In this chapter, we present Doppler 
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velocimeter for low-velocity measurement as well as displacement sensing.  In [40], a 

six-port wave-correlator was also developed to achieve the same purpose.  

In this chapter, the development of a new multi-function millimeter wave sensor 

capable of measuring both displacement and velocity (particularly low velocity), based 

on phase detection, for potential industrial applications, is reported. The displacement 

sensing is achieved by configuring the sensor as an interferometric device.  The velocity 

measurement is realized by detection and estimation of the Doppler frequency shift in 

base band, which is processed against a phase detected by the interferometric function of 

the sensor. 

To achieve a resolution and maximum error of only 10 and 27 µm at 35.6 GHz, 

respectively, new system configuration and signal processing, along with a new error 

correction procedure, were developed and implemented for displacement sensing.  To 

the best of our knowledge, the attained resolution, which is approximately equal to 

λ0/840, is the best reported resolution in terms of wavelength. 

In Doppler velocity measurement, a common method to estimate the Doppler 

frequency is the maximum likelihood estimate (MLE) obtained by determining the 

spectral peak centroid in a periodogram, which is implemented by combining Fast 

Fourier Transform (FFT) algorithm and numerical technique.  In our approach, we 

employed a different approach using signal processing, based on quadrature phase 

detection in base band, to estimate the Doppler frequency by applying linear regression 

on the detected phase.  This represents an effective way, particularly for estimating the 

low-frequency sinusoidal signal needed for low-velocity measurement, compared to the 

FFT-based MLE.  The developed sensor for low-velocity measurement has potential to 

replace the laser Doppler velocimeter, especially in a humid and dusty environment, due 

to the fact that it is less sensitive than the laser-based velocity sensor to dust particles 

and water in the air. 
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4.1 System configuration and principle 
 

The overall system configuration is shown in Fig. 4.1. The system is divided into 

three parts: a millimeter-wave subsystem for processing a millimeter-wave signal, an 

intermediate-signal subsystem for processing signals at intermediate frequencies, and a 

digital signal processor.  The 17.8-GHz phase-locked oscillator, the Ka-band directional 

coupler, and the lens horn antenna are external components.  The sensor transmits a 

millimeter-wave signal at 35.6 GHz toward a target.  The directional coupler, providing 

good isolation between the transmit and receive ports, is used to direct the signal to the 

antenna.  The signal reflected from the target is captured via the antenna, redirected by 

the coupler to the receiver circuitry, and up-converted by mixing with the RF signal 

produced by modulating the signal at the first intermediate frequency (IF), fIF1, with the 

signal of the second intermediate frequency, fIF2, in a direct quadrature up-converter.  

The up-converted signal is then passed through a coupled-line band pass filter to reject 

its image component.  This signal is combined with part of the transmitted millimeter-

wave signal to generate a down-converted RF signal, which is further down-converted 

by another down-converter in the intermediate-signal subsystem.  fIF1 and fIF2 are chosen 

as 1.8 GHz and 50 KHz, respectively. Consequently, the final down-converted signal, 

vM(t), namely the measurement-channel signal, contains information on the phase or 

phase change over time generated by the target displacement or movement, respectively.  

It is finally amplified by a band-limited differential amplifier and transferred to the 

digital signal processor, through a twisted cable. The differential driving amplifier 

combined with the twisted cable provides good noise suppression as well as additional 

voltage gain. For the displacement measurement, the measured phase of vM(t) is 

compared with that of the reference-channel signal, vR(t), coming from the direct digital 

synthesizer (DDS).  vR(t) also serves as an IF signal for the direct quadruture up-

converter in the intermediate-signal subsystem. If the target is in motion, the frequency 

of vM(t) is shifted by the Doppler frequency. In velocity measurement, the phase change 

over time is detected in the signal processing, and the only measurement-channel signal 

is processed to extract the Doppler frequency shift. Instead of employing an analog 
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millimeter-wave quadrature mixer as in the previous work [33], a digital quadrature 

mixer was configured as a phase detecting processor based on quadrature sampling to 

detect the phase difference between the reference- and measurement-channel signals for 

displacement measurement and the phase change over time for Doppler velocimetry. 
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Fig. 4.1.  Overall system block diagram.  The target sits either on the XYZ axis (for 

                  displacement sensing) or on the conveyor (for velocity measurement). The
                  Reference channel is not needed for velocity measurement.  
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4.1.1 Displacement measurement 
 

Displacement of a target is measured by detecting the phase difference between the 

two base band signals: reference-channel signal vR(t) and measurement-channel signal 

vM(t).  These signals are described as  
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where AR, AM and φR(t), φM(t) are the peak amplitudes and phases of these signals, 

respectively; φn(t) is the phase noise down-converted from the millimeter-wave signal; 

and n(t) is the white Gaussian noise. The phase noise of the reference-channel signal is 

not considered here because its contribution is negligible as compared to that of the 

measurement-channel signal. 

The phase of each channel’s signal is obtained by the quadrature sampling signal 

processing and discussed in the following section. The phase difference between the 

channels, φD(t), is defined as  

 

                                    )()()()( tttt nRMD φφφφ +−=                                           (4.2) 

                                               

Here, we can consider only the phase noise, neglecting the white Gaussian noise, on the 

basis of the phase noise spectrum of the actual signals shown in Fig. 5.4 and obtained by 

the FFT spectral estimator1 which indicates that phase noise is the dominant noise source 

in the frequency band of interest and is approximately greater than 30 dB from the noise 

floor. 

The differential phase difference, needed for calculating the displacement, is 

obtained in the (digital) time domain as 

                                                 
1 FFT spectral estimator is a signal processing based on FFT for generating the frequency spectrum of a 
signal. 
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                                ( ) ( )[ ] ,...3,2,11)( =−−= nTnnTnT DDD φφφ∆                           (4.3) 

 

where T is a sampling time interval.                      

In the case of  normal incidence of a wave, the range r(t) from the antenna to the target is 

related to the phase detected φ(t)  as 
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The displacement is given by 
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which can be determined using  (4.3) and (4.4).  The total displacement of the entire 

target movement is a summation of consecutive displacements: 
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4.1.2 Doppler velocimetry  
                                    

The measurement-channel signal, vM(t), produced by the target in motion, is 

frequency-shifted in base band by the Doppler frequency,  fd, and can be expressed as 

 

[ ]indIFMM ttftfAtv φφππ +++= )(22cos)( 2                           (4.7) 

                                                             

where φi represents the deterministic phase constant.  

The principle of radar velocimetry relies on the detection and estimation of the Doppler 

frequency generated by a moving target. For the normal incident wave, which is our 

interest, the Doppler frequency, is related to the target speed, v, and the wave length, λ, 

as  

 

λ
v

f d
2

=                                                         (4.8) 

 

in which the target velocity is linearly proportional to the Doppler frequency. The 

Doppler frequency shift is obtained in base band with reference to the intermediate 

frequency, fIF2, by taking gradient for time derivative of the detected phase over time.  

 

4.2 Signal processing 
 

The sensor’s signal processing consists of two distinct parts: one for detecting the 

phase difference needed for measuring the displacement, and another one for estimating 

the Doppler frequency used for calculating the velocity. 
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4.2.1 Phase-difference detection for displacement measurement 
 

Fig. 4.2 shows the signal processing flow to extract the phase difference between the 

measurement- and reference-channel signals in the digital signal processor.  In the input 

signals, the subscripts + and – designate different polarities of the differential signals 

coming from the differential amplifier in the IF subsystem. The front-end differential 

amplifier installed in the data acquisition hardware not only amplifies the both input 

channel signals driven by the sensor, but also greatly suppresses the common mode 

noise with a more than 50-dB common mode rejection ratio, due to the inherent 

characteristic of a differential amplifier. The reference- and measurement-channel 

signals are converted into a digital form with 12-bit resolution by the analog-to-digital 

converter (ADC), implemented in the data acquisition hardware.  These signals are 

expressed as  
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Fig. 4.2.  Signal processing flow in the digital signal processor for displacement 
                     measurement. 
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A digital quadrature mixer (DQM), based on quadrature sampling signal processing 

technique was configured and implemented as shown in Fig. 4.3.  Various quadrature 

sampling schemes have been proposed for coherent detection in radar and 

communication receivers [41]-[45].  The advantage of the quadrature sampling is that it 

can eliminate or, at least, minimize the non-linear phase response of a conventional 

analog quadrature mixer, which is caused by the phase and amplitude imbalances as well 

as the DC offset voltage of the mixer itself.  As the operating frequency is increased, the 

non-linearity becomes severe and difficult to control.  Several correction techniques 

have also been developed in [17]-[19]. The DQM implemented in our developed system 

was inspired by the work presented in [42],[44], and realized by software.  The DQM 

processes each digitized channel signal to generate the in-phase and quadrature 

components of vMI(nT), vMQ(nT) and vRI(nT), vRQ(nT).  The sampling frequency is set as 

four times the second intermediate frequency, 4fIF2, so that the digital local oscillators 

become a quadrature sequence of only -1, 0, and 1, which implies that local oscillators 

feed exactly 90 degrees out of phase and equal amplitude signals into the mixers, 

because their phases are integer multiple of π/2.  The mixer designated in Fig. 4.3 

performs as a multiplier.  The multiplication process samples the following in-phase and 

quadrature components of the reference-channel signal [52]: 
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)(sin)(),(cos)(where nTAnTQnTAnTI RRRR φφ == . φi is the initial phase, which is 

static in nature.  As seen in (4.10), the odd samples of in-phase signal vI(nT) and the 

even samples of quadrature signal vI(nT) always produce zero, caused by multiplication 

with zero from digital oscillators, and they need to be discarded.  Decimating by two 
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discards those samples to eliminate zero output in (4.11).  In this quadrature sampling 

approach, a time delay in quadrature signal occurs because the first sample of vI(nT) 

produces zero and it is discarded. Therefore, adding a time delay of τ=1/4fIF2 to the in-

phase signal eliminates the time delay between the two quadrature signals, VRI(nT) and 

VRQ(nT). Taking arctangent then produces the phase of each channel signal within 2π 

radians, [-π, π], as  

 












= −

)(
)(

tan)( 1
nTv
nTvnT

RQ

RI
Rφ .                                           (4.11) 

 

 

In this configuration, a low-pass filter is not needed for the rejection of the 

harmonics as in a typical mixer configuration, thus avoiding the filter’s transient 

response to appear in the quadrature outputs, another advantage of our DQM approach. 
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Fig. 4.3.   Configuration of the digital quadrature mixer. 
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For the measurement-channel signal, the same procedure is used to obtain 
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The phase difference, to be converted into displacement, is then determined as 

 

)()()()( nTnTnTnT nRMD φφφφ +−= .                                (4.13) 

 

Finally, the phase-unwrapping process [12]-[14], explained in 3.2,  is applied to (4.13) to 

overcome the 2π-discontinuity problem of the phase detection processor. Then the range 

corresponding to the detected phase difference is determined by (4.4) and the 

displacement is obtained by equations (4.5) and (4.6). 
 

4.2.2 Doppler-frequency estimation for velocity measurement 
 

Fig. 4.4 depicts the signal processing flow used for estimating the Doppler 

frequency. The measurement-channel signal produced by a target in motion can be 

expressed, in digital form, as 
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A quadrature down-conversion by the DQM, combined with the phase-based 

frequency estimation shown in Fig. 4.4, allows low Doppler frequency to be measured 

with high resolution and directional information, regardless of the number of cycles of 

the Doppler frequency. A time-varying phase sequence, φM(nT), is generated from the 

down-converted quadrature signals, vMI(nT) and vMQ(nT).  Taking arctangent gives the 

phase sequence of the down-converted measurement-channel signal within 2π radians, 
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[-π,π], as 

 

indM nTnTfnT φφπφ ++= )()(2)( .                                (4.15) 

 

The phase unwrapping process is then applied to (4.15) to overcome the 2π-

discontinuity problem of the phase detection processor. For velocity measurement, the 

Doppler frequency shift is estimated by applying the least squares or linear regression 

[46] over the unwrapped phase sequence of (4.15), from which target velocity can be 

calculated.  This approach is, in principle, motivated by the work of Tretter [47].  The 

process of linear regression fits the unwrapped phase sequence, corrupted by phase 

noise, into a straight line, from which the Doppler frequency is obtained by taking 

gradient of the regression line.  The phase locking of a microwave signal suppresses the 

1/f noise component of a reference oscillator, typically a YIG oscillator, and allows the 

reference oscillator to follow the frequency characteristics of an internal or external 

frequency standard, usually a temperature-stabilized crystal oscillator, within the phase- 

locking frequency  range. Thus the phase noise spectrum of  a phase-locked microwave 

signal source shows a white Gaussian noise spectrum within the phase-locked bandwidth. 

In the data acquisition, the sampled data is affected mainly by the white noise down-

converted  from a microwave signal. Based on this fact, the problem of Doppler 

frequency estimation is transformed into the minimization of the square error [47], by 

fitting a linear line to φM(nT) corrupted with white Gaussian noise, 
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Fig. 4.4.  Signal processing flow for velocity measurement. 
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where df
^

 and 
^
iφ are the estimates of the Doppler frequency and phase constant, 

respectively, and N is a total sample number.  Random process (noise) is generally 

treated with statistical analysis tools of mean, standard deviation, and variance. The 

corresponding theoretical lower limit of variance, Cramer-Rao Bound (CRB), for the 

frequency estimate df
^

 is derived in  [47] as  
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where high signal to noise ratio (SNR) is assumed, and phase noise is presumed as white.  

If the error in (4.16) is unbiased, which is valid for high signal-to-noise ratio, then the 

true Doppler frequency shift can be obtained as 

 









=

^
dd fEf                                                   (4.18) 

 

where E denotes a statistical expectation or mean.  

As an example, Fig. 4.5 illustrates the linear regression performed 10 times for the 

Doppler frequency of ±1 Hz, generated by DDS, and N=32. The Doppler frequency is 

estimated from the gradient of each regression line from phase-time sequences, and the 

sign of the gradient determines the opening (receding) or closing (approaching) motion 

of a target. 
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The corresponding time response of DQM is shown in Fig. 4.6, which was 

deliberately acquired over many samples (N=250,000) to cover one period of the 

Doppler frequency of +1 Hz.  In our sensor, however, the number of samples used for 

the linear regression frequency estimator is only a small fraction of that used for one 

period of the Doppler frequency. On the contrary, relatively large samples in FFT 

algorithm are required to detect a low-frequency sinusoid with high resolution as seen by 

the following relationship: 

 

N
ff S=∆                                                          (4.19) 

where ∆f and fS are the resolution and sampling frequency of FFT, respectively. In 

practice, it cooperates with maximum likelihood estimation (MLE) to maximize the 

resolution in FFT, which is composed of two steps: first, coarse spectral peak is 

determined by FFT; and second, fine peak is analyzed by introducing numerical 

technique like a center of gravity algorithm. 

Comparison of the capability between the two different frequency estimators, FFT-

based MLE and linear regression, is given in Fig. 4.7, which displays the histogram of 

the Doppler frequency estimates, iterated 10,000 times for the test signal generated by 

DDS, and shows the difference in statistical distribution of the estimate for the Doppler 

frequency of +1 Hz, with the same condition of fs=200 kHz, N=32 and high SNR (70 

dB). The variance of the frequency estimator is dependent on the number of samples, 

sampling time, and SNR of the sampled signal.  Therefore, different conditions imposed 

on one of those parameters result in differences in estimation performance. In the 

comparison, the same conditions are exerted and only the high SNR case is considered  

because, in our sensor, it is easily realizable at fIF2 by cascading band-limited amplifiers 

without much increase in cost. The criterion of high SNR was referred to as 15 dB in 

[47]. As the figure indicates, the linear regression (on detected phase) shows a narrower 

statistical distribution, which implies a smaller variance of the estimated Doppler 

frequency. 



 56

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

-84.9

-84.8

-84.7

-84.6

-84.5

-84.4

-84.3

-84.2

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Sample Number

Ph
as

e 
(d

eg
re

e)

Fig. 4.5.  Linear regression for the Doppler frequency of ±1 Hz. 
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Fig. 4.6.   Time response of the DQM for the Doppler frequency of +1 Hz. 
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In the FFT-based MLE, the Center of Gravity algorithm was used for determination of 

the spectral centroid [48].  As can be seen in  Fig. 4.7, the linear regression frequency 

estimator provides better performance than the FFT-based MLE as long as high SNR is 

maintained.  
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Fig. 4.7.  Histogram of the estimated Doppler frequency using MLE 

                   and linear regression methods. 
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4.3 System fabrication and test 
 

As seen in Fig. 4.1 and discussed previously, the sensor is divided into three parts.  

The millimeter-wave and intermediate-signal subsystems were realized using MICs and 

MMICs. The millimeter-wave subsystem was fabricated on a 0.25-mm-thick alumina 

substrate, as shown in Fig. 4.8 (a).  The intermediate-signal subsystem was implemented 

on a FR-4 Printed Circuit Board  (PCB), as shown in Fig. 4.8 (b).  In the millimeter-

wave subsystem, a Wilkinson power divider was designed to split the millimeter-wave 

signal into the transmit signal and the local oscillator signal for the down-converter.  The 

band-pass filter is a coupled-line filter.  It was designed for a 3-dB bandwidth of about 2 

GHz at center frequency 36GHz using a field simulator, IE3D, and acts as an image-

rejection filter.  Details of the alumina circuit layout are shown in Fig. 4.9, where the 

metallization of a microstrip transmission line is composed of TiW(250Å), Ni(0.04mil), 

and Au(0.15mil) metal combination. 

Commercially available Ka-band MMICs were used for the up-converter (Velocium, 

MSH108C), down-converter (Velocium, MDB162C), low noise amplifier (Velocium, 

ALH208C), power amplifier (TriQuint, TGA1071-EPU), and frequency doubler 

(TriQuint, TGC1430F-EPU).  They are surface-mounted on metallic patches connected 

to the alumina substrate’s ground plane by 0.2-mm-diameter vias.  These chips were 

bonded to 0.25-mm-wide microstrip lines using gold ribbons. 

In the intermediate-signal subsystem, a phase-locked oscillator operating at 1.8 GHz, 

designated by PLO-2 in Figs. 4.1 and 4.9(b), was designed using a phase-locked-loop 

frequency synthesizer (Analog Devices, ADF4113) which requires only a low-pass-loop 

filter as a external component, along with a voltage-controlled oscillator (Sirenza 

Microdevices, VCO190-1850T) and a 10-MHz oven-controlled crystal oscillator used as 

a frequency standard.  A direct quadrature modulator (RFMD, RF2422) was used to 

generate a single sideband  (SSB) signal that shifted the frequency fIF1 by fIF2. The 

measured SSB signal shows carrier and sideband suppression of greater than 45 dB at 

the IF of 50 kHz, achieved by tuning the phase of the IF quadrature input signal.  For the  
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(a) 
 

 (b) 
Fig. 4.8.   Photograph of the fabricated millimeter-wave (a) and  
                intermediate-signal (b) subsystems. 
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down-conversion, a direct quadrature demodulator (Analog Devices, AD8347) was 

utilized, and one of the quadrature output signals was served as the measurement-

channel signal.  The differential amplifiers, used for the measurement- and reference-

channel signals, greatly suppress the common-mode noise, resulting in a common-mode 

rejection ratio2 of more than 50 dB. 

 

 

 

 

 

 

                                                 
2 A measure of differential amplifier’s ability to reject an undesired signal (noise) that is common to both 
inverting and non-inverting input terminals. 
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Fig. 4.9. Millimeter wave subsystem layout in detail. 
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4.3.1 Displacement measurement results 
 

The developed sensor was tested for measuring the displacement of a metal plate 

mounted on a XYZ axis stage.  The stage has a precision of 10 µm, an accuracy of 2.0 

µm /25.4 mm, and a repeatability of 1.27 µm.   

 

 

The metal plate was located at 1.5 m away from the antenna aperture.  The 

displacement was measured as the plate was moved every 100 µm. For each 

measurement, the data acquisition board sampled 1,000 data points and averaged them to 

cancel out white noise components.  Fig. 4.10 shows voltage response of the 

measurement-channel signal triggered with the reference-channel signal for every 100-

µm displacement.  The detected and unwrapped phases are shown in Fig. 4.11.  The 

constructed displacement from the unwrapped phase is shown in Fig. 4.12, along with its 

error.  It is interesting to note that the measured error is regular and periodic, indicating 

that multiple reflections between antenna and metal plate are predominantly attributed to 
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Fig. 4.10.  Measurement-channel response for every 100-µm displacement. 

                     Thick solid line represents reference-channel signal. 
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the error source; the multiple reflections are typically caused by the combination of 

mismatch at input junction of the antenna and re-radiation of reflected wave from the 

highly reflecting target from antenna aperture occurred typically in short distance.  In 

order to improve the measurement accuracy, we introduced a polynomial curve fitting 

approach to correct for the error.  The curve fit using polynomial series, yi, is formed 

generally by 
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where di is the input displacement sequence, and aj and m are the coefficients of the 

polynomial curve fit and polynomial order, respectively.  In this curve-fitting process, 

the coefficients aj are determined to minimize the mean square error (MSE), 
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where ri represents the measured input sequence, and N is number of the data points.  

Fig. 4.13 shows the measured and curve-fitted errors with a polynomial order of 13 

using SVD (Singular Value Decomposition) algorithm [49].  The displacement after 

correction along with the error, is shown in Fig. 4.14.   A maximum error of 27 µm was 

obtained after the correction was made, a significant improvement from a maximum 

error of 281µm without the correction as displayed in Fig. 4.12.  Fig. 4.15 shows another 

measurement result demonstrating the achieved resolution. As shown, the measured 

maximum error distributes within 10µm for the entire displacement of 300µm. The 

result indicates that the smallest distance to discriminate two different positions of a 

target, resolution, is only 10 µm, which is equivalent to about λ0/840. It should be 

mentioned here that in the last measurement, the XYZ axis stage was moved every 

10µm, which is the precision limit of the stage. 
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Fig. 4.11.  Detected and unwrapped phase. 
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Fig. 4.12.  Measured displacement and error for a metal plate. 
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Fig. 4.14.  Displacement results after error correction. 
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Thus, it is expected that part of the error in accuracy was due to the actual displacement 

of the stage, and a motorized stage would provide better reference for ideal 

displacement, leading to better accuracy. 

 

4.3.2 Velocity measurement result 
 

The test was done for the velocity of a closing target of metal plate, placed 1.5 m 

away from the sensor’s antenna aperture, by varying the speed of the conveyor carrying 

the plate.  The experimental results, shown in Fig. 4.16, were measured consecutively 

five times (represented by the measurement index), with N taken as 128.  Each time, the 

measurement was repeated 200 times and the results were averaged.  The variance of the 

Doppler frequency estimate for the averaged samples is then reduced by 
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Fig. 4.15.  Displacement measured every 10 µm. 
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avg

d
davg N

ff
^

2^
2 )(

)(
σσ =                                                        (4.22) 

where )(
^

2
dfσ  is the variance of estimate for samples with N= 128, and Navg is the 

number of average; the standard deviation (σ) is a measure to characterize a random 

process with Gaussian distribution along with mean and variance; the number of the 

Doppler frequency estimate, which falls within  ±1σ, is 68 percent of the total number of 

estimates. The mean values of measured velocity are 27.7, 32.6, and 38.6 mm/s for each 

different velocity.  The corresponding standard deviation of the Doppler frequency 

estimates were calculated as 0.50, 0.61, and 0.64 Hz, respectively, from the statistical 

distribution of the estimates for each different velocity measurement with N=128 and 

Navg=200.  The velocity resolution is estimated as 2.7 mm/s by the maximum (worst) 

standard deviation of 0.64 Hz inferred from (4.22) and substituting it into equation (4.8) 

to convert into velocity. 
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Fig. 4.16.  Velocity measurement result for a closing target. 
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4.4 Summary 
 

A new multi-function integrated-circuit millimeter-wave sensor operating at 35.6 

GHz has been developed and demonstrated for displacement sensing, with micron 

resolution and accuracy, and for high-resolution low-velocity measurement.  A digital 

quadrature mixer was introduced for a phase detection process, using a quadrature 

sampling signal processing technique, to overcome the general problem of non-linear 

phase response of a typically-employed conventional analog quadrature mixer. 

Displacement measurement results indicate that the sensor can  detect the displacement 

as small as 10 µm or λ0/840, representing the best-reported  resolution in terms of 

wavelength in the millimeter wave range.  Measurement error attributed to multiple 

reflections was corrected by polynomial curve fitting.  After error correction, an 

unprecedented maximum measured error of only 27 µm has been achieved.  Velocity as 

low as 27.7 mm/s, equivalent to 6.6 Hz in terms of Doppler frequency, has been 

measured at 35.6 GHz for a moving target.  The velocity resolution is estimated as 2.7 

mm/s.  Much lower velocity and better resolution can be measured at the cost of 

computation and response time.  Signal processing for Doppler frequency estimation 

was developed by means of linear regression on the detected phase combined with the 

quadrature down-conversion scheme, which provides high resolution and better 

performance compared to the conventional FFT-based MLE.   
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CHAPTER V 

CONSIDERATION OF FREQUENCY STABILITY  

OF MICROWAVE SIGNAL SOURCE 

 
5.1 Theoretical analysis of phase-noise effect on interferometric measurements 

 

In this section, the effect of the frequency source’s phase noise on the measurement 

with millimeter-wave interferometry is analyzed and investigated, using statistical 

analysis.  It is shown that one can predict the stability requirement of the frequency 

source corresponding to the time delay between the transmit and receive signals.  It is  

also demonstrated that the phase noise produces negligible effect on the phase 

measurement when the time delay is sufficiently small.  The result is confirmed with the 

simulation of a representative millimeter-wave interferometric sensor for displacement 

measurement. 

In an interferometer, the transmit signal from the source is mixed with the receive 

signal (obtained either by reflection from or transmission through the object) in a 

quadrature mixer to produce a base-band signal.  This base-band signal corresponds to 

the phase difference (due to the time delay) between the transmit and receive signals and 

can be processed to produce the object information.  Interferometry is basically a phase 

detection process and the measured phase error primarily dictates the accuracy of the 

target signature. The total induced phase error attributes to the combination of the 

quadrature mixer imbalance and frequency source instability during the phase detection 

process. The contribution from the quadrature mixer imbalance can be compensated by a 

correction algorithm in the signal processing as discussed in this dissertation, leaving the 

instability of the frequency source as the principal source of phase error. 

In this section, the phase error induced by the instability or phase noise of the 

frequency source on millimeter-wave interferometric measurement is presented using 

statistical analysis, and it is demonstrated that this instability causes negligible effect on 
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the phase error when the time delay between the transmit and receive signals is relatively 

small. 

The transmit and receive signals in an interferometric system can be described 

respectively as  

 

[ ] [ ]inoTT ttftmAtv φφπ +++= )(2cos)(1)(                                   (5.1) 

[ ] ( )[ ]idndodRR ttttfttmAtv φφπ +−+−−+= )(2cos)(1)(                (5.2) 

  

where AT and AR are the amplitudes of the transmit and receive signals, respectively; m(t) 

and φn(t) designate the AM (amplitude modulation) and PM (phase modulation) noise 

effects, respectively; φi is the initial phase of the frequency source, which can be 

considered as a constant; and td is the time delay between the transmit and receive 

signals. The effect of the AM noise on the phase detection is generally much smaller 

than that of the PM noise. Furthermore, in typical balanced quadrature mixers, the AM 

noise is suppressed by at least 20 dB.  Thus, it is reasonable to neglect the AM noise 

contribution in the estimation of the induced phase error in microwave interferometers. 

The in-phase and quadrature output signals of the quadrature mixer, after low-pass 

filtering, are given by 

 

 [ ] )()(cos)( tntAtv SnII ++= φφ∆                                       (5.3) 

 

and    

 

[ ] )()(cos)( tntAtv SnQQ ++= φφ∆                                         (5.4) 

 

respectively, where )()()( dnnn tttt −−= φφφ∆  represents the phase error due to the 

phase noise of the source; φS = 2πfotd is the (constant) phase difference between the 

transmit and receive signals corresponding to the time delay td; and n(t) stands for 
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additional noise from the receiver, which can be reduced significantly by averaging the 

digitized data by data acquisition hardware, in the signal processing, making its impact 

on the system performance negligibly small.  The most important contribution to the 

phase error in the phase detection process is ∆φn(t).  The accuracy of the phase detection 

is degraded by the this noise term, which has uncertainty due to the random nature of 

noise. It is thus desirable to reduce or eliminate this phase noise effect in measurement.  

In the following, we will show that this phase noise effect can be neglected when the 

time delay between the transmit and receive signals is short. 

The phase noise φn(t)  in a frequency source is generally modeled by the Wiener 

process [50]-[51] as a quantity whose time-derivative is zero-mean white Gaussian 

frequency noise fn(t).  The variance of phase deviation is derived as [52] 

 

[ ] [ ] τπτφτφτφσ onnn NEE 2222 )2()()()]([ =−=                            (5.5) 

 

where E denotes the mathematical expectation and No is the two-sided frequency noise 

power spectral density (PSD).  

A millimeter-wave source corrupted by phase noise can be represented by 

  

[ ]θφπ ++⋅= )(2cos)( ttfAtv no                                         (5.6) 

                           

where A is the maximum amplitude; fo is the operating frequency; φn(t) is the phase 

noise; and θ is a random variable, which is uniform over [0, 2π] and independent of 

φn(t). θ  makes v(t) stationary so that we can define the autocorrelation of v(t) as  
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The power spectral density is obtained as Fourier transform of the autocorrelation, 

according to Wiener-Khinchin theorem [52], as 
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where ωo=2πfo is the radian frequency of the source.  No can be derived from (5.8) as 

 

π
∆
2

fNo =                                                            (5.9) 

 

where ∆f is the 3-dB bandwidth of the power spectrum.  Substituting (5.9) into (5.5) 

yields 

 

τ∆πτφσ fn 2)]([2 =                                                  (5.10) 

 

which implies that the mean square phase deviation is linearly proportional to the time 

difference τ, as expected for the Wiener process.  

As stated earlier, the time derivative of φn(t)  is zero mean, white Gaussian frequency 

noise, which is a wide-sense stationary (WSS) process.  Then, ∆φn(t) is also WSS.  Thus 

we can define the autocorrelation of ∆φn(t) as 

 

           { } )()()(2)()()( dndnnnnn tRtRRttER −−+−=+= ττττφ∆φ∆τ φφφφ∆        (5.11)     

      

The power spectral density corresponding to )(τφ∆ nR  can be derived using (5.8) as 
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where ( )ωφnS  is the power spectral density for φn(t).  The power spectral density 

corresponding to the derivative of φn(t) is given as [53] 
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One can rewrite (5.12), upon using (5.13), as  
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∆φn(t) is a zero mean stationary process, and its variance is computed by 
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As can be seen from (5.15), the mean square deviation of the phase noise, )]([2 tnφ∆σ , 

relates to the frequency noise PSD of the frequency source, )(ω
φ n

S• , which can be 

measured using a spectrum analyzer.  The standard deviation or root mean square (rms) 

value of ∆φn(t) is considered as the phase error; i.e. the phase deviation for the delay 

time td due to the phase noise of the frequency source.  For the case when )(ω
φ n

S•  is 

strictly white noise, (5.15) becomes 
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τ∆πφ∆σ ftn 2)]([2 =                                         (5.16) 

 

which is the same as (5.10), after changing td to τ without loss of generality.  Equation 

(5.16) allows one to determine the frequency source’s stability requirement for a specific  

time delay to produce negligible phase error.  For interferometric measurement with 

short time delay (e.g., τ < 10 nS), the frequency source instability causes negligible 

phase error.  Note that this conclusion is based on the assumption that the frequency 

noise PSD is white.  Typical frequency noise PSD of a frequency source is not strictly  

white over the entire frequency range due to the random walk and flicker noise located 

close to the operating frequency.  The assumption of white frequency source PSD, 

however, is justified when the time delay is short.  To illustrate this, we consider a 

schematic shown in Fig. 5.1, which represents the operation of a typical homodyne 

interferometer.   

The output voltage of the oscillator can be modeled as  
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Fig. 5.1. Schematic representing the operation of a typical homodyne interferometer.
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where Vp is the maximum voltage amplitude; fm is the offset frequency from the carrier; 

N represents the number of offset frequency terms used in the phase noise data; ∆fp is the 

peak frequency deviation resulting from the frequency noise; and θ is uniformly 

distributed over [0, 2π].  When the two input signals to the mixer are quadrature in 

phase, the output signal of the mixer at an offset frequency can be derived from Fig. 5.1 

as 
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where K measures the change of the mixer’s output voltage due to change in the 

frequency noise.  For the typical case of ∆fp << fm and when fm << 
τ
1  (for short time 

delay), (5.18) reduces to 

 























−=

2
2cos2)( τπτ∆π tffKtv mpo                                    (5.19) 

 

which implies that the output voltage from the mixer at an offset frequency is linearly 

proportional to the frequency noise.  Also, (5.19) shows that the frequency noise may 

produce negligible voltage from the mixer when the time delay is sufficiently short.  To 

confirm this phenomenon, we show in Fig. 5.2 the frequency noise PSD at the mixer’s 

output as a function of offset frequency for different delay times calculated by HP ADS 

[54].  Typical phase noise of a Ka-band oscillator was used for the 36-GHz millimeter-

wave source.  The power divider, mixer, phase shifter and delay line were ideal 

components taken from the Agilent ADS library.  As can be seen, the shorter the time 
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delay, the greater suppression of the frequency noise components at the low frequency 

offset in base-band.  It is therefore reasonable to approximate that )(ω
φ n

S•  is white for 

short time delay. As an example, we consider a millimeter-wave interferometric sensor 

shown in Fig. 3.1 for displacement measurement.  The range from the antenna to the 

target for normal incidence of wave relates to the detected phase difference φ(t) as  

 

04
)()( λ

π
φ ttr =                                                      (5.20) 

 

where λ0 is the operating wavelength in air.  The range variation is produced by changes 

in the surface profile and can be represented in the time domain as 

 

( ) ( )[ ] ⋅⋅⋅=−−= ,3,2,11)( nTnrnTrnTr                          (5.21)                            

 

where T is the sampling interval.  The displacement can be described as a summation of 

consecutive range variations: 

 

( ) knnTrnTd
k

n
,,3,2,1)(

1
⋅⋅⋅=∑=

=
                                 (5.22) 

 

Error in phase measurement thus produces displacement error through (5.20).  Fig. 5.3 

shows the rms value of the displacement error at 36 GHz as a function of time delay for 

various 3-dB bandwidths of the frequency source.  From Fig. 5.3, we can deduce that the 

phase noise of the frequency source has little impact on the coherent phase detection 

using the interferometer for short time delay.  
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Fig. 5.2. Calculated time delay effect on the frequency noise PSD. 
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Fig. 5.3. rms displacement error of  millimeter-wave 

  interferometer operating at 36-GHz. 
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5.2 Phase noise estimation 
 

Frequency instability of a microwave signal source contributes to the error that 

affects measurement accuracy.  It is typically characterized by a phase noise spectrum in 

the frequency domain, or Allan variance in the time domain [55].  In our system, the 

phase noise of the millimeter-wave signal is down-converted and appears in the second 

IF signal, whose frequency is low enough to be manipulated by digital signal processing.  

We estimated the phase noise of the signal source through a phase noise spectrum 

obtained by the FFT spectral estimator, as shown in Fig. 5.4, for the actual 

measurement- and reference-channel signals. In the phase noise spectrum, the sampling 

frequency was chosen as 200 kHz with N=4096, and a Hanning window was used. Each 

spectrum was measured 50 times and then averaged.  
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Fig. 5.4.  Phase-noise spectrum of each channel. 
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A signal containing amplitude and phase noise can be represented, neglecting the 

inter-modulation of the amplitude and phase noise due to nonlinearity of the signal 

source or the components following it, as 

 

[ ][ ])(2cos)()( ttftaAtv ncp φπ ++=                                        (5.23) 

 

where a(t) and φn(t) denote the respective amplitude and phase noise, and Ap and fc are 

the amplitude and frequency of the signal, respectively. The double side-band power 

spectrum of (5.23) is a superposition of the carrier power and power spectrum of the 

amplitude and phase noise.  That is, 

 

)()()(
2

)(
2

ccac
p ffSffSff

A
fS −+−+−= φδ                        (5.24) 

 

where δ is the Dirac delta function, and the second and third term represent the 

amplitude and phase noise power spectra, respectively.  For a signal where external 

additive noise is predominant, as assumed for the reference-channel signal in our system, 

the power spectrum has equal contribution from the amplitude and phase noise [56]-[57]. 

The phase noise spectrum is thus 3 dB below the power spectrum normalized to the 

carrier power in a 1-Hz bandwidth.  For the measurement-channel signal, the noise 

components of the signal are down-converted from the microwave signal source and 

governed by it. The spectrum of a microwave signal is typically dominated by the phase 

(or frequency) noise for the frequencies close to the carrier, and by amplitude noise for 

the frequencies more than a few tens of kHz from the carrier [58]. From this rationale, 

we can then neglect the contribution of the amplitude noise for the measurement-channel 

signal  because we are interested only in the frequencies close to the carrier for phase 
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noise estimation. If we model the sinusoidal signal corrupted by phase noise as a linear 

frequency modulation process, then the signal is described as 

 

[ ])2sin()(2cos)( tfftfAtv iicP πηπ +=                                     (5.25) 

 

where fi is the modulating frequency,  and η(fi) is the modulation index defined by  

 

i
i f

ff δη =)(                                                             (5.26)     

               

with δf being the peak frequency deviation at the modulating frequency fi due to the 

frequency instability of the signal source. The phase noise spectrum of the signal can be 

approximated as power spectral density normalized to carrier power when the amplitude 

noise contribution is negligible.  The single sideband (SSB) phase noise power Pssb(fi) at 

an offset (or modulating) frequency fi is related to the signal power, Pc, and the root 

mean square of the modulation index, ηrms, as 

 

2
)()( 2

irms

c

issb f
P

fP η
= .                                                (5.27) 

 

The SSB phase noise, in dBc/Hz, can be obtained by 

 

Cissbi PRBWfPfL −−= )()(                                          (5.28) 
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where RBW represents the resolution bandwidth in dB, and the power is measured in 

dBm.  Then the integrated phase noise variance is expressed as 

 

)()(2 22 dBraddffL i
Hf

Lf
i∫=φσ                                         (5.29) 

 

where  the bar denotes statistical average,  fH is defined as the upper-band limit of the 

band-limited differential amplifier of the sensor, and fL is determined from the total 

observation time, NT, as 

 

NT
f L 2

1=                                                             (5.30) 

 

with N  being the number of data points and T being the sampling time.   

On the basis of the fact that frequency is time derivative of phase given as 

 

dt
tdtf )(

2
1)( φ
π

=                                                         (5.31) 

     

the power spectrum pair of the frequency and phase functions has the following 

relationship: 

 

)()2()( 2 fSffS f φπ= .                                                (5.32) 
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The variance of frequency noise over the same bandwidth can be obtained, making use 

of  (5.29) and (5.32), as 

)()(2 222 dBHzdfffL ii
Hf

Lf
if ∫=σ .                               (5.33) 

 

If the phase noise is white over the bandwidth, with the frequency noise spectrum having 

a rising slope of 20 dB/decade with increasing frequency, then  (5.29) can be simplified 

to 

 

( )[ ] )()(2 22 dBradfffL LHi −=φσ                             (5.34) 

 

and (5.33) reduces to 
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 −
=σ                           (5.35) 

                                           

The probability distribution and density functions of the phase difference defined by 

(4.13) are illustrated in Fig. 5.5, which shows the characteristics of Gaussian 

distribution.  These results demonstrate that the phase noise process can be approximated 

as white Gaussian noise process over the bandwidth of (5.29). They were obtained by 

sampling 2000 data points and averaging 50 times.   
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Fig. 5.5.  Probability distribution function (a) and probability density function (b) for the 
phase difference. 
 

Therefore, it is possible to determine the root mean square (rms) phase and 

frequency error originated from the instability of the frequency source by (5.34) and 

(5.35), respectively.  The rms phase error was estimated as 0.13 degree for the 

measurement-channel signal, by substituting fH=9.81 kHz and fL=100 Hz into (5.34). For 

the reference channel, the error was obtained as 0.004 degree. The contribution of the 

frequency-source instability coming from DDS to phase error is therefore negligible. 

The rms frequency error estimated by (5.35) was 12.6 Hz for the same fH with fL=781 

Hz.  
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CHAPTER VI 

CONCLUSION 

 

Millimeter wave interferometric sensors have been studied for industrial sensing 

applications. Two types of configuration were considered to implement the sensor: 

homodyne and double-channel homodyne. Both sensors were integrated on a planar 

structure using MMIC and MIC technology for light, compact, and low cost design, 

excluding some external components (phase-locked oscillator, directional coupler, and 

horn antenna). Homodyne configuration can be generally accepted for most sensing 

applications. Displacement measurement results show that sub-millimeter resolution in 

the order of 0.05 mm is feasible without correcting the non-linear phase response of 

quadrature mixer.  

It becomes possible to exclude the non-linearity of the quadrature mixer and to 

estimate the frequency stability of a microwave signal source by means of the double- 

channel homodyne configuration, at the loss of a slight increase of circuit complexity. 

Also, the double-channel homodyne sensor provides better resolution of 0.01mm than 

the simple homodyne configuration. A digital quadrature mixer is constituted by a 

quadrature-sampling signal processing technique and claims for the elimination of a 

conventional quadrature mixer’s nonlinear phase response. 

Short-term stability of a microwave signal source was also considered through a 

phase noise spectrum obtained by a FFT spectral estimator, approximating the phase 

noise process as white Gaussian noise over the bandwidth of interest.  The developed 

sensor demonstrates that displacement sensing with micron resolution and accuracy and 

high-resolution low-velocity measurement are feasible using millimeter-wave 

interferometer, which is attractive not only for displacement and velocity measurement, 

but also for other industrial sensing applications requiring very fine resolution and 

accuracy. 

Through this research, it has been found that millimeter wave interferometry has a 

strong potential for industrial sensing applications requiring high resolution in the order 
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of sub-millimeter and fast response, and for replacement of laser interferometers used in 

a harsh working environment with dust, smoke, fog, and even danger of explosion. In 

this research, single-frequency interferometry is considered only for displacement 

measurement, liquid-level gauging, and velocimetry. But diversifying a system 

configuration makes it possible to bring forth diverse applications as optical 

interferometry, where much diversity is found in the number of beam, frequency source 

used, wave propagation medium, etc., for various applications such as length 

measurement, machine control, refractometry, microscopy and optical testing. As an 

example, a microwave interferometer can be configured with the source of two 

frequencies for absolute distance measurement, ranging, which is an indispensable 

requirement of industrial sensing, in addition to velocity measurement. Further 

applications for millmeter wave interferometric sensors can be considered to overcome 

the drawback of conventional pulse or FMCW radar in the short-distance ranging, that is 

hard to achieve high resolution or even impossible to range unless very wide bandwidth 

is incorporated. Typically, it is difficult to use these conventional techniques in short-

distance ranging because of the limit of resolution, that is inversely proportional to the 

signal bandwidth; these techniques require very short pulse or wide bandwidth, which 

are difficult in designing the systems to resolve very short time delay. A sole 

interferometric technique, or FMCW, combined with interferometry is promised to be an 

ideal solution to compensate for the limitation in short-distance applications, due to high 

range resolvability, or phase resolvability of interferometry. 

The achievements in this research can be extended to radar sensor for automobile, 

which has a huge potential market in the near future. Recently, millimeter wave radar 

has been intensively investigated for intelligent cruise control and safety concerns of the 

vehicle, and most configurations have adopted the FMCW technique. Millimeter wave 

interferometric operation combined with the FMCW technique is expected to increase 

the resolution of the radar sensor by the phase-sensitive time domain signal processing in 

addition to FFT, frequency domain signal processing; and, above all, to solve the 

conventional short-distance ranging problem of pulse or FMCW radar.  Near field 
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imaging is also one possible application of the sensors reported in this dissertation. Non-

destructive material testing and microwave microscopy can be categorized as those of 

near field imaging. The resolution of near field imaging, especially, relies on the probe 

dimension, such as the aperture size of an open-ended waveguide or conductor diameter 

of an open-ended coaxial cable, rather than the operating frequency. Thus, by 

miniaturizing the probe, it is realizable to achieve high resolution at relatively low 

operating frequency.  Finally, the presented work may be applied for medical and 

biological purposes, by detecting vital signals from the heart or lungs of human beings or 

animals through the detected phase using a microwave interferometer. Further 

recommendation of this application can be envisioned in remote diagnoses by installing 

the sensor in mobile phones and connecting it through wireless networks, so that vital 

signals detected are transferred to a doctor in a remote location. 
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