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EXECUTIVE SUMMARY

In the Texas LoanSTAR Monitoring and Analysis program, pre- and post-retrofit energy consumption for
each building is monitored using conventional field data acquisition systems. This report summarizes
continuing investigations into the usefulness of existing Energy Management and Control Systems to per-
form this same data collection task.

One emphasis of this stage of the work was on formalizing the evaluation process, by developing guide-
lines to assess the usefulness of an EMCS for monitoring. These guidelines are based on criteria
identified in the previous year's work. The guidelines are presented as fourteen issues to be considered,
ranging from what data are monitored, to what format will the data be in when they are received by Loan-
STAR. For each of the fourteen issues, methods are presented to guide the assessment process, and alter-
natives are provided in case an EMCS does not meet the original criterion.

A related part of the work involved using these guidelines to evaluate the EMCSs at three case-study
sites, and to assess whether EMCS monitoring would be a suitable alternative in these cases; this also
served as a test of the usefulness of the guidelines. In using these guidelines, we found that the EMCS at
Texas A&M was the least convenient to use, due to the closed architecture of its network. At all other,
sites, however, one could potentially connect remotely, although some of these connections might require
either purchase of an additional computer, or the use of proprietary software. The guidelines proved to be
useful in assessing the characteristics of the EMCSs at the case study sites; facilitating discussions with
building personnel; and providing a simple checklist to guide the investigations. Two issues came up that
were not adequately addressed by the guidelines, however.

First, with a new generation of EMCSs, with complex network architectures, and multi-tasking capabili-
ties, there are new methods for accessing the systems and transferring data. The method with the most
promise is based on windowed software, where data are automatically written to an EMCS computer disk
in a format designed to be read by other software, and remote access is made through a window running
in parallel with the EMCS software on the same EMCS computer. This method allows use of generic
communications software, error-checking, totally transparent connection, simple and quick data transfer,
and an easily processed file format. Most EMCSs are not designed to be run under multi-tasking operat-
ing systems, although most of the newest versions are incorporating this capability. This should enhance
the usefulness of EMCSs for monitoring in future years.

The second issue was that less tangible factors can override the technical aspects of EMCS monitoring
covered by the guidelines. One emphasis of the work, then, focussed on investigating the non-technical
issues that are quite important in using equipment that is owned by the building management, and was
designed for control rather than monitoring functions. The people involved in energy management and
EMCS operation at the case study sites were interviewed to explore some of the non-technical aspects.
Access to information is crucial in determining how smoothly the monitoring process will be, and even in
determining whether or not the EMCS can be used for monitoring. To use an inplace EMCS for monitor-
ing requires assistance from on-site personnel for assessing capabilities, reconfiguring aspects of the sys-
tem, and in helping in various ways while carrying out the ongoing monitoring. In all monitoring pro-
jects, but especially with EMCS monitoring, it is important to identify who, within the organization, has
the information, resources, and incentive to be able to provide assistance. At all sites we investigated,
between the energy manager, maintenance groups, and manufacturer's representatives, there was enough



information. But also at all sites, no one person covered the range of required information, and several
people had to be consulted. Since the new generation of methods of accessing data are more advanced,
and in some cases can be more intrusive, a real partnership between the building personnel and the moni-
toring staff is required for a smooth monitoring project.
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I. INTRODUCTION

In a project carried out under the Texas LoanSTAR monitoring and analysis program during 1991, we
investigated the use of in-place Energy Management and Control Systems (EMCSs) as an alternative
method for building performance monitoring (see Heinemeier et al. 1992). EMCSs often contain the
equipment that is typically installed by the LoanSTAR staff for monitoring building and system perfor-
mance. In the earlier project, we carried out three case studies with LoanSTAR buildings that have in-
place EMCSs. We used these EMCSs to collect LoanSTAR-type data. We concluded from that project
that each EMCS installation is unique, requiring unique solutions, and that it is often somewhat difficult
to assess the capabilities of an EMCS for monitoring. We also identified nine technical criteria which can
be used to evaluate a site, and assessed the case studies according to these criteria.

Another conclusion from that earlier project was that it is often the non-technical issues that determine
whether or not an EMCS is a good alternative for monitoring at a particular site. These non-technical
issues greatly impact the technical EMCS characteristics, and the extent to which the building personnel
will be able to provide assistance to personnel engaged in monitoring, both of which determine the feasi-
bility of using the EMCS for monitoring. For example, in some cases, organizational issues, having to do
with the agency's administrative structure or institutional philosophy, determined how open the system
was to outside access, which determined whether it was possible to use the agency's EMCS for monitor-
ing.

This report summarizes the work completed through 1992. The emphasis of this work was on formaliz-
ing the assessment process, and investigating the non-technical issues. In the first part of the project, we
developed guidelines for assessing the usefulness of an EMCS for monitoring. These guidelines are
based on the evaluation criteria identified in the previous year's work. The second part of the project
involved using these guidelines to evaluate the EMCSs at three case-study sites, and to assess whether
EMCS monitoring would be a good alternative in these cases. This was also an opportunity to test of the
usefulness of the guidelines. In the third part of the project, we interviewed personnel involved in energy
management and EMCS operation at the case study sites to explore some of the non-technical aspects.

II. GUIDELINES FOR EMCS MONITORING*

EMCS-based monitoring is, conceptually, a very straightforward matter: if all the required hardware and
software are present at a site, they can be used for monitoring. In practice, however, it can become more
complex. The fact that an EMCS is present at the site does not necessarily mean that it can be used for
monitoring. Even if one knows that the EMCS model used at a site is the same as one that was used for
monitoring at a previous facility, differences in installed options, or in the degree of utilization of the
existing capabilities may prevent the system from being used. In our case studies, we found some sys-
tems that could begin collecting data immediately with little or no startup effort, and others that could not
be used to collect data. In a few cases, it took considerable time to discover whether the system would
work or not. Sometimes, if we didn't ask an EMCS operator a question about his or her system's capabil-
ities in exactly the right terms, we did not get the correct answer. Since EMCSs are designed to be highly

This section was also presented in Heinemeier and Akbari, 1992a.
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adaptable, capabilities and monitoring costs often must be evaluated on a site-by-site basis. However,
knowing what questions to ask and what the answers mean makes determining a system's capabilities
much more straightforward. Having the requirements for monitoring written down and as clearly
specified as possible, in the form of guidelines, should help. Table II-l summarizes guidelines that can
serve this purpose.

The guidelines presented here can be used by monitoring contractors or monitoring program planners as a
yardstick for evaluating whether an in-place EMCS at a particular site can be used for monitoring as is,
whether it will require modification, or whether dedicated monitoring equipment must be installed. The
guidelines could also be used as the basis for design specifications for EMCSs with monitoring capabili-
ties, for use in monitoring programs.

Note that these guidelines do not represent the current technology: none of the systems that we encoun-
tered included all of these functions. (However, in each case the EMCSs were not the latest models avail-
able from the manufacturers). The guidelines can be thought of rather as a standard for comparison. The
fact that a system does not fit these guidelines does not imply that it cannot be used. On the contrary, in
most cases, some alternative means of achieving the objective can be worked out. For example, it may be
possible to install additional hardware or software to supplement the existing system less expensively
than installing an entire monitoring system. Just as the applicability of an EMCS for monitoring must be
evaluated on a case-by-case basis, individualized evaluation of the feasibility and costs of supplementing
the existing system may be required.

The guidelines are represented as fourteen specific is
how accurately they are sensed, to what the result

sues, ranging from the data that are measured and
ing data format looks like. These guidelines are

presented below, along with points that need to be considered, and direction on how to assess the charac-
teristics at a site, and what alternative methods may be available.

Data Points: The physical attributes necessary for analysis should be measured.

In most cases, the sensors used in an EMCS are very similar to those used in dedicated monitoring pro-
jects. They can include power transducers or pulse-counting energy meters, as well as temperature, pres-
sure, and humidity sensors. Sensors are installed to meet the building's, and not the monitoring project's
objectives. Hence, while certain variables such as whole-building energy consumption are often meas-
ured, submetered end-use consumption often is not measured.

To determine whether or not a system includes the sensors needed for monitoring, the EMCS operator
can usually generate a list of all the points (input and output) connected to the system, and display the
definition of individual points, including their engineering units, calibration constants, and sampling fre-
quency. One should identify these points on EMCS or building plans, then tour the building to identify
any obvious problems with the sensors. If the necessary points are not measured, one might be able to
install ones own sensors, while making use of existing EMCS networking and data storage capabilities.
Installing a few sensors may still be much less expensive than installing an entire data acquisition system.
However, due to interference, electrical isolation, and liability considerations, the EMCS operator and
building owner should be consulted early on. Alternatively, since EMCSs have access to a great deal of
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TABLE II-l . Guidelines for EMCS Monitoring

Data Issues

— Data Points: The physical attributes necessary for analysis should be measured.

— Data Accuracy: Data should be of sufficient accuracy to perform analysis.

— Sensor Calibration: Sensors should be in proper calibration before monitoring begins.

Storage Issues

— Data Recording: Software and hardware should permit recording of historical data.

— Data Averaging: Data should be available in the form of averages over user-selected
intervals. Electricity should be reported either as the average power drawn or the total
energy consumed over an interval.

— Data Storage: The system should have an available data storage capacity sufficient for
monitoring applications.

— Data Time Format: Historical data should be recorded at specified times, not at
specified intervals. If the system is restarted, it should begin collecting data at the
correct time.

Access Issues

— Remote Connection: The user should be able to connect to the EMCS remotely, using
generic communications software.

— Remote Data Transfer: A mechanism should be available either to display a trend re-
port on the screen of a remote computer that is running generic communications
software, or to transmit an ASCII file from the host computer disk directly to the disk
of the remote computer.

— Simple Process: The user should be able to request historical data with a simple com-
mand.

— Rapid Process: The time required to transmit the data should be as short as possible.

— Error Detection: Any data transmission errors should be automatically detected and
corrected.

— Local/Remote Interference: Remote access to data should not cause conflicts with
control of building or other EMCS operations, or require too much assistance from the
EMCS operator. Conversely, the EMCS operator activities should not interfere with
data collection.

— Data Format: Data should be available in an easily processed format.
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other information on building operation, it may be possible to achieve the analysis objectives with dif-
ferent input data. For example, monitoring lighting on-time rather than submetering lighting load may
provide the necessary information for evaluation of the performance of a lighting controls retrofit pro-
gram.

Data Accuracy: Data should be of sufficient accuracy to perform analysis.

Sensor accuracy is very important in a monitoring project. The required accuracy will, of course, depend
on the analysis that will be performed. Since the same kinds of sensors are available for use in an EMCS
as in a dedicated monitoring installation, the same accuracy should, theoretically, be possible. The accu-
racy of the installed sensors is specified by the EMCS contractor, in order to be adequate for control of
the building. For those sensors used primarily for control, reasonable accuracy is usually required, and
the building personnel have incentive to monitor whether or not the sensors are providing believable
values. However, other types of sensors are used primarily for indication, and accuracy may not be as
high a priority. Recently, more attention is being paid to sensor accuracy in.EMCSs. In their Standard
114-1986, the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE)
has written guidelines for specifying measurement requirements and recommended methods of verifying
accuracy of EMCS instrumentation (ASHRAE 1987). Standard 114-1986 provides typical values for
accuracy required for different applications. The suggested accuracies for energy calculation applications
are shown in Table II-2. For some applications, more accurate sensors may be required. For example, if
the range of water flow is 1-30 feet per second, the error at full scale would translate to a significantly
higher percentage error at low flow rates.

TABLE II-2. Data Accuracies Typically Required
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Documentation of design accuracy should be made available by the EMCS operator. The accuracy of
sensors, transducers, and analog-to-digital converters must all be considered. The "Measurement and
Instrumentation" chapter in the ASHRAE Handbook of Fundamentals also provides information on sensor
accuracy considerations (ASHRAE 1989). If documentation is not available, it may be necessary to per-
form on-site tests. Another alternative is to install new and calibrated sensors. The economic advantages
of such an approach would have to be evaluated on a case-by-case basis.

Sensor Calibration: Sensors should be in proper calibration before monitoring begins.

It is important to calibrate sensors, or, at least, to compare EMCS values with some reference to deter-
mine their accuracy. This is especially important when data accuracy is not crucial to the operation of the
building. In these cases, the building managers may not have incentive to double-check values or replace
a sensor that is known to provide false values. In an earlier study, an electrical meter was miscalibrated
by a factor of two (Heinemeier and Akbari 1987). Since they were only interested in changes from day to
day, and not in the absolute value, the building personnel had never discovered the problem. It is impor-
tant to note that quality assurance is a difficult issue even with dedicated monitoring, particularly in large
programs with several monitoring contractors (see, for example, O'Neal et al. 1992, and Halverson et al.
1988). The cost of sensor validation must be figured into the total program cost whether dedicated or
EMCS-based monitoring is being performed.

Sensor calibration is often performed at the factory, but many types of sensors should be periodically
recalibrated. The frequency with which sensors should be recalibrated depends on the type of sensor.
Sensors that are open to the environment, and sensors that include mechanical parts are particularly in
need of periodic recalibration. The EMCS operator should have access either to information on factory
calibration of sensors, or to documentation of subsequent recalibration. If this documentation is not avail-
able, one may have to calibrate the sensors in the field. Since calibration is important for controlling the
building, the EMCS operator might be willing to participate in the calibration efforts. If it proves impos-
sible to calibrate the sensors and accuracy is important, then one may want to install new sensors.

Data Recording: Software and hardware should permit recording of historical data.

The current value of all EMCS points is usually available for immediate use in control applications, (for
example in a calculation to determine if more cooling is required). These data, then, can be stored for
further analysis. Because of the usefulness of this type of data for building operation, most EMCSs have
a facility for storing large amounts of data, often called "trending," (trends, also referred to as archives or
history reports, are discussed later in this report).

The EMCS operator should know if the EMCS has a facility for trending, archiving, or collecting histori-
cal data. Copies of manual pages summarizing the trend facility may be required to determine if it is
really applicable. It is also helpful to get a demonstration of the procedure for displaying or transmitting
trend data. It is possible that the necessary software is available from the manufacturer, but has not been
installed at the site. In that case, the software could be added. However, the cost of this software addition
will most likely have to be borne by the monitoring project, and this cost should be compared with that of
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a dedicated data acquisition system.

Data Averaging: Data should be available in the form of averages over user-selected intervals. Electri-
city should be reported either as the average power drawn or the total energy consumed over an interval

For some variables such as temperature, it might be acceptable to take a "snapshot" of the value once an
hour. For most variables, such as power, however, this would be hopelessly inaccurate. There are several
ways to measure electrical power and energy consumption. One method uses a pulse counter installed on
a utility kWh meter or watt-hour transducer. Each pulse corresponds to a certain amount of energy. The
EMCS accumulates pulses—or kWh—and reports cumulative energy: one reading is subtracted from the
next to determine the total energy consumed over that period. In another method, power is measured
directly using a watt-transducer, and an analog signal, proportional to the instantaneous power, is read by
the EMCS. This instantaneous power must usually b
a very fast sampling rate would be required to catch

; averaged to be used for energy analysis. Although
quick variations in the load, fairly accurate hourly

energy consumption values may be possible with typical EMCS sampling rates.

When monitoring electric power, the engineering units associated with the point definitions should pro-
vide the necessary information. If it is shown as kWh, then the data are average or total energy. If it is
kW, then one needs to determine if the trend facility is capable of providing data on an averaged basis. If
averaged data are not available, it may be possible to use instantaneous samples, depending on the
analysis and the type of point. Some systems have a method of "totalizing" data over certain periods.
But whether or not data totalized over an hour can be recorded each hour will have to be determined.
Another novel way of averaging, used in some systems, is to record an instantaneous sample, only when
the value has changed by some predefined level. This is referred to as Change of Value (COV) monitor-
ing. COV monitoring has the characteristic that when the value is changing quickly, very short interval
data are collected; and when the value is changing very little, very long interval data are collected. COV
monitoring is discussed in greater detail in Heinemeier et. al, 1992.

Data Storage: The system should have an available data storage capacity sufficient for monitoring appli-
cations.

Before data are downloaded to the remote computer, they will be stored for some period of time on-site.
Most systems have sufficient storage capacity for this, at least in theory. Capacity is usually specified as
the number of points that can be trended, the maximum number of samples that can be stored per point, or
the total memory capacity that is available to trend data. In practice, however, some systems may be lim-
ited by communication considerations rather than storage space. Many EMCSs have a distributed archi-
tecture with networked remote control units (RCUs) and the ability for a host computer to be connected in
the network. Data can either be stored on the RCU, on the host computer, or on the host's peripheral data
storage medium (hard or floppy disk or magnetic tape) for longer term storage. With this distributed
architecture, information other than that being trended for energy monitoring is traveling along the net-
work paths, and one must consider both the impact of energy monitoring traffic on other operations, and
the impact of the other operations on energy monitoring. In these systems, networking concerns may be
more important considerations than raw data storage space or absolute point limits in evaluating the use-
fulness of an EMCS for monitoring. Also, at some sites, the available trending capacity is more fully



utilized than at others, leaving little capacity free for energy data. Availability of the trend capacity is
therefore difficult to predict for a particular site by simply knowing the EMCS model.

One needs to find out what absolute hardware and software limits exist, and how much of the capacity is
currently in use. The trend manual will have the absolute limits, but the system operator usually has the
best knowledge of how fully loaded the system is, and if more points can be added. If there is not enough
storage capacity, one alternative is to purchase more memory. Or, it may be that there is enough space on
a temporary basis for short term monitoring. It may also be possible to download the data more fre-
quently, or collect data at a larger recording interval, so that fewer data are stored. With COV monitor-
ing, a relatively high COV level will result in less frequent data collection, although this will result in
reduced accuracy.

Alternatively, it may be possible to install an additional computer in the EMCS network to collect the
data. The cost of this additional computer may, in some cases, make EMCS monitoring not cost-
competitive with dedicated monitoring. Usually, however, a fairly unsophisticated computer can be used
for this purpose. This might be "last year's model," which can often be purchased quite inexpensively as
surplus equipment. The cost of this computer would have to be weighed against the cost of dedicated
monitoring equipment.

Data Time Format: Historical data should be recorded at specified times, not at specified intervals. If the
system is restarted, it should begin collecting data at the correct time.

In order to be compatible with data from other monitoring projects, other buildings within a project, and
with weather data, the data available from an EMCS should be reported at the top of each hour. Many
EMCSs are reportedly capable of recording hourly data. However, in some cases, if the system is
rebooted, the data collection time may shift to the time when the system was rebooted.

One can tell if the system will reliably collect data at the correct times by looking at how the trend point
was defined. If it does not ask for the time to begin collection, it might not be reliable. Another way is to
look at some collected hourly data. If the data are recorded at strange times, (for example, at 13 minutes
after each hour) it has probably shifted. If the system collects data at specified intervals rather than at
specified times, the only alternative is to periodically check the data, and reset the trend if it has shifted.
This, of course, adds to the difficulty and costs of EMCS monitoring, and may make it impractical in
some cases.

Remote Connection: The user should be able to connect to the EMCS remotely, using generic communi-
cations software.

In order to access the data remotely, one can make use of the fact that most EMCSs allow for a remote
computer to be tied into the system's network. This remote computer can either be a "dumb" terminal or a
microcomputer, equipped with a modem and communications software, and emulating a terminal with
standardized protocols. Communication takes place over commercial telephone lines. Most EMCSs
include the required hardware and software for communications, and have a telephone line dedicated to
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the EMCS use. These can usually be used by monitoring projects

A demonstration of the system will show that it is possible to connect remotely. If it is not possible to
connect to the host computer, it may be possible to connect through an RCU. If there is no way to con-
nect to the EMCS remotely, it may suffice to visit the site periodically and collect the data on a diskette,
or to have the operator do this and mail the diskette. While this might be impractical for large groups of
buildings, it may be perfectly adequate for a smaller sample.

Another alternative is to take advantage of the existing EMCS sensors, while installing additional wiring
and dataloggers. One might also be able to take advantage of the EMCS networking capabilities, and col-
lect data from all over the building using a datalogger! taking its input from the EMCS.

Remote Data Transfer: A mechanism should be available either to display a trend report on the screen of
a remote computer that is running generic communications software, or to transmit an ASCII file from the
host computer disk directly to the disk of the remote computer.

Simply being able to connect to an EMCS remotely is often not enough. One must also be able to access
the EMCS's stored data. There are two ways of downloading data: displaying a report on the remote
computer's screen, or transferring a data file. In the first method, one uses the remote computer to log
onto the EMCS system, and run the trend utility, requesting that the data report be presented on the
screen. The entire session is recorded in a log file on the remote computer, so that while the report is
displayed on the remote screen, it is simultaneously recorded on the remote disk. In the second method,
the data are stored to an EMCS disk file, and transferred to the remote computer, using some kind of file
transfer algorithm. The file transfer algorithm can either be embedded in the EMCS computer software,
or can be implemented in a communications program, running in parallel with the EMCS software. If
communications software is running in parallel, the EMCS must be on a computer with an operating sys-
tem that allows multiple processes, and the asynchronous communications must not conflict with the
more essential EMCS tasks.

The EMCS operator should know if either of these methods are possible. If the EMCS operator suggests
that the first method is possible, make sure the data can be displayed on the screen, rather than to a printer
or disk. In some cases, the data can only be sent to a printer. At one such site, the system was reset so
that a remote computer was configured to look like a printer. The EMCS thought it was printing data to a
printer, but they were actually being displayed on a remote computer screen and stored in a log file. In
such a situation, care must be taken to reset the port, otherwise it will still be configured as a printer for
the next user.

Most EMCSs don't have the capability to transmit disk files. If an EMCS in question does have this
capability, make sure the remote computer doesn't have to be running proprietary software. The cost of
this software may be prohibitive, and the software can be used only for that particular EMCS model-
potentially a problem. If neither of these methods are; available, the datalogging functions of the EMCS
probably cannot be used.
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Simple Process: The user should be able to request historical data with a simple command.

When performing case studies, it is possible to log into an EMCS manually to download data. However,
in a larger-scale project, a more automated method of data retrieval is needed. Most communications
software packages allow the user to create a script file, which can automatically dial the phone, watch for
cues coming from the EMCS, issue the appropriate responses, and then move on to the next building.
Ideally, after dialing the phone, the script file should only have to provide the correct login name, and
then issue one-line commands to request the data. Often, however, one has to specify information such as
what points are of interest, what period of time the report is to cover, what recording interval should be
used, and where to send the report (to a screen, printer, or data file).

A demonstration will indicate what commands are used to request data. This will give an indication of
how complex the interaction is, and will also help, later on, creating a script. Often, the EMCS will have
a "verbose" mode, in which a prompt is issued for each part of the command, and a "concise" mode, in
which an entire command is entered on a command line. One needs to identify if there is a shorter con-
cise command that can be used. A simple procedure is not an absolute requirement, but it makes automa-
tion much easier.

Rapid Process: The time required to transmit the data should be as short as possible.

The amount of time required for transmission of the data is also an important consideration in larger scale
projects. Most EMCSs allow a dial-in connection at 1200 or 2400 baud. However, the speed of the
transfer will depend to an even greater extent on other factors: whether the data are in a binary or ASCII
raw data file, or are embedded in a report; how concise the report format is; whether or not the report is
generated as it is being displayed; and how busy the EMCS is in accomplishing other tasks.

The time required for transfer can be determined from a demonstration, which notes the time before the
data were requested, and after the transmission. Using this time along with the number of useful samples
obtained (i.e., only the data of interest) and the number of ASCII characters per sample, one can calculate
the average number of characters transmitted per second. This can be compared to a reference value of
about 240 characters per second at 2400 baud, or 120 at 1200 baud. Ideally, the value obtained from the
demonstration should not be less than about a tenth of the reference value. In our experience, many sys-
tems meet this criterion, although some systems are significantly slower than this. Alternatives, if the
data transfer is too time consuming, are to download less frequently (so that there is proportionally less
header information), to use a longer data interval (obtaining fewer samples), to use a higher speed modem
(9600 baud modems are available, but may have accuracy tradeoffs, unless a proper protocol is used), or
to find out if there is an archive facility that does not generate the report as it is being displayed, and may
have less header information.

Error Detection: Any data transmission errors should be automatically detected and corrected.

Errors can occur, not only due to faulty or inaccurate sensors, but also when transmitting data from the
site. Since data are traveling over commercial telephone lines, noise in the phone lines can obliterate
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data, or change values.

In systems that have the capability to transmit data files rather than display them on the screen, it may be
possible to use a public-domain file transfer protocol, such as Kermit, which can both recognize and
correct bad data. One needs to determine if the transmission uses a standard protocol, or if the protocol
includes error detection and correction. Systems that only allow screen display are susceptible to com-
munications errors. If data checking is not possible, one alternative would be to send the data twice and

compare it. If differences are detected, the data s
requires tradeoffs with quick transfer and easy processing.

Local/Remote Interference: Remote access to data should
other EMCS operations, or require too much assistance from
operator activities should not interfere with data collection.

should be sent again. This redundancy obviously

not cause conflicts with control of building or
om the EMCS operator. Conversely, the EMCS

With current systems, there is a potential for energy monitoring to interfere with EMCS control opera-
tions. In particular, there can be a conflict if the EMCS phone line is used both for remote monitoring
and EMCS operation.* Also, since operators are working with the same data space, it is possible for them
to delete or reset trend data. In some of our case studies, this was a significant problem.

Asking the EMCS operator is really the only way to determine if your connections will cause interfer-
ence. Usually, if the connection is made at night, interference is minimized. If tying up the system's
telephone is a problem, one could consider purchasing an additional phone line and modem. If the system
has a distributed architecture, and tying up the host computer is a problem, it might be possible to call
into an RCU instead. Another alternative is sometimes to install another computer into the EMCS net-
work, dedicated to data collection and communications. The cost of this alternative would have to be
carefully considered. Perhaps the best strategy is to develop the best possible relationship with the EMCS
operators, so that they will feel comfortable with data-collection activities. The operators need to under-
stand that the data are important, and should not be deleted or the trend log altered without warning. One
needs to keep in constant communication with the operators to minimize occurrences of these kinds of
problems. One way of accomplishing this is to provide feedback to the operators (for example, by circu-
lating plots of the data to allow them to see what has been collected).

Data Format: Data should be available in an easily processed format.

Although data processing can be done on the remote computer, the easier the data are to process, the more
viable this technique will be. The ideal format would be one column for each point, with no header or
footer information. A header should indicate English-like point names and engineering units. Each line
should be time-and date-stamped. Columns should be separated by spaces, commas, or tabs. Lines should
not be longer than 80 characters. Missing data should be identified as missing, not blank or zero. Finally,
each line should be concluded with a carriage-return.

Some additional types of processing that may have to be done are: parsing the date into day, month, and
year; parsing the time into hour, minute, and second; subtracting cumulative values to obtain differences,
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removing the login, command line, and header lines from the log file; calculating the time for each sam-
ple, if only the beginning time and sampling interval are known; and transposing the data from rows to
columns. All of this processing will add to the cost of collecting the data.

Some of the problems we encountered were that only the first 80 characters of a 132 character line
displayed, carriage returns were not transmitted, a status line appeared periodically in the middle of the
data, the data were not in conventional columnar format, the data were in COV rather than hourly format,
missing data were blank, and numeric and alphanumeric data were mixed. All of these could be dealt
with, but when taken together, made data collection rather cumbersome.

The format of the data collected should be evaluated during a demonstration. If the format is not
appropriate, alternative formats are sometimes available. Sometimes trend data are available in a
"spreadsheet compatible" format, which is easily imported into a spreadsheet program, and can easily be
processed. One will need to make sure the data file can be transmitted—often it can only be recorded onto
the EMCS disk.

III. EVALUATION OF EMCS MONITORING CAPABILITIES

In order to assess the use of EMCSs for retrofit monitoring, we closely studied the EMCSs at two Loan-
STAR sites: the State of Texas Capitol Complex and Texas A&M University. We interviewed the
Energy Managers and Maintenance Supervisors at both sites, and contacted the EMCS manufacturers to
obtain as much information as possible about the systems. We also investigated the EMCS at the Com-
paq Computer Corporation headquarters. Although it is not a LoanSTAR retrofit site, it was an interest-
ing contrast to the two other agencies.

III-A. State of Texas Capitol Complex

Most of the state buildings in Austin, the capitol of Texas, are a part of a five million square foot complex
of 42 buildings. The complex is currently organized into five geographic zones. Some of the Complex
buildings are listed in Table III-A-1. This table shows what type of EMCS is installed in the building,
and in which zone the building is located. The EMCS and Zone are explained in the table Key. Also, the
Code from this table refers to codes used on the map shown in Figure III-A-1. Several buildings are sites
for LoanSTAR retrofits, and these are also indicated in Table III-A-1, in the column headed "LS". The
buildings are maintained by the General Services Commission, and steam and chilled water are generated
in several of the buildings, and distributed to the other buildings.

Previously, their EMCSs consisted of about 2800 points on a Honeywell Delta 1000 system. This system
did not function properly, and they eventually removed the building controls elements, and use the sys-
tem only for fire and security. About 35 buildings are on this system, with about 10,000 smoke sensors
that use a customized front end. There are six major systems currently in use at the complex: the
Honeywell security and fire system, a Landis & Gyr Powers System 600, a Honeywell Excel Classic, an
Andover system, a Johnson Controls 85/40, and a Teletrol Integrator 286. The control room in the
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TABLE III-A-1. State of Texas Capitol Complex Buildings.

basement of the Sam Houston building had 6 CRTs to keep in touch with these different systems. Most
of the systems have modems and phone lines. They are used 24 hours a day to communicate with this
control room.

We have focussed on the Teletrol system, because it is the most monitoring-capable EMCS installed in a
LoanSTAR building ( the Sam Houston Building and, in the future, the Capitol Extension). Also, this
seems to be the system of choice for the Capitol personnel. We will also discuss draft EMCS
specifications since these specifications will define the characteristics of future EMCSs.
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FIGURE III-A-l. Map of State of Texas Capitol Complex, in Austin. The building codes are used in
Table III-A-l to indicate which buildings have EMCSs installed.
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Teletrol Systems

The Teletrol Integrator 286 was chosen for the Sam Houston Building because it is essentially a PC, and
it can "talk" to other EMCSs from different manufacturers. This building previously used a Johnson Con-
trols pneumatic control system. When the Teletrol system was installed, they installed a switch to switch
between the pneumatic system and the new DDC system. This was used while debugging the program-
ming. The Teletrol system can be programmed in C, a high-level programming language, which the per-
sonnel are comfortable with. Teletrol supplies numerous commonly used subroutines, such as schedules
or PID loops. When the system was installed, it was programmed by Teletrol, and then the onsite person-
nel adapted it as necessary. In the Teletrol Controller box are a PC motherboard, A/D boards, and
modem. The Controller can communicate via a 250 kBaud LAN, phone lines, or RS232 connection to a
Workstation (personal computer, or equivalent), figure III-A-2 illustrates the architecture used by
Teletrol, and the type of equipment available for this
as MCF (Management/Communications Package). Teletrol uses an open protocol bus, so that it can talk
to equipment made by others (for example, VAV controllers).

Data Recording: For the Teletrol system, any point within the system can be trended, using the History
facility. Data are stored in the Controller's memory, jand they can be retrieved to the Workstation at any
time. To view collected data on the Workstation, one! must first retrieve the data from the Controller, and
then store them in a disk file. Then the disk file contents its can be viewed using MCP software.

system. The Workstation runs software referred to

Data Averaging: The Teletrol system can sample da te at any interval from once every second to once
every 24 hours, or it can be recorded on every scan. The system can also collect average data. When a
point is selected to be monitored, the system needs to know what "attribute" of the point is to be moni-
tored. This can be the actual value, the setpoint, or a statistic on the point: the maximum, minimum, or
average value of the point over some specified interval. The average statistic is the attribute that would
be used in LoanSTAR monitoring. The time interval can be anywhere up to 90 minutes.

This system can also collect COV data, by creating a virtual point which takes it's input from the analog
input, but which has a "flux," or granularity, of the desired value. The flux, similar to precision, is the
amount by which the analog input value must change before the value of the virtual point changes. It can
also be programmed to collect data only when a point's value is outside of a predefined range. While
these forms of data collection do not conform with protocols for data collection within the LoanSTAR
program, they would be innovative means of collecting very informative data for use in building and sys-
tem diagnostics.

Data Storage: The Teletrol history facility can record up to 999 samples per point, and can monitor any
point within the system. The total number of samples that can be stored in the memory of the controller
is 20,000.

Data Time Format: When specifying that the average statistic is to be calculated over an hourly interval,
one also specifies at what time the calculations are to begin. It is possible that if the system were res-
tarted, it would stray from the original schedule. However, since the Teletrol system is geared towards
flexible user programming it is also possible to custom-program the system to perform the sampling and
averaging, and specifically to avoid this problem. The technical support representative of Teletrol
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FIGURE III-A-2. Architecture of a Typical Teletrol Integrator Energy Management and Control
System. (Source: Reprinted with permission from Teletrol Systems, Inc.)
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estimated that this would require on the order of ten to fifteen lines of C code.

Remote Connection: There are several ways in which one might be able to connect to the Teletrol system.
These methods are illustrated in Figure III-A-3. Teletrol does not support a generic terminal connection
into the Controller, so their proprietary MCP software! must be running on the connecting computer. This
is due to Teletrol's concern for robust and reliable communication with the controller, and a CRC (Cycli-
cal Redundancy Check) error checking protocol is used by MCP. The connection can be made via a
LAN, RS232, or modem/telephone connection. Since RS232 communication can only be carried out
over a limited distance, this requires the polling computer to be on-site. With a LAN connection, simi-
larly, the computer would have to be on-site. Researchers in the Energy Systems Laboratory (ESL) at
Texas A&M University are currently investigating the communications and data format issues involved
with the Teletrol system by using this method of con lection to a dedicated Teletrol Controller, installed
in their laboratory. For remote monitoring, a modem connection would be used (see Proprietary Method,
in Figure III-A-3). This is not an ideal method of collecting data, since it would require LoanSTAR to
install onto its polling computers a different proprietary program for each building it monitors.

Another method (Remote Control, shown in Figure III-A-3) uses the pcANYWHERE program. This pro-
gram essentially allows remote control of a computer. A "host" computer initiates ahost, which is a TSR
(terminate/stay resident) program, and then invokes the EMCS program. The resident ahost program,
runs in the background, constantly watching for a modem connection from a remote computer running its
counterpart program aterm. Once ahost detects the presence of another computer running aterm, it allows
the person using the remote computer to issue commands to the local computer. It is possible to pass-
word protect this connection. Any remote computer, then, can run the software on the local computer.
The result of all this is that the remote polling computer can run a common and commercially available
program to make a connection to the Teletrol EMCS and run the proprietary MCP software. Several
EMCSs use pcANYWHERE for remote communication, so it could be used fairly generally.

A Teletrol Integrator 286, such as the one at the Capitol Complex, can have up to four serial ports: C0M1
is used for a modem, COM2 is used for a direct connect to a MCP computer, COM3 is used for the open
protocol bus, and COM4 is used for diagnostics. At the Capitol complex, a modem is installed in C0M1,
but it is in constant use to communicate with the remote MCP console. One possible solution is to install
another device in the system. At a minimum, this could be an IBM PC (or compatible) with at least 210K
of free RAM, a disk drive large enough to hold the collected data (probably not much), and a modem and
phone line to communicate with LoanSTAR polling computer. This computer then could use an RS232
connection to the Controller (a serial card may have to be installed in the Controller, at an estimated cost
of $220). This has a limitation that the computer would have to reside within fifty feet of the Controller.
Alternatively, a LAN card could be installed in the computer (this card has an estimated cost of $710, and
another card may have to be installed in the Controller as well, at the same cost). In both cases, the
proprietary MCP software would have to be installed. If this must be purchased, it has an estimated cost
of $3000. This cost is roughly equivalent to the cost of a data logger.

Remote Data Transfer: When using the Proprietary Method, the retrieved data are stored on the disk of
the remote polling computer. In the Remote Control Method, the same procedure is used to retrieve the
data, although they are stored to the local disk. The data must then be displayed on the remote screen,
and simultaneously captured into a log file on the remote computer disk.
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FIGURE III-A-3. Methods of Connecting to a Teletrol EMCS and Transferring Data. In each case,
equipment on the left is at the building site, and equipment on the right is at the LoanSTAR monitoring
headquarters. In the Proprietary Method, data are collected directly from the EMCS controller, using
proprietary software on the monitoring computer. In the Remote Control Method, a monitoring computer
operates the EMCS host computer remotely, to transfer data from the EMCS controller directly to the
monitoring computer. In the File Transfer Method, the EMCS host computer transfers collects data from
the EMCS controller, and stores them on its hard disk. The monitoring computer then operates the
EMCS host computer to transfer the data from the host's hard disk.
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A simpler variation on this method is possible (File Transfer Method, shown in Figure III-A-3). It is pos-
sible to program MCP to automatically retrieve data from the Controller once a day, and store the data in
a disk file. This is done by programming the Controller to issue an alarm once a day, and having that
alarm initiate a keyboard macro which carries out the retrieval procedure. Once the data are on the disk,
MCP can be exited, and the file can be transferred. We have successfully used this same method, and the
pcANYWHERE program, to collect data from the Barrington Systems EMCS that is installed in buildings
at LBL. If a dedicated computer is added to the network, this would work well. However, if a connection

is established with the existing computer, taking over and exiting MCP would not be a reasonable option.

Soon, Teletrol will offer a version of the MCP software
advantage of Dynamic Data Exchange. This would
a communications program at the same time, within
tially any communications program that allowed file:
would then be possible to transfer the data without
noticing the connection. This would be referred to as
of this form of transmission would have to be established,

that runs under Microsoft Windows, and takes
How the EMCS computer to run MCP, and also run
another window (iconified). This could be essen-

> to be transferred, and supported a "host" mode. It
CP being interrupted, and without an operator even
a Window-based Method. The speed and reliability
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Rapid Process: The fastest way to transfer files would be with a dedicated line into the Controller. This
communication could take place at up to 150 kBaud. Using a modem, the transfer is limited to 2400 or
9600 Baud. If the data must be retrieved from the Controller before accessing, the transfer would be

Simple Process: As Table III-A-2 illustrates, the interaction with MCP software is fairly simple. How-
ever, it is menu driven, and uses arrow keys or a mouse to navigate the system, so it would be more
difficult to automate. Using the File Transfer Method, however, no interaction with MCP is required, and
the simplicity of requesting the data depends on the file transfer procedure of the communications pro-
gram being used. The procedure used by pcANYWHBRE to transfer a disk file is illustrated in Figure III-
A-4, taken from another study using the Barrington Systems EMCS at LBL. This was quite simple to
automate.

TABLE III-A-2. Method for Downloading Data from Teletrol EMCS.



C: \>asend

FIGURE III-A-4. pcANYWHERE's Facility for Transferring Files.
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slower. Using the File Transfer Method, the transfer would take place fairly quickly, since the data have
already been retrieved to the EMCS computer.

Error Detection: In the Teletrol system, the Remote Control Method is susceptible to undetected com-
munications errors, since data are "captured" and rather than being transferred using an error-checking
protocol. Using the File Transfer Method, error detection would depend on the file transfer protocol used.
Most protocols include robust error detection. pcANYWHERE includes error checking as an option in its
file transfer mechanism. Transfer is slower when error checking is selected.

hod would require that the operator allow the moni-
eriodically. This is far from ideal. When it is possi-
tem, it should be possible to transfer data without

Local/Remote Interference: The Remote Control Me
toring team to take over operation of MCP software p
ble to run MCP under a multitasking operating sys
interfering in any way with MCP operation.

Data Format: Data from the Teletrol system can be stored in a comma separated ASCII format, to facili-
tate importing into spreadsheet and data base programs. A sample of one data format is shown in Figure
III-A-5. However, if the data are captured rather than transferred, more processing will be required to
remove other information from the transaction from the log file.

EMCS Specifications

The General Services Commission has prepared specifications to be used for future EMCS acquisitions,
and these specifications cover most of the characteristics that are required for EMCS monitoring. The
capabilities of future systems are therefore determined by these specifications so it is informative to
investigate how the specs compare to the guidelines. Below are excerpts from the specifications.

Data Points: Not discussed in specifications.

This will depend on the particular project.

Data Accuracy: All sensors and controller shall be commercial grade quality and shall be installed
according to the manufacturer's recommendations. Temperature sensors shall be of the wire
wound resistive element type (RTD) or thermistors. Duct air sensors shall use a bulb type element,
except for where averaging type elements are indicated. Room air sensors shall be of a bulb type
mounted beneath a thermostat cover. Chilled water sensors shall be insertion type. Provide
averaging type elements for cooling coil discharge air temperature sensing. Sensors shall have
accuracy of 0.5 degree. Pressure sensors and differential pressure sensors shall be piezoresistive
strain-gauge with temperature compensation. Sensors shall not require external power sources.
Sensors shall be selected to provide linear indication with an adequate span for the application.
Sensor shall be 0-10V, 4-20 mA or resistive output. Insure sensors are rated to operate at tempera-
ture of sensed media. Sensors shall have an accuracy of 1% of full scale. Space and duct humidity
sensors shall have sensing span of 10% to 90% relative humidity. All sensors shall be corrosion
resistant and temperature compensated. Adjustments shall be factory calibrated. Sensors shall
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FIGURE III-A-5. Logfile Collected from Teletrol Integrator 286, at ESL.
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have an accuracy of 3%.

These sensor specifications are sufficient for most monitoring applications.

Sensor Calibration: Temperature sensor assemblies shall be readily accessible and adaptable to each
type of application in such a manner as to permit quick, easy replacement and servicing without
special tools or skills. Complete installation and proper operation of the DDC control system shall
include debugging and calibration of the entire
procedure and perform testing calibration anc
Demonstrate satisfactory operation of points randomly selected by the Engineer. If more than 10%
of the selected points fail to perform as expected, repeat entire testing procedure.

This allows a substantial fraction of sensors to be ou
tion. However, it does indicate that a report of calib
are documented.

control system. The contractor shall prepare a test
adjusting of entire system. Submit written report.

of calibration. It also says nothing about recalibra-
ation be filed, so that at least the calibration efforts

Data Recording: A variety of Historical data collection utilities shall be provided to automatically sam-
ple, store and display system data in all of the following ways: Continuous Point Histories: Stan-
dalone DDC panels shall store Point History piles for all analog and binary inputs and outputs.
The Point History routine shall continuously and. automatically sample the value of all analog
inputs. Samples for all points shall be stored for the past day (minimum) to allow the user to
immediately analyze equipment performance and all problem-related events for the past day. Point
History Files for binary input or output points and analog output points shall include a continuous
record of changes or commands for each point.

This ensures that data can be recorded.

Data Averaging: Analog/pulse totalization: Standalone DDC panels shall have the capability to automat-
ically sample, calculate and store consumption totals on a hourly, daily, weekly, or monthly basis
for user-selected analog and binary pulse input-type points. Totalization shall provide calculation
and storage of accumulations of up to 99,999.9 units (e.g., KWH, gallons, KBTU, tons, etc.).

This type of totalization is necessary. However, it is not always possible to collect trends on totalized
data, which is what is needed for hourly averages.

Data Storage: Each DDC panel shall have sufficient memory to support its own operating system and
databases including historical/ trend data for all points. Measured and calculated analog and
binary data shall also be assignable to user-definable trends for the purpose of collecting operator-
specified performance data over extended periods of time. Sample intervals ofl minute to 2 hours,
in one-minute intervals, shall be provided. Each standalone DDC panel shall have a dedicated
buffer for trend data, and shall be capable of storing a minimum of 5000 data samples. Trend data
capability for all input and output points shall be stored at the Standalone DDC panels, and
uploaded to hard disk storage when archival is desired. Uploads shall occur based upon either
user-defined interval, manual command, or when the trend buffers become full Sufficient hard disk
bulk storage shall be provided to accommodate all fully configured point data bases, all application
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databases, all graphics data bases, all user-defined reports, and all historical data archival.

5000 samples is sufficient for energy monitoring, but availability will depend on what else is being
trended for building operation purposes. Uploads to archival media however, ensure that overflows will
not occur.

Data Time Format: In the event of the loss of normal power, there shall be an orderly shutdown of all
standalone DDC panels to prevent the loss of database or operating system software. Non-Volatile
memory shall be incorporated for all critical controller configuration data, and battery back-up
shall be provided to support the real-time clock and all volatile memory for a minimum of 72 hours.
Upon restoration of normal power, the DDC panel shall automatically resume full operation
without manual intervention. Should DDC panel memory be lost for any reason, the user shall have
the capability of reloading the DDC panel via the local area network, via the local RS-232C port,
or via telephone line dial-in.

This does not necessarily ensure that data collection will occur when it is expected. It may collect data at
specified intervals and not at specified times.

Remote Connection: Auto-dial/'auto-answer communications shall be provided to allow at least one stan-
dalone DDC panel on the LAN to communicate with remote operator stations on an intermittent
basis via telephone lines, to communicate information from any LAN panel to a remote PC. Opera-
tors at dial-up workstations shall be able to perform all control functions, all report functions, and
all database generation and modification functions as described for workstations connected via the
local area network. Routines shall be provided to automatically answer calls, and either file or
display information sent from remote DDC panels. The fact that communications are taking place
with remote control systems over telephone lines shall be completely transparent to an operator.
Dial-up communications shall make use of Hayes compatible 300/1200/2400 Baud modems and
voice grade telephone lines. Each standalone DDC panel may have its own modem, or a group of
Standalone DDC panels may share a modem. Each DDC panel shall have sufficient memory to
support its own operating system and databases including dial-up communications from at least one
panel.

This ensures that a remote connection will be possible, although it may still require proprietary software.
It does not address the possibilities of the alternative methods of connection.

Remote Data Transfer: Not discussed in specifications.

This does not ensure that data can be accessed remotely.

Simple Process: Not discussed in specifications.

This does not ensure that the process will be easily automated.
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Rapid Process: Not discussed in specifications.

This does not ensure that the process will be rapid.

Error Detection: The design of the Facility Management System shall network operator workstations and
Standalone DDCpanels. Inherent in the system'is design shall be the ability to expand or modify the
network either via the local area network or auto-dial telephone line modem connection. The LAN
shall have error detection, correction, and retransmission to guarantee data integrity.

This ensures that communications over the LAN will t>e robust, although the remote transfer of data may
still be susceptible to communication errors.

Local/Remote Interference: A PC workstation may serve as an operator device on a local area network,
as well as a dial-up workstation for multiple auto-dial DDC panels or networks. Alarm and data
file transfers handled via dial-up transactions shall not interfere with local area network activity,
nor shall local area network activity keep the workstation from handling incoming calls. Password
protection shall be provided, and three levels
allows only data access and display.

of access shall be provided, including one which

This will prevent some forms of conflicts, although it does not address more basic forms of interference,
such as the requirement to remotely take over the system in order to access data.

Data Format: All trend data shall be available in disk file form for use in 3rd Party personal computer
applications. Data shall be stored in ASCII format, in addition to any other common formats pro-
vided.

This ensures that the data will be readable.

III-B. Texas A&M University

The campus of Texas A&M University, at College Station, Texas, consists of roughly 200 buildings (see
Figure III-B-1). The LoanSTAR retrofit program currently covers projects in the Zachry Engineering
Center, although applications have been submitted for projects in the Kleberg Animal and Food Sciences
Center, the Eller Oceanography & Meteorology Building, and the campus Power Plant. Texas A&M's
Energy Systems Laboratory (ESL) has the primary responsibility for monitoring and analysis for the
LoanSTAR program, so this site is their home base.

Since the Zachry Engineering Center is the only building on campus that both has an EMCS and has
received LoanSTAR retrofits, it is the focus of the first part of this investigation. The power plant is in
the process of installing customized control and data acquisition systems. While this is not truly an
EMCS, it has many of the same characteristics of a building-based control system, and it will also be
covered in this discussion.
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FIGURE III-B-1. Map of Texas A&M Campus in College Station. The building numbers are used in
Table III-B-1 to indicate which buildings have EMCSs installed.
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There are several different EMCS models installed in different buildings throughout the campus, as listed
in Table III-B-1. There was originally a Honeywell Delta 2000 system installed in 53 buildings, but it
never worked as required, and is no longer functional. There are currently about 17-18 buildings with
Johnson Controls EMCSs, and there is a JC Metasys in the Medical Sciences Library. There is a
Honeywell Excel system in each of two buildings. The principal system, however, is a Landis & Gyr
Powers System 600. About 25 buildings have Landis & Gyr equipment installed, and the University has
a National Purchase Agreement to purchase their equipment (essentially a Sole Source Contract, enabling
them to avoid the costly and time-consuming bidding process). The campus has separate fire and security
systems, which are not in any way integrated with the EMCS.

TABLE III-B-1. Buildings on Texas A&M Campus with EMCSs.
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Landis & Gyr Powers

There are 230 System Control Units (SCU's) on the campus, and eleven host computers, referred to as
Insight AT's. Each of these controllers and hosts has a modem, and the entire system is networked using
a PBX telephone system. Figure III-B-2, is a diagram showing a typical System 600 network architec-
ture.

The Zachry Engineering Center recently upgraded its EMCS with Landis & Gyr equipment. This build-
ing was built in the early 1970s. It consists of classrooms, auditoriums, labs, and staff offices, and it
operates 24 hours a day, although most intensively during weekdays. Under the LoanSTAR program, the
system was retrofitted from DDCV to VAV operation.

Below we discuss the characteristics of the Landis & Gyr System 600 EMCS, as it is installed at the
University, and in particular, in the Zachry building. We use the guidelines discussed in the previous sec-
tion for evaluating the EMCS for monitoring applications.

Data Points: Since May of 1989, the LoanSTAR monitoring team has monitored pre-retrofit consump-
tion, using a dedicated monitoring system. Since April 1990, they have also extensively monitored one
of the air handling units (Katipamula and Claridge 1992). Some of the points being monitored are shown
on the left-hand side of Table III-B-2.

The EMCS in the Zachry building has tens of thousands of points in 96 zones: the building has 400 VAV
boxes, each of which has 99 points. Many of the points monitored by LoanSTAR are also available from
the EMCS (see the right-hand side of Table III-B-2). Researchers at ESL have begun collecting data
from the EMCS at Zachry. The points they are collecting are: building chilled and hot water temperature
differences and flowrates, whole-building electricity consumption, and for one air handling unit, cold and
hot deck temperatures, mixed air temperature, fan speed, and static pressure. These are equivalent to
Level 1 or Level 2 monitoring (see Claridge et al. 1991).

Data Accuracy: For the hot and cold water flow, Dieterich Standard's Annubar flow meter and
Rosemount transmitters are used. For the VAV box air flow rates, they use Naylor Industries pitot tube
sensor, with a transmitter that is integral to the VAV controller. Temperatures are measured with RTDs.
The electrical power is measured using current transformers, and watt transducers.

Researchers at ESL have compared the data collected by this EMCS with the more conventional Loan-
STAR monitoring equipment. Most of the temperature, the fan speed, and static pressure data were very
close to the LoanSTAR data. The flow data for the building's hot water supply were incorrect however.
It was discovered that the LoanSTAR paddle-wheel flow sensor was installed on the pipe supplying the
entire building, while the EMCS Annubar sensor was installed on a recirculation line, and hence they
were not reading the same values. The water flow data on the building's chilled water supply was also
incorrect. Upon closer investigation, however, it was discovered that the EMCS data were being reported
in gallons per minute, not gallons per hour as the EMCS indicated. A scaling factor was applied to
correct this discrepancy. The data still did not match the LoanSTAR flow data, and it was discovered that
the LoanSTAR flow data were incorrect by a factor of 100. When this was corrected, the chilled water
data matched well. The whole building power readings were obviously erroneous, and when this was
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FIGURE III-B-2. Architecture of a Typical Landis & Gyr System 600 Energy Management and
Control System. (Source: Reprinted with permission from Landis & Gyr Powers, Inc.)
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TABLE III-B-2. Available Data in the Zachry Engineering Center.

brought to the attention of the management, the equipment was replaced, after which the data were within
about 10% of the LoanSTAR data.

Sensor Calibration: The campus does not have a specific program for recalibrating sensors, although their
maintenance contract with Landis & Gyr Powers includes calibration. They are considering sending one
of their Annubar flow meters to the Energy Systems Laboratory for calibration.

Data Recording: The Landis & Gyr Powers System 600 has three facilities to record and report data:
trending, remote trending, and archiving. The trending facility is capable of recording data for 50 vari-
ables: five groups at ten points each. These data are originally acquired by the remote control unit, but
then are immediately transmitted over the network to be stored on the host computer's disk. Few of the
available trend points are being used at the site, so trend capacity is not a problem.

Remote trending is a facility very similar to trending, except that the data are stored in the local memory
of a remote control unit, and are only transferred to the host computer upon request. With remote trend-
ing, the limitation on the amount of data that can be collected comes from the amount of memory avail-
able on the remote unit. This is the method used in the SCU's at the Zachry building.

In the archive facility, the data are transmitted just as in the trending facility, and are then stored in a
dynamic file, to be archived to a more permanent disk file once a day. Only this permanent file can be
accessed, so data within the last day are not available.

Data Averaging: In the Landis & Gyr Powers EMCS, it is somewhat difficult to obtain hourly averages.'
There is a command called "TIMAVG" which allows averaging of sampled data. However, it can aver-
age a maximum of only 10 samples. Therefore, it was set to sample once every six seconds, and average
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ten such samples to obtain an average value for every minute. Ten of these one-minute averages are then
averaged to obtain a ten-minute average, and six of these ten-minute averages are averaged to obtain an
hourly average.

Data Storage: Researchers at ESL have been collecting
saving 192 samples (8 days) per point. The data
depends on amount of memory left over after programming,
this site.

data on ten points from the EMCS, and they are
re stored on the SCU, and the available storage space

Storage capacity has not been a problem at

Data Time Format: It is possible to record data on

data are used almost exclusively. The timing of th

be sampled at any time during the hour, or they

either a scheduled or a change of value (COV) basis
(for a more complete discussion of COV monitoring, see Heinemeier et al. 1992), although scheduled

samples is not as crucial as the timing of the averag-
ing, due to the way data are averaged. In fact, the hourly averages only change once per hour, so they can

be sampled using a COV basis. The timing of the
averaging process is crucial, and so far has not been a problem.

Remote Connection: The SCU's are connected by modem and a PBX telephone system, and there is only
one outside phone line to enter this system. It was possible to call into one of the SCUs using this phone
line, although this caused conflicts (see #13 below), and is no longer considered feasible. Since the Loan-
STAR monitoring team is located in the building next door to Zachry, it was possible to establish a hard-
wired connection into one of the SCUs, using a 4800 Baud RS232 connection.

Remote Data Transfer: As was done with other sites, data transfer was achieved by displaying the trend
report onto the remote computer screen, and capturing it to a log file as it comes through.

Simple Process: The method used to request data is shown in the log file in Figure III-B-3. Responses to
a lengthy series of questions must be supplied, although it is not difficult to automate. The polling carried
out by ESL researchers uses a script file to automate the transaction.

Rapid Process: In a previous case study using a Landis & Gyr Powers System 600, the transaction took
quite a bit of time. The phone connection between the remote and host computers was somewhat slow.
However, the limiting factor was probably due to the fact that the host computer had to retrieve the data
from an SCU, and the polling procedure was somewhat slow. Since ESL researchers have a hardwired
connection to the SCU, however, communication ta
there is no intermediate host computer.

Error Detection: Since the transfer is simple captu
detection.

kes place at a relatively high speed: 4800 Baud, and

e of data as it comes to the screen, there is no error

Local/Remote Interference: There is only one outside telephone line into the PBX system. This line is
used periodically by Landis & Gyr Powers personnel to troubleshoot the system from their offices in Col-
lege Station and in Houston. Therefore, it is considered unacceptable to tie up this line for energy

For comparison, LoanSTAR data acquisition systems scan approximately every six seconds.
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FIGURE III-B-3. Logfile Collected from Landis & Gyr Powers EMCS at Texas A&M.



monitoring purposes. Also, polling the SCU in the Zachry building requires tying up the only connection
to the Zachry SCU. Therefore, no one either on the campus or offsite could connect to the SCU. This
again is considered unacceptable. The campus is considering installing additional modems in some of the
SCUs, since the limitation of allowing only one user to communicate with a building at a time is a prob-
lem for them as well. If it were possible to install an additional outside telephone connection to the PBX
system, it may be possible to use this system to remotely poll data. However, for the time being, it is not
a possibility.

With the hardwired connection between the LoanSTAR monitoring team and the Zachry SCU, there is no
potential for conflict, and this connection could be used to obtain data from any of the campus' Landis &
Gyr SCUs. However, this method has one drawback in that only one of LoanSTAR's computer's is con-
nected to the SCU, and thus only this computer could be used for polling the data. Also, one should
remember that the only reason this method is a possibility is that the monitoring team is permanently on
site. Thus, this could not be considered a viable alternative for any other sites.

Data Format: The log file in Figure III-B-3 shows the data format, which is not difficult to process.

Central Power Plant, Custom Data Acquisition System

The power plant on the campus of Texas A&M is also in the process of installing a system to monitor and
control its equipment. This power plant supplies electricity, chilled water, hot water (for heating), domes-
tic hot water and steam to about 200 buildings on campus. Equipment at the power plant includes three
3350 ton steam-driven centrifugal chillers, one 3350 ton electric chiller, five 1015 ton steam-fired absorp-
tion chillers, three 950 ton Trane steam-fired absorption chillers, one four-cell cooling tower, one 15 MW
gas-fired Cogeneration turbine, one 12.5 MW generator, one 5 MW generator, four boilers, and two hot
water steam turbine pumps. Retrofits considered for the LoanSTAR program include retubing three
steam driven chillers, replacing gas fired absorption chillers with absorption chillers run off of heat from
the campus' gas-fired Cogeneration plant, and replacing a steam turbine pump with electric drive pump. In
addition to LoanSTAR retrofits, the plant's control and data acquisition systems are currently being
revamped. All of the design and labor is being done in house.

The first phase of their controls work consisted of a Westinghouse Distributed Processing Family
(WDPF) data acquisition system (DAQ), completed in August of 1992. This DAQ system is a stand-
alone unit, and has built in programming languages which include block configuration and ladder logic,
in addition to higher level programming languages. The next phase is scheduled for completion in March
or April of 1993. The control and data acquisition system are a complex interconnection of networked
computers (see Figure III-B-4). One of the boilers is about to undergo a retrofit to a variable frequency
drive on it's 300 HP motor. They will take advantage of its downtime to install new control and DAQ
equipment. Another boiler will be down soon for its annual maintenance, and this device will also be
instrumented. They plan to do this for all the equipment eventually.

Currently, pneumatic signals come into the control room, and information is displayed on mechanical
strip charts. Strip charts are being phased out, so CRT displays are currently being installed, next to the
older strip charts. The operators have all had quite a bit of experience in this field, and follow written
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FIGURE III-B-4. Architecture of the Data Acquisition System Used at the Power Plant at Texas

A&M.



procedures-which have also been useful for training. The instrumentation designers are using these writ-
ten procedures, as well as interviews with the operators to determine appropriate person-machine inter-
face for the new control system. They are asking not only how do they do what they do, but also how
could they do what they do?

Eventually, there will probably be one screen for each boiler, since it would be a problem to switch back
and forth between screens, particularly when bringing two boilers up at the same time. The information
on the screens will be bar charts along with limits, for eight parameters, primarily for starting up equip-
ment. For normal operation, the display will look like a strip chart, very similar to what they're using
now. There will be an Auto/Manual Station with buttons, and tabular data. The interface will include a
keypad, but a mouse was not considered acceptable* Clearly, much thought is going into making sure the
system is as familiar as possible to the operators.

This new control system will not be mixed with the data acquisition (DAQ) functions, particularly for the
large equipment. Their DAQ system will enable them to do trends and graphs, and hourly data is not
enough resolution. They will also have a mathematical model, for plant optimization. It will recalculate
every five minutes, and be integrated with DAQ.

Below are discussed the capabilities of this system for remote monitoring of the plant.

Data Points: Monitoring at this facility will include a large number of system variables.

Data Accuracy: Accuracy is a high priority in this type of application. They will record temperatures to
+/- 0.1 F, and differential pressures to +/- 0.25 PSI.

Sensor Calibration: They will follow standard industrial procedures for calibration.

Data Recording: The Westinghouse WDPF data acq lisition system records historical data.

Data Averaging: The DAQ system will scan five times per second, and will keep 15 minute average,
minimum, and maximum data.

Data Storage: They will store data on CDROM—which will have sufficient capacity for monitoring.

Data Time Format: The WDPF has redundant processors and the power supplies are run off of a UPS
(uninterruptible power supply).

Remote Connection: It will be possible to connect to the system using pcANYWHERE. (For a more
thorough discussion of pcANYWHERE, see section
in Figure III-B-4.

Remote Data Transfer: pcANYWHERE can be used

II-A.) This pcANYWHERE connection is illustrated

to remotely connect to the system, and to transfer
data. (For a more thorough discussion of pcANYWHERE, see section III-A.)

-34-



Simple Process: pcANYWHERE can be used to remotely connect to the system, and use the Oracle Data-
base to select the required data. A disk file can be transferred from the local disk to the remote disk,
using pcANYWHERE's file transfer utility. (For a more thorough discussion of pcANYWHERE, see sec-
tion III-A.)

Rapid Process: The system currently communicates at 2-10 MBaud. In about two years, it will be
upgraded to communicate at 100 MBaud.

Error Detection: pcANYWHERE''s file transfer utility allows error checking.

Data Format: They will be stored using an Oracle database, and can be reported using SQL-Forms, (an
Oracle program), or any other report builder, such as Power Builder.

III-C. Compaq Computer Corporation

The headquarters site for Compaq Computer Corporation is located in Houston, Texas. This facility has a
total of 3.7 M ft in 13 administrative buildings, and 7 manufacturing buildings (see Figure III-C-1).
There are 6500 employees at this site. These buildings house manufacturing, shipping, engineering and
administrative functions. The facility was originally organized into three zones: North, South and West.
There is-a Johnson Controls Metasys EMCS in the North Zone, and a Staefa Phoenix system in the West
and East zones. The West zone also has a Trane Tracer chiller control panel, and all buildings in the
West zone are monitored, using a hardwired connection to a Hewlett Packard data acquisition system and
a SuperSymmetry system that collects and displays data at intervals of one minute.

Although this is not a LoanSTAR site, they are a very forward-thinking and environmentally responsible
corporation, and studying their EMCS is instructive. We will focus on the Johnson Controls Metasys sys-
tem.

Johnson Controls Metasys

Compaq is a beta-test site for some of Johnson Controls' software—they are helping to develop new
software by trying out programs and and are providing feedback on what they find useful, and what else
would be of use to them. Burt-Hill-Kosar-Rittelman Associates were hired to write the specifications for
their future EMCS.

There are 2 Metasys boxes per building, although most of the control is done by the control panels from
an earlier JC/85/40 system. The Metasys uses two levels of communication, (see Figure III-C-2), and at
this site the EMCS communicates using a fiber optic network between buildings, and coaxial cable within
buildings. The fiber optic network is referred to at the Nl LAN, and uses the industry standard ARCNET
(TM), developed by Datapoint Corporation. This is a 2.5 MBaud peer-to-peer token passing network
used in office automation and industrial control applications, and it is a de facto industry standard, with
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FIGURE III-C-1. Map of Compaq Computer Corporation complex, in Houston.



over a million connected devices worldwide. This network connects the Network Control Units (NCUs)
and Operator Workstations.

The other network is referred to as the N2 Bus. It utilizes the Optomux communication network, to con-
nect modules within the NCU, and also to connect to local application-specific controllers. This is a
third-party published protocol, developed by Opto-22 for use in factory settings. It is a multidrop (daisy-
chain) bus, that uses RS485 connections (three wire phone cable) and runs at 9600 Baud.

At this site, they collect hourly energy consumption data, and keep the data on the EMCS for a period of
one year. All data within the system are stored in a DBase format. The Metasys software operates under
Microsoft Windows, and makes use of the Dynamic Data Exchange server, in a utility called Metalink.
Using this utility, data collected by the EMCS can be viewed in another program, such as Lotus 1-2-3, or
Excel. The graphics displays are dynamic, meaning that as new data are collected, the display is automat-
ically updated.

We now discuss the capabilities of this EMCS for monitoring.

Data Points: Compaq measures whole-building electricity consumption, and chilled water tons con-
sumed. All plant variables are collected whenever the chillers operate. Thus, this does not represent con-
tinuous time-series data. However, this may be a compact way of collecting data that are of the most
interest for diagnostics and tracking.

Data Accuracy: Flowrates are measured, for calculating chilled water tons delivered to the buildings,
using insertion-type turbine flowmeters.

Sensor Calibration: Compaq does not have a contract with Johnson Controls to recalibrate sensors,
although they monitor the values they record closely.

Data Recording: There are two different programs in the Network Control Module (NCM, the main pro-
cessor in the NCU). First is Point History, which automatically samples every point at 30 minute inter-
vals, and stores the data for 24 hours in the NCU. It also records the last ten changes for every binary
point. These data can be automatically uploaded to the Operator's Workstation for more permanent
storage. User Trend is a program that allows the user to create custom history files.

Data Averaging: Totalization is carried out in the NCM. Analog and Pulse Totalization are used to moni-
tor consumption of chilled water, steam, gas, electricity, or other variables monitored with either analog
or pulse input sensors. Totalized values are kept on an hourly, daily, weekly, or monthly basis, and they
can be automatically uploaded to the Operator Workstation.

Data Storage: Any number of points can be trended. When the NCM's memory fills up, it can automati-
cally send it to the Operator Workstation. Any number of points can be totalized, limited again by NCM
memory. One of the Metasys Operator Workstations at Compaq has a 640 Mbyte disk.
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FIGURE III-C-2. Architecture of a Typical Johnson Controls Metasys Energy Management and
Control System. (Source: Reprinted with permission from Johnson Control, Inc.)
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Remote Connection: There are several ways to connect to this system, most of them identical to methods
discussed in section III-A. They do support a Generic Terminal connection, using standard VT100 termi-
nal emulation. This method was used in several earlier case studies (see Heinemeier et al 1992). Another
possible method is the Proprietary Method, using proprietary Operator Workstation software on a remote
computer. The Remote Control Method, using pcANYWHERE, can also be used with this system. It
might be possible to use a Window-Based Method to connect to the Operator Workstation, within a win-
dow, and transfer a disk file. Johnson Controls engineers are currently investigating this technique.

Remote Data Transfer: It is not yet known whether it would be possible to capture data using a Generic
Terminal connection. Using any of the other methods, however, it should be possible to transfer the data.

Simple Process: As discussed in section III-A, the simplicity of the data transfer will depend on the
method chosen, and the communications software used.

Rapid Process: As discussed in section III-A, the speed of the data transfer will depend on the method
chosen.

Error Detection: As discussed in section III-A, error detection will depend on the method chosen.

Local/Remote Interference: As discussed in section III-A, the degree of operator interference will depend
on the method chosen.

Data Format: Data can be stored in virtually any format desired. Figure III-C-3 is a sample of one format
used at Compaq Computer Corporation.

IV. ORGANIZATIONAL ISSUES

The guidelines have been very helpful in determining the appropriateness of an EMCS for monitoring.
However, since all systems are different, and many require minor modifications, it is also important that
there be someone within the agency willing and able to provide some assistance in assessing the capabili-
ties of the systems for monitoring. As seen in previous sections, the methods for accessing data range
from being entirely transparent to the operator, to requiring the remote computer to completely take over
the host computer. These methods also often require setting the system up to do something it hasn't been
used for before. Since the remote monitoring staff is necessarily using an agency's equipment, there must
be a great deal of cooperation, interest, and teamwork. There must be information on the EMCS,
resources to devote to the project, and incentive to work cooperatively with the monitoring team. These
issues are often determined more by the structure of the organization than by any characteristics of the
EMCS, the site, or the individuals. They are also often quite difficult to assess, since they are non-
technical in nature, and not easily quantified. We investigated some of these organizational issues at
these case study sites, by interviewing Energy Managers and Maintenance personnel involved with
EMCS operations. Here, we outline the administrative structures of each of the agencies as they relate to
energy and facility management, and then we discuss how this impacted our ability to use the EMCSs, or
to assess the use of the EMCSs. Thesese administrative structures are also summarized in Table IV-1.
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TOTAL KWH 338,712 TOTAL KWH 328.151

FIGURE III-C-3. Data Format used in the Metasys EMCS at Compaq Computer Corporation.
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Table IV-1. Institutional Organization at EMCS Sites.
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Table IV-1. Institutional Organization at EMCS Sites.
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IV-A. State of Texas Capitol Complex

The agency responsible for energy and facilities management at the Capitol Complex is Building and
Property Services, within the General Services Commission. The organization is currently undergoing a
restructuring, to implement total quality management (TQM) principles.

Energy Manager

The Energy Manager is responsible for developing and implementing energy conservation projects, as
well as energy education with state employees. The Energy Manager has no project budget, and all con-
servation projects are paid for by Utilities and Planned Maintenance. One result of the restructuring is
that the new Division Director is quite familiar with energy management, and will be more supportive of
energy conservation projects. Within Building and Property Services is an Energy Manager, a Controls
Group, and several Planned Maintenance Managers. The Energy Manager works cooperatively with the
Controls Manager and Planned Maintenance, and does not interact with the EMCSs on a day-to-day
basis. The Energy Manager was primarily responsible for drafting the EMCS specifications discussed in
an earlier section.

Planned Maintenance

There is currently one Planned Maintenance Manager for each of five geographic zones. In the restructur-
ing, this will be reduced to three zones. Maintenance & Operations staff are under each of the Planned
Maintenance Managers. They have estimated that they receive about 20% of the maintenance budget
they need, and they have a backlog of approximately eighty million dollars in deferred maintenance pro-
jects. Small EMCS upgrades, if they were used as a maintenance tool, would be funded by Planned
Maintenance, not Utilities money. The Planned Maintenance staff in each of the buildings use the
EMCSs, although with varying degrees of enthusiasm and scepticism.

Controls Group .

The Controls Group's role is to provide support to the Planned Maintenance Managers, who are their
"customers". Other areas under the domain of the Controls Group include sprinklers, automatic doors,
key access, and security. They do most controls development in-house, and have a controls workshop.
There is a separate Telecommunications Group that handles telephones. They do have interaction with
them, since fire and security systems operate over phone lines.

All the chillers and boilers have only local controls, and they were not interested in integrating that con-
trol with the other EMCS functions. The Controls Group felt that EMCS manufacturers tend to be "tight
lipped" about their systems, so that they will be called in for maintenance. Their plan is to obtain training
from EMCS manufacturers, but then to take over maintenance themselves, and the Controls Manager will
hold classes for operators on all the different systems. They also didn't want to be "married" to any one
manufacturer, they chose Teletrol because it is essentially a PC, it can talk to products of other
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manufacturers, and it is programmed in C, which they felt more comfortable with than block program-
ming. This probably reflects their controls background, in contrast to the user-friendly but less flexible
block programming often favored by those with a background primarily in facilities operation and
maintenance. ' -

IV-B. Texas A&M University

At Texas A&M University, the Energy Office, Area Maintenance, and Utilities are all located within the
Physical Plant department.

Energy Office

The Energy Office is responsible for developing and
the A&M campus, as well as carrying out energy education
community. The Energy Office was created in July
Energy Office has no project budget per se, although
and Utilities funds.

managing energy and water conservation projects on
and awareness programs aimed at the campus

1991, and it currently consists of one manager. The
it develops projects paid for by Area Maintenance

Since this is a relatively new position, the relationship between the Energy Office and Area Maintenance
is not clearly defined. For example, currently, if a building occupant informs Area Maintenance that she
•would like more cooling in a space, Area Maintenance can reset the temperature setpoint to change the air
volume, using the EMCS. In another example, if a department needs an additional air-conditioning unit
for a laboratory, they can purchase it, and it will be installed and maintained for them. However, the
Energy Office is hoping to change the procedures so that requests such as these would go through the
Energy Office. The Energy Office is working with other entities to better define how they would have
input into decisions such as these. Once a year, the Energy Office will produce a document entitled
Annual Report and Comprehensive Energy Management Program, describing it's programs and plans.

Individual departments do not pay for their own power requirements, with the exception of what are
called "Auxiliary Enterprises." These are facilities that generate fees, such as sports facilities, food ser-
vices, and dormitories. These facilities represent about a third of the campus' energy consumption. They
are metered and billed for electricity consumption. Chilled water and hot water, however are not
currently metered, and Auxiliary Enterprises are charged a campus average rate for these utilities, based
on their square footage. This provides no incentive for conservation, however, and and the Energy Office
is considering installing Btu meters in these facilities. The EMCS may be used as a backup for this
metering, although it will not be used as the basis for billing.

Beyond metering these buildings, for the Energy Office, the role of the EMCS is to maintain the integrity
of energy projects. The Energy Office manager has an EMCS host computer on his desk, which he uses
frequently. He is hoping to hire an EMCS operator and an EMCS technician, to be shared by the Energy
Office and Area Maintenance: currently there is no I single person whose primary responsibility is opera-
tion of the campus-wide EMCS. These staff members would receive training from Landis & Gyr Powers
in Chicago, and the Energy Office manager will also obtain training from Landis & Gyr Powers.
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Although Area Maintenance is currently the primary user of the EMCS, the Energy Office is rapidly
becoming a bigger user, and the relationship between Area Maintenance and the Energy Office is very
cooperative. Any upgrades to the systems might be shared: for example, Area Maintenance would pay
for sensors used in building maintenance, and the Energy Office would pay for metering aspects of the
system. The EMCS has an electronic mail facility which will allow close communication between the
Energy Office and Area Maintenance. The Energy Office manager would like to reconfigure the system
so that only the main EMCS operator, and a couple of others would have access to certain EMCS func-
tions. Currently, there are about 15-20 EMCS users with this high priority, including the manufacturer's
representatives. He would like to assign priority according to need and understanding of the system.

Area Maintenance

Area Maintenance is responsible for maintaining all buildings and facilities, with the exception of the
central steam plant. Area Maintenance is currently organized into seven areas: six geographical areas
(four on the central campus, two in remote locations), and one area that consists of specialties such as
roofing, elevators, boilers, ammonia systems, and wall units. Each area has a supervisor, and there is one
Superintendent of Area Maintenance, overseeing all areas. Each of the six geographical areas is staffed
by air conditioning technicians, electricians, plumbers, carpenters, clerks, foremen, and assistant foremen.
The Area Maintenance Superintendent considered the areas to be understaffed.

Area Maintenance operates with an annual expense budget to cover ongoing maintenance work, although
they estimated that they receive only about 60% of the budget that is needed. Any capital projects are
covered under Special Projects, Deferred Maintenance, or Public University funds, but again funds are
quite limited and the list of deferred maintenance projects is long. An example of the consequences of
this method of funding is that they could not carry out a compact fluorescent retrofit program, since this
would be considered an upgrade. They could, however, replace burned out incandescents with fluores-
cents, since this could be considered a maintenance expense.

The Area Maintenance Superintendent has access to an EMCS host computer down the hall from his
office, and he uses it only once or twice a month. Each of the geographical areas has a host computer,
and they use it more frequently, to keep tabs on the systems and space conditions. Any alarms generated
by the EMCS are reported to the area supervisors, and it has been proposed that the alarms should be dif-
ferentiated, so that alarms only go to the correct supervisor, and that additional alarm printers be provided
in the campus Communications Center and at the Energy Office. Several Area Maintenance staff have
received training on the EMCS, although it was quite a long time ago, and retraining is probably needed.

Utilities

The engineer in charge of power plant operations is the Deputy Manager for Utilities. He was intimately
involved in design of the new control system. Since they had funding to pay for this project, he was able
to hire several students and other staff for the design and installation phases. This engineer has a back-
ground in facilities control, including EMCSs.
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Natural gas is consumed in the power plant to fire boilers, which produce steam that is used for several
purposes: to run the turbines that provide much of the electrical power for the campus, to run absorption
and centrifugal chillers, and to provide heating and domestic hot water for the campus buildings. Electri-
city, chilled water, and hot water are distributed to the buildings from the power plant. Utilities receives
an appropriation for energy costs, and the difference between this appropriation and the actual expenses
incurred during a given year can sometimes be spent on facilities. In recent years they were able to
finance the changes in the control system at the power plant, and some other conservation projects within
the power plant and the buildings. Subsequent years' appropriations, however, will be adjusted. So the
only incentive to save energy is to beat the projections for the current year.

The University purchases natural gas, although they are also a producer of natural gas. The only gas
meter for entire campus' gas consumption uses a pen-and-ink chart recorder. The charts thus produced
are digitized by the gas company. The campus purchases electricity to supply about 35% of its needs.

An interesting comparison can be made between the Physical Plant at A&M and a regulated utility. Phy-
sical Plant is in the role of both energy supplier and facilities manager, so their role is to provide energy
services as well as to provide energy. Both the power plant and the buildings are on the same side of the
meter, so they are equally interested in optimizing power plant operations and optimizing facilities. This
seems to be the direction in which many electric utilities see themselves moving, although it is not an
easy transition to think of optimization of customer facilities as an integral part of utility operations. The
University is therefore in a much better position to carry out conservation projects than a utility.

There is another interesting parallel between the University and a regulated utility: under conventional
utility regulation, costs are recovered in rates, leaving little incentive to conserve either in power plant
operations or in customer facilities. In several places in the country, however, regulation is changing to
allow utilities to keep any savings they realize due to conservation. This same type of change in legisla-
tive appropriation procedures, allowing the campuses to retain energy savings, would provide the Univer-
sity with much more incentive to conserve. If they were given this incentive, they would be in the best
possible position to conserve energy: they could choose whether to spend money on fuel and power plant
capital investments or on facility conservation programs, and since both are within their domain, they
could fairly choose the least cost option. Another important link should be established, however. Some of
the retained Utilities savings should be spent on the Area Maintenance arm of Physical Plant, so that this
part of operations, so important to the success of conservation projects, will also have part of the incen-
tive to conserve.

IV-C. Compaq Computer Corporation

At Compaq Computer Corporation, there are four Entities involved in energy management. They are the
Senior Facilities Engineer, Plant Utilities, and two groups responsible for buildings operations.

Senior Facilities Engineer

Compaq has a very serious commitment to energy conservation and environmentally responsible opera-
tions, and they have a "Good Neighbor Policy". They are concerned about facilities primarily for
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financial accountability, but the corporate culture is also such that they also have a very strong concern
for the environment. The conference room in which we met had a framed plaque on the wall outlining
their environmental policies, covering a wide range of activities. One example of their energy conserva-
tion program is a waste-to-energy plant, firing a 600 ton absorption chiller. This plant was shut down
because it was no longer economically feasible to operate, due to increased recycling efforts that reduced
the waste stream. However, it may be reactivated, due to rising costs for both landfill and energy.
Another example is. their Energy Responsive Building Process, in which energy considerations are made
during several steps of the building process: pre-design analysis, schematic design, design development,
construction documents, construction, and post-occupancy evaluation (Robbins and Brown 1990). Thus,
the buildings on their campus are all designed from the beginning to be energy efficient. Staff at this
Houston site also handle facilities design for overseas plants. For example, they estimate they have cut
three-quarters of a million dollars off the annual energy costs in the design of a new building in Madrid.

The Facilities Department consists of four groups with distinct but overlapping and supporting functions.
The Operations group is responsible for the daily operations and maintenance of all facilities. The Facil-
ities Resource Development group is responsible for planning, programming, and designing of all new
support facilities. They are also involved in research and development of building technology that can be
applied to either new or existing facilities. The New Construction group is responsible for coordination
and administration of all new construction. Lastly, the Financial group provides financial support and
assistance in tracking costs and analysis of Build vs. Lease decisions, life-cycle costing, and returns-on-
investment.

Gas and water bills go to central management, and electricity bills go through the Senior Facilities
Engineer. Several times, during our interview, the Senior Facilities Engineer said "You can't manage
what you don't measure," and they do whole-building electricity monitoring of the buildings. Electricity
bills are recharged to about about 12 cost centers, depending on what activities are going on in the build-
ings. For example, a manufacturing project would have to pay for it's own electricity. Each group does
annual forecasting, and requests a maintenance and capital budget. The site's total energy bill has been
reduced from $526,000 to $400,000 per month, resulting mostly from low-cost/no-cost measures. For
example, the security staff works with facilities, so facilities was in a position to request them to turn off
lights as a part of their walk-through plans.

Their EMCS is a state-of-the-art system, and they are being used as a beta-test site for the EMCS
manufacturer. Hence, they are providing valuable feedback on how useful the system is, and how it could
be made more useful. They also use a state-of-the-art graphics system to perform data acquisition and
visualization tasks. While the vision of the Senior Facilities Engineer was instrumental in acquiring these
unique systems, he does not have day-to-day interaction with the system.

Plant Utilities and Building Operations

Before November of 1991, facilities management was organized into three geographical (and chronologi-
cal) sites, each site having its own site manager, crew, central plant, and list of vendors. This organiza-
tion was changed, due to a need for workforce reductions. In the current organization, Plant Utilities is
responsible for operation of all central plants and services up to the building transformers. The two
Buildings Operations groups are segmented according to whether the buildings house manufacturing or

-46-



As Cebon discussed (1990), in successful conservation programs, the conservation technologies chosen
will be well matched to the structure of the organization. Some of the most important characteristics of
that structure are the degree of centralization, and the distribution of information, incentive, and resources
among the different branches of the organization. Likewise, EMCS-monitoring will be most successful
when it is well matched to the structure of the organization. To use an agency's EMCS for monitoring
requires assistance from on-site personnel for assessing capabilities, reconfiguring aspects of the system,
and in various ways while carrying out the ongoing monitoring. Thus, it is important to identify who,
within the organization, has the information, resources, and incentive to be able to assist in monitoring. It
is also important, in some cases, that these characteristics overlap in some of the personnel.

Information

For the buildings side at A&M, there was less expertise, and the EMCS manufacturer was relied upon
heavily to provide support. For example, there was one occasion when occupants complained of discom-
fort, and the EMCS manufacturer was called in. The manufacturer simply used the in-place system to
determine what the problem was, which could have easily been done by on-site personnel. The fact that
they will be requesting additional training indicates that this situation may soon be changing. At Com-
paq, they have a very good idea of what technologies are available, and are, in fact, leading the manufac-
turers by serving as a beta-test site.

Contextual information, however, is another crucial element. This refers to hands-on knowledge of what
is going on within the organization. For example, one might have very good technical information, and
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IV-D. Discussion

Each of these sites has a slightly different administrative structure when it comes to energy costs and
facilities management, and these differences have implications for EMCS-based monitoring, as well as
for retrofit programs, and EMCS operations. Several of these implications have already been discussed.

administrative functions. One example of the benefit of this restructuring, is that previously, two plants
in different zones would be running at part load. Now they are interconnected, so that one can be
baseloaded. The facilities staff, currently numbering about 250, have been reallocated along functional
lines. This new, more centralized, organization is working well, despite a 30% smaller workforce, due to
increased efficiency of operation. The group facilities supervisors work very closely with the EMCSs.

At least two kinds of information are important in energy management: technical information and contex-
tual information. Technical information is essentially awareness of potentially applicable technologies,
and how to evaluate and obtain them. In the case of EMCSs, this relates to understanding of the EMCS
operation, its potential applications, the architecture of the system, and the availability of additional capa-
bilities. Both the Capitol Complex and the Power Plant at A&M had substantial in-house expertise in this
area. At the Capitol Complex this expertise was located in the Controls Group, and at the Power Plant it
was in the power plant engineer himself, as well as the pool of well-educated control students available at
this nationally recognized engineering school.



yet be not be well informed about what is needed by individuals within the organization. In every case,
the Energy Manager (by whatever name) was the least involved in day to day operations, and therefore
had the least contextual information. The Maintenance groups, however, were very informed about what
was going on with all the buildings and systems, but often knew little about how much energy was being
consumed.

Both technical and contextual information are important for EMCS monitoring, during the assessment of
the usefulness of the system, during any reconfiguring of the system, and during ongoing monitoring.
Often, if the on-site personnel do not have the necessary information, the manufacturer's representative
will be able to provide it. Access to information is crucial in determining how smoothly the monitoring
process will be, and often even in determining whether or not the EMCS can be used for monitoring. At
all sites, between the Energy Manager, maintenance groups, and manufacturer's representatives, there
was enough information. But also at all sites, no one person covered the range of required information,
and several people had to be consulted.

Resources

Even if the information is available, in order to carry out remote EMCS monitoring requires that several
people on site spend some time explaining the system, determining what additional applications it may be
capable of, and possibly reconfiguring various aspects of the system. These all require resources—
usually in the form of time: presumably any monetary resources would come from the monitoring budget
and they require that those with information also have resources. For example, at the Capitol Complex,
they have considerable expertise, but little time to spend on projects such as this, due to budget con-
straints. The Controls Group had the most expertise, but the least available time, and no budget for pro-
jects such as this. At A&M, again, information and time did not overlap. We obtained some assistance
from the manufacturer, but since they were not being paid to assist us, their ability to assist us was lim-
ited. At the Power Plant at A&M, there was more overlap, and thus we were able to obtain more informa-
tion. At Compaq, as well, the people with the information had a little more leeway with their time, and
were able to provide assistance.

Incentives

Particularly when resources are limited, incentives are quite important. Do the people with the informa-
tion and the resources have any incentive to assist with this project? This will depend on whether or not
they pay (directly or indirectly) for energy costs, whether they receive funding for energy management
projects, and if it is in their job descriptions. At Compaq, end users of energy (cost centers) pay for their
energy use. At the Capitol Complex and Texas A&M, there is little incentive for anyone to conserve
energy—reductions in energy costs will simply result in a reduction in the next year's allocation. In no
case is the maintenance arm (presumably the group with the greatest effect on energy consumption) much
influenced by the energy costs. Therefore, no one with a real stake in reducing energy costs has direct
interaction with the EMCS. In every case, the Energy Manager, because of his job description, had incen-
tive to save energy and to monitor the savings. The Energy Manager was always the easiest person to
obtain assistance from. At Compaq and the Power Plant at A&M, the managers also had financial incen-
tives to save energy, since to some extent savings could be used to finance additional improvements. In
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fact, in both of these cases, information, resources, and incentive overlapped, and they were able to be
quite forward-thinking about their control systems. Both of these managers were also able to provide us
with assistance.

V. CONCLUSIONS

This report summarized work investigating the possibility of using EMCSs to collect building perfor-
mance data at several sites in LoanSTAR's monitoring program. Beyond this primary assessment, the
emphasis of this work was on formalizing the process of assessing the feasibility of using EMCSs, as well
as investigating the non-technical issues.

We developed guidelines for assessing the usefulness of an EMCS for monitoring. These guidelines were
based on the evaluation criteria identified in earlier phases of this research. We then used these guidelines
to evaluate the use of the EMCSs at three sites. In the course of this research, we interviewed eight indi-
viduals involved in energy management and EMCS operation at the case study sites to explore some of
the non-technical aspects.

The guidelines are presented as fourteen issues to be considered, ranging from what data are monitored,
to what format will the data be in when they are received by LoanSTAR. For each guideline, methods are
presented to guide the assessment process, and alternatives are provided in case an EMCS does not meet
the original criterion.

Table V-l summarizes the guidelines and our assessment of the use of the EMCS in each of these sites,
organized according to the guidelines. In this table, a "+" indicates that the characteristic was met, a "-"
indicates that it was not met, and a "?" indicates that more information is needed to make an assessment.
The EMCS at Texas A&M was the least convenient to use, due to the closed architecture of its network.
At all other sites, however, one could potentially connect remotely, although some of these connections
might require either purchase of an additional computer, or the use of proprietary software.

These guidelines proved to be useful in assessing the characteristics of the EMCSs at the case study sites.
They facilitated discussions with building personnel, and made a simple checklist to guide the investiga-
tions. Two issues came up that were not adequately addressed by the guidelines, however.

First, with a new generation of EMCSs, there are new methods for accessing the systems and transferring
the data. With complex network architectures, and multi-tasking operator systems running on host com-
puters, there is now a wider range of methods, and each has different characteristics. These methods are
illustrated in Figure III-A-3. By far, the method with the most promise is the Window-Based Method, in
which data are automatically written to an EMCS Computer disk in a format designed to be read by other
software, and a remote access is made through a window running in parallel with the EMCS software on
the same EMCS computer. This method allows use of generic communications software, error-checking,
totally transparent connection, simple and quick transfer, and an easily-processed file format. Most
EMCSs are not designed to be run under multi-tasking operating systems, although most of the newest
versions are incorporating this capability. This should enhance the usefulness of EMCSs for monitoring
in future years.
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TABLE V-l. Assessment of Monitoring Capabilities in Case Study Sites. A "+" indicates that the
characteristic was met, a "-" indicates that it was not met, and a "?" indicates that more information is
needed to make an assessment.

The second issue is that less tangible factors can override the technical aspects of EMCS monitoring
covered by the guidelines. Access to information is crucial in determining how smoothly the monitoring
process will be, and often even in determining whether or not the EMCS can be used for monitoring. To
use an agency's EMCS for monitoring requires assistance from on-site personnel for assessing capabili-
ties, reconfiguring aspects of the system, and in various ways while carrying out the ongoing monitoring.
Thus, it is important to identify who, within the organization, has the information, resources, and incen-
tive to be able to assist in monitoring. It is also important, in some cases, that these characteristics over-
lap in some of the personnel. At all sites we investigated, between the Energy Manager, maintenance
groups, and manufacturer's representatives, there was enough information. But also at all sites, no one
person covered the range of required information, and several people had to be consulted. Since the new
generation of methods of accessing data are more advanced, and in some cases can be more intrusive, a
real partnership between the building personnel and the monitoring staff is required for a smooth monitor-
ing project.
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