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ABSTRACT

As urbanization encroaches more on flood prone regions and paved surfaces are ever expand-

ing, more catastrophic flash floods occurring in urban environments are expected in the near future.

These risks are compounded by global changes in the climate. Mathematics can help better predict

and understand these situations through modeling and numerical simulations. The aim of this work

is to discuss current mathematical and computational issues in modeling shallow water flows with

applications in coastal hydraulics, large-scale oceanography and in-land flooding.

Our mathematical starting points are the systems of partial differential equations known as the

(i) Saint-Venant shallow water equations and (ii) dispersive Serre–Green–Naghdi (SGN) equations.

The goal of this work is to efficiently solve both mathematical models supplemented with external

physical source terms for in-land flooding and large-scale coastal oceanography applications. In

particular, the work focuses on introducing a novel technique for solving the Serre–Green–Naghdi

equations. We introduce new analytical solutions of the SGN equations with topography that are

used to verify the accuracy of numerical methods. Then, we propose a new relaxation technique

for solving the SGN equations with topography effects that yields a hyperbolic formulation of the

equations. This relaxation technique allows us to circumvent the dispersive time step restriction

of the Serre Equations which is a major challenge when solving the equations. This method is

then supplemented with a novel continuous finite element approximation that is second-order ac-

curate in space, invariant domain preserving and well-balanced. The method is then verified with

academic benchmarks and validated by comparison with laboratory experimental data.
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NOMENCLATURE

x Cartesian position vector

g acceleration due to gravity 9.81 ms−2

h0 reference water depth

u conserved solution variable

h water depth

q momentum vector

v velocity vector

SV Saint-Venant

SWE Shallow Water Equations

SGN Serre–Green–Naghdi

ODE ordinary differential equation

PDE partial differential equation

TAMU Texas A&M University

ERDC U.S. Army Engineer Research and Development Center
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1. INTRODUCTION

1.1 Introduction

In this chapter, we provide an introduction to the thesis and discuss the background and motiva-

tion for the research. In particular, we introduce the concepts of hyperbolic systems of conservation

laws and dispersive partial differential equations which are crucial for this work. We then intro-

duce the notion of shallow water flows by deriving the mathematical models of interest from the

free-surface Euler equations for water waves: (i) the Saint-Venant shallow water equations and (ii)

the Serre–Green–Naghdi equations.

In collaboration with the Coastal and Hydraulics Laboratory at the U.S. Army Engineer Re-

search and Development Center, the goal of this present research is to provide accurate and rapid

modeling of shallow water flows with an emphasis on dispersive water waves for applications

in coastal hydrodynamics. In particular, we are interested in the prediction and modeling of in-

land and coastal flooding hazards due to events such as dam breaks, tsunami waves and hurricane

surges. In this work, dispersive water waves are defined as waves whose phase speeds are de-

pendent on their wavelength. This phenomena is paramount for modeling smooth periodic waves

(and superposition of such waves) and their non-linear interactions in the near-shore region. Such

interactions lead to physical processes such as wave shoaling, wave run-up and wave breaking.

Dispersion is also an important property for the propagation of tsunami waves in the deep ocean

and in the near-shore region when topography effects are important. The mathematical equations

describing such physical phenomena are strongly non-linear and pose numerous challenges when

one tries to solve them numerically.

Our starting point are the systems of partial differential equations known as the (i) Saint-Venant

Shallow Water Equations (SWE) and (ii) dispersive Serre–Green–Naghdi (SGN) equations. The

goal of this work is to efficiently solve both mathematical models supplemented with external

physical source terms for in-land flooding and large-scale coastal oceanography applications. In
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particular, the work focuses on introducing a novel technique for solving Serre–Green–Naghdi

equations. That is to say, we propose a new relaxation technique for solving the SGN equations

with topography effects that yields a hyperbolic formulation of the equations. This relaxation tech-

nique allows us to circumvent the dispersive time step restriction of the Serre Equations which is a

major challenge when solving the equations. This method is then supplemented with a continuous

finite element approximation that is second-order accurate in space, invariant domain preserving

and well-balanced. The method is then verified with academic benchmarks and validated by com-

parison with laboratory experimental data.

1.2 Hyperbolic systems

The mathematical models of interest in this work are those with dominant hyperbolic features

and are essential for applications in computational fluid dynamics. These mathematical models

propagate “wave-like” profiles and exhibit special solutions such as shock and expansion waves.

The theory of hyperbolic systems of conservation laws dates back to the 1950s in the seminal work

of Lax, Hopf, Glimm and many others. For an overview on conservation laws and hyperbolic

systems, we refer the reader to the books of Ern and Guermond [18, Chap. 80] and Godlewski and

Raviart [24] and references therein. The following material in this section is an overview of [18,

Chap. 80.1.2].

Let D be a polyhedral domain in Rd (where d is the spatial dimension). Let x ∈ Rd denote

the usual Cartesian position vector. Let A be a subset of the space Rm (where m ∈ N \ {0})

henceforth referred to as the admissible set of states. Let u be a vector of conserved quantities (we

call this the conserved variable) which takes values from the set A. Let f ∈ Lip(A;Rm×d) be a

given flux. For a generic state v ∈ A, the flux f is a matrix with entries fil(v) for all i ∈ {1 : m}

and l ∈ {1 : d}. In this thesis, we are interested in first-order systems of the form:

∂tu +∇·f(u) = 0, (1.2.1)
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where∇·f(u) evaluated at (x, t) is a column vector in Rm with entries:

(∇·f(u))i :=
∑
l∈{1:d}

∂xlfil(u(x, t)), ∀i ∈ {1 : m}.

Remark 1.2.1. We say that a system of partial differential equations is a first-order system if it

involves only first derivatives in space and time.

Definition 1.2.1 (Hyperbolicity). We say that a system of the form (1.2.1) is hyperbolic if and only

if the matrix A(v,n) ∈ Rm×m with entries:

(A(v,n))ij :=
∑
l∈{1:d}

nl∂vjfil(v), ∀i,m ∈ {1 : m}, (1.2.2)

is diagonalizable over R for all v ∈ A and all unit vectors n ∈ Rd.

This definition of hyperbolicity is needed in Chapter 4 when we introduce a novel hyperbolic

relaxation technique for solving the Serre–Green–Naghdi equations. In this work, we will consider

the Cauchy problem for hyperbolic (and similar) systems such as the Saint-Venant equations and

Serre–Green–Naghdi equations. The Cauchy problem is defined as follows:

Definition 1.2.2 (Cauchy problem for hyperbolic system). For (x, t) ∈ D×R+, the Cauchy prob-

lem for a hyperbolic system of conservation laws is given by:


∂tu +∇·f(u) = 0,

u(x, 0) = u0(x) ∈ A,
(1.2.3)

where R+ := [0,∞).

A particular Cauchy problem of interest in the context of hyperbolic systems is called the

Riemann problem. The Riemann problem is a Cauchy problem with discontinuous initial data

consisting of two constant states. More precisely, it is defined as follows:

3



Definition 1.2.3 (Riemann Problem). Let (uL,uR) ∈ A × A be a pair of constant admissible

states. Let n ∈ Rd be a unit vector. Then, we define the one-dimensional Riemann problem as

follows:

∂tu + ∂x(f(u)·n) = 0, u(x, 0) =


uL, if x ≤ 0,

uR, if x > 0,

(1.2.4)

Understanding the solution to (1.2.4) is essential for constructing robust numerical schemes.

We refer the reader to Godlewski and Raviart [24, Chap. 1] and Ern and Guermond [18, Chap. 80]

and for a more general discussion on the Riemann Problem for hyperbolic systems. We also refer

the reader to Toro [61] for a detailed study on the Riemann Problem for the Saint-Venant shallow

water equations.

1.3 Dispersive partial differential equations

In this work, we are also interested in dispersive partial differential equations. In particular,

we are interested in dispersive PDEs because they admit special smooth solutions such as periodic

waves and solitary waves which are of interest in the context of coastal hydrodynamics. The main

mathematical model of interest is the Serre–Green–Naghdi equations which is a dispersive system.

In this work, we follow Whitham [64, Chap. 1] and define a dispersive partial differential equation

as follows:

Definition 1.3.1 (Linear dispersive partial differential equation). Let (x, t) ∈ D×R+. Then, a

linear partial differential equation of the form ∂tu(x, t) = Lu(x, t) is dispersive if it admits a

solution of the form:

u(x, t) = a cos(k·x− ωt),

where the wave frequency ω is a definite real function of the wave number k = |k| and if ω′′(k) 6=

0.

Remark 1.3.1 (Non-linear dispersive systems). We say that a system of non-linear partial differen-

tial equations is dispersive if its linearized counterpart satisfies Definition 1.3.1.
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1.4 Shallow water flows

In this section, we introduce the notion of shallow water flows. In particular, we derive the

two mathematical models of interest from the free-surface Euler equations for water waves: (i) the

Saint-Venant shallow water equations and (ii) the Serre–Green–Naghdi equations for dispersive

water waves. The derivation of the models is presented in an Eulerian reference frame and follows

an asymptotic expansion approach based on two non-dimensional quantities ε and µ (which are to

be defined). The derivation presented in this section is not new and can be found throughout the

literature, but is given for completeness. In particular, the derivation shown here loosely follows

that of Lannes [44]. We refer the reader to [44] for a more thorough overview of the derivation

of various shallow water models. We also refer the reader to Alvarez-Samaniego and Lannes [1]

where a rigorous justification for such approach is given.

1.4.1 Free-surface Euler equations for water waves

Let x ∈ Rd (d = 1, 2) be the horizontal Cartesian position vector and let z be the vertical

Cartesian coordinate. Let t ≥ 0 denote the time variable. Let ∇x,z(·) denote the gradient operator

on the full Cartesian position vector (x, z) and let ∇ be the Rd-dimensional gradient with respect

to the horizontal position vector x.

We consider the movement of a fluid with a free-surface under the action of gravity and assume

that the fluid is incompressible (i.e., constant material density), inviscid (i.e., having negligible

viscosity) and irrotational (i.e., no vorticity). Let ρ ∈ R denote the fluid density. Assume that

the fluid is bounded above by a free-surface z = ξ(x, t) and bounded below by a bottom surface

that is independent of time z = zb(x). We call this bottom surface the topography map (this

nomenclature is often interchanged with bathymetry map). Assume that at rest, the free-surface

is given by the rest state z = ξ0 ∈ R where ξ0 is a reference elevation. We define the deviation

of the free-surface from its rest state by η(x, t) := ξ(x, t) − ξ0. We introduce the water depth

quantity h(x, t) := ξ(x, t) − zb(x) > 0 so that ξ(x, t) = h(x, t) + zb(x). Equivalently, we can

write h(x, t) = η(x, t) + ξ0 − zb(x). Note that at rest, the reference water depth is given by
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h0 := ξ0 − zb(x) (since at rest, η = 0). The part of the domain that is occupied by the fluid is

defined by:

D(t) := {(x, z) ∈ Rd×R | zb(x) < z < ξ(x, t)}. (1.4.1)

Note that the domain is time-dependent. We illustrate the fluid domain set-up in Figure 1.1. Let

Rd+1 3 V (x, z, t) := (u(x, z, t), v(x, z, t), w(x, z, t))T,

denote the velocity of a fluid particle located at (x, z) at time t. Let v := (u, v) denote the

horizontal component of the fluid velocity and w the vertical component. Then, the free-surface

Euler equations for an inviscid, incompressible and irrotational fluid under the action of gravity are

given as follows:

∂tV + V ·∇x,zV = −1

ρ
∇x,zp− gez, in D(t), (1.4.2a)

∇x,z·V = 0, in D(t), (1.4.2b)

∇x,z×V = 0, in D(t), (1.4.2c)

where p = p(x, z, t) denotes the pressure in the fluid domain D(t), g = 9.81 ms−2 is the gravita-

tional constant and ez denotes the unit normal vector in the z-direction. The equation (1.4.2a) de-

scribes the evolution of the fluid particle velocity under the action of gravity (and can be thought of

as a balance of forces), (1.4.2b) represents the incompressibility condition of the fluid and (1.4.2c)

represents the irrotational condition. Since the flow is incompressible (i.e., ∇x,z·V = 0), the

equation (1.4.2a) can be equivalently re-written as

∂tV +∇x,z· (V ⊗ V ) = −1

ρ
∇x,zp− gez (1.4.3)

where ⊗ denotes the outer product of two vectors. This can be shown with a simple expansion of

the advection term.
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x

z
z = ξ(x, t)

h(x, t)D(t)

z = zb(x)

η(x, t)
nF

nB

z = ξ0
V (x, z, t)

Figure 1.1: Two-dimensional schematic of the free-surface problem.

To complete the system (1.4.2), we need to consider boundary conditions on both the free-

surface boundary and bottom boundary. The first boundary condition is the kinematic condition

for the free-surface which says that the fluid particles can not cross the free-surface:

V ·nF = (
d

dt
xF)·nF , z = ξ(x, t). (1.4.4)

Here, xF := (x, z = ξ(x, t)) is the position coordinate evaluated on the free-surface. The quantity

nF is the outward facing normal of the free-surface and is defined by:

nF := (−∇ξ, 1)T. (1.4.5)

Note that the kinematic condition (1.4.4) can be re-written as follows:

∂tξ = Vs·nF , (1.4.6)

where Vs(x, t) := V (x, z = ξ(x, t), t) denotes the evaluation of the particle fluid velocity at the

free-surface where the subscript “s” is meant to represent free-{s}urface. Note that we can expand
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the kinematic condition even further:

∂th + vs·∇(h + zb) = ws, (1.4.7)

where we used the definitions ξ(x, t) := h(x, t) + zb(x) and V := (v, w)T. The second boundary

condition we consider is the impermeability of the bottom boundary:

V ·nb = 0, z = zb(x), (1.4.8)

where nb is the outward facing normal for the bottom boundary defined by:

nb := (−∇zb, 1)T. (1.4.9)

This impermeable condition can be expanded as follows:

− vb·∇zb + wb = 0, (1.4.10)

where the subscript “b” denotes the evaluation at the bottom boundary z = zb(x). The final

boundary condition that we consider is the so called dynamic boundary condition (i.e., we neglect

surface tension effects):

p(x, z = ξ(x, t), t) = patm ∈ R, (1.4.11)

where the constant patm is the atmospheric pressure. For simplicity, we assume that patm = 0.

Remark 1.4.1. When discussing the evaluation of quantities at the free-surface or bottom bound-

aries, we are assuming a priori that these operations are justified. That is to say, we do not make

any rigorous statements in this derivation. We refer the reader to Alvarez-Samaniego and Lannes

[1] where such operations are justified.

The system of partial differential equations (1.4.2) coupled with the boundary conditions (1.4.7)–

(1.4.10)–(1.4.11) form a free-surface problem. That is to say, the domain of interest D(t) is itself
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an unknown since it is determined by the unknown free-surface quantity ξ(x, t). Thus, in order to

solve this free-surface problem, it is necessary to recast it into an equivalent formulation in which

the equations are solved in a fixed domain. In this work, we follow the derivation of [44] and recast

the free-surface problem using a formulation based on the water depth and flow discharge.

1.4.2 The water depth and flow discharge formulation

In this section, we introduce the water depth and flow discharge formulation of the water waves

problem. The goal of this formulation is to cast the free-surface problem in a fixed domain by

removing the dependency of the vertical variable z.

We begin the derivation by introducing the horizontal flow discharge (also known as the mo-

mentum):

q(x, t) :=

∫ ξ(x,t)

zb(x)

v(x, z, t) dz. (1.4.12)

Recalling that ξ(x, t) := h(x, t) + zb(x), we also define the average horizontal velocity:

v(x, t) :=
1

h(x, t)

∫ h(x,t)+zb(x)

zb(x)

v(x, z, t) dz. (1.4.13)

We now integrate the incompressibility condition (1.4.2b) over the water column (that is, from

z = zb(x) to z = ξ(x, t)):

∫ ξ(x,t)

zb(x)

(∇·x,zV ) dz = 0, (1.4.14)

=⇒ (1.4.15)∫ ξ(x,t)

zb(x)

(∇·v) dz + ws − wb = 0. (1.4.16)

Note that an application of the Leibniz integral rule yields the following relation:

∇·(hv) = ∇ξ·vs −∇zb·vb +

∫ ξ(x,t)

zb(x)

(∇·v) dz. (1.4.17)

Then using the kinematic condition (1.4.7), impermeable condition (1.4.10) and (1.4.16), the above
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can be re-written as follows:

∂th +∇·(hv) = 0.

This equation gives an evolution equation for the water depth h(x, t). This equation is also known

as the mass conservation equation and can be equivalently written as:

∂th +∇·q = 0. (1.4.18)

Notice that this equation does not depend on the vertical coordinate z.

We now want to find an evolution equation for the flow discharge q := hv. This can be done by

integrating the horizontal part of the velocity evolution equations (1.4.2a) over the vertical water

column. Recall that the horizontal components of (1.4.2a) can be expressed as follows:

∂tv +∇·(v ⊗ v) + ∂z(wv) = −1

ρ
∇p.

We will integrate each term individually and apply the Leibniz integral rule to simplify the time

derivative term and advection term. We have that for the time derivative term:

∫ ξ(x,t)

zb(x)

∂tv dz = ∂t

(∫ ξ(x,t)

zb(x)

v dz

)
− vs∂tξ

= ∂t (hv)− vs∂th.

The pressure term gives:

1

ρ

∫ ξ(x,t)

zb(x)

∇p dz =
1

ρ
∇

(∫ ξ(x,t)

zb(x)

p dz

)
− 1

ρ
ps∇(h + zb)︸ ︷︷ ︸

=0

+
1

ρ
pb∇zb

=
1

ρ
∇

(∫ ξ(x,t)

zb(x)

p dz

)
+

1

ρ
pb∇zb.

Note that when the topography map is flat, the last term on the right hand side disappears. We

now want to integrate the advection term. For simplicity, we expand the advection term into its
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respective components and then integrate. Recalling that v := (u, v), note that:

v ⊗ v =

u2 uv

uv v2

 ,

and

∇·(v ⊗ v) =
(
∂x(u

2) + ∂y(uv), ∂x(uv) + ∂y(v
2)
)T
.

Then integrating each component gives:

∫ ξ(x,t)

zb(x)

(
∂x(u

2) + ∂y(uv)
)
dz =

∫ ξ(x,t)

zb(x)

∂x(u
2) dz +

∫ ξ(x,t)

zb(x)

∂y(uv) dz

= ∂x

(∫ ξ(x,t)

zb(x)

u2 dz

)
− u2s∂xξ + u2b∂xzb

+∂y

(∫ ξ(x,t)

zb(x)

uv dz

)
− usvs∂yξ + ubvb∂yzb,

and

∫ ξ(x,t)

zb(x)

(
∂y(v

2) + ∂x(uv)
)
dz =

∫ ξ(x,t)

zb(x)

∂y(v
2) dz +

∫ ξ(x,t)

zb(x)

∂x(uv) dz

= ∂y

(∫ ξ(x,t)

zb(x)

v2 dz

)
− v2s∂yξ + v2b∂yzb

+∂x

(∫ ξ(x,t)

zb(x)

uv dz

)
− usvs∂xξ + ubvb∂xzb.

Then, integrating the final term yields:

∫ ξ(x,t)

zb(x)

∂z(wv) dz = wsvs − wbvb.

Note that all the boundary terms can be combined as follows:

− vs (∂th + vs·∇ξ − ws)︸ ︷︷ ︸
=0

+vb (vb·∇zb − wb)︸ ︷︷ ︸
=0

+
1

ρ
pb∇zb =

1

ρ
pb∇zb, (1.4.19)
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where the kinematic condition (1.4.7) and (1.4.10) were used to simplify the terms above. Then,

the final form of the water depth and flow discharge formulation is given as follows:

∂th +∇·q = 0, (1.4.20a)

∂tq +∇·
(∫ ξ(x,t)

zb(x)

(v ⊗ v) dz
)

+
1

ρ
∇

(∫ ξ(x,t)

zb(x)

p dz

)
= −1

ρ
pb∇zb(x). (1.4.20b)

This can be equivalently written as follows:

∂th +∇·(hv) = 0, (1.4.21a)

∂t(hv) +∇·
(∫ ξ(x,t)

zb(x)

(v ⊗ v) dz
)

+
1

ρ
∇(hp) = −1

ρ
pb∇zb(x), (1.4.21b)

where p is the average pressure defined by:

p(x, t) =
1

h

∫ ξ(x,t)

zb(x)

p dz.

1.4.3 Decomposition of the pressure

The next step in the derivation of the shallow water models of interest is the decomposition

of the pressure term in (1.4.21). We first note that the Euler Equations (1.4.2) admit a particular

solution when the flow is at rest: ξ(x, t) = ξ0 and V = 0. At rest, the system (1.4.2) simplifies to

the following ordinary differential equation for the pressure:

−1

ρ
∂zp− g = 0, p|ξ=ξ0 = 0.

A simple integration gives the solution p(x, z, t) = −ρgz + ρgξ0. This quantity is the so-called

hydrostatic pressure. When the fluid is not at rest, the solution to following ordinary differential

equation:

−1

ρ
∂zp− g = 0, p|ξ = 0,
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is also known as the hydrostatic pressure and is given by: pH = −ρg(z − ξ). We will use this

special solution to decompose the pressure in the depth/discharge formulation (1.4.21). That is to

say, we decompose the pressure into its hydrostatic part (pH) and non-hydrostatic part (pNH):

p(x, z, t) = pH + pNH = ρg(ξ − z) + pNH . (1.4.22)

We can find an expression for the non-hydrostatic pressure by integrating the vertical component

of (1.4.3) and using (1.4.22). Recall that the vertical component of (1.4.3) is given by:

∂tw +∇x,z·(wV ) = −1

ρ
∂zp− g

= −1

ρ
∂z
(
ρg(ξ − z) + pNH

)
− g

= −1

ρ
∂z(pNH).

Then integrating with respect to z yields:

pNH(x, z, t) = ρ

∫ ξ(x,t)

z

(
∂tw +∇x,z·(wV )

)
dz. (1.4.23)

Thus, we can write the full pressure as:

p(x, z, t) = ρg(ξ(x, t)− z) + ρ

∫ ξ(x,t)

z

(
∂tw +∇x,z·(wV )

)
dz. (1.4.24)

Consequently, we have the following relations:

pb = ρg(ξ(x, t)− zb) + ρ

∫ ξ(x,t)

zb(x)

(
∂tw +∇x,z·(wV )

)
dz

= ρgh + ρ

∫ ξ(x,t)

zb(x)

(
∂tw +∇x,z·(wV )

)
dz

= ρgh + (pNH)b,
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and

hp =

∫ ξ(x,t)

zb(x)

p(x, z, t) dz

=
1

2
ρg(ξ − zb)2 +

∫ ξ(x,t)

zb(x)

pNH dz

=
1

2
ρgh2 +

∫ ξ(x,t)

zb(x)

pNH dz.

With this decomposition of the pressure, we can now re-write the water depth/flow discharge for-

mulation (1.4.21) as follows:

∂th +∇·(hv) = 0, (1.4.25a)

∂t(hv) +∇·
(∫ ξ(x,t)

zb(x)

(v ⊗ v) dz
)

+∇(
1

2
gh) +

1

ρ
∇

(∫ ξ(x,t)

zb(x)

pNH dz

)

= −gh∇zb(x)− 1

ρ
(pNH)b∇zb(x). (1.4.25b)

By the Leibniz integral rule, the momentum equation (1.4.25b) is equivalent to:

∂t(hv) +∇·
(∫ ξ(x,t)

zb(x)

(v ⊗ v) dz
)

+∇(
1

2
gh) +

1

ρ

(∫ ξ(x,t)

zb(x)

∇pNH dz

)
= −gh∇zb(x).

1.4.4 Decomposition of velocity vector

The equation (1.4.25b) is an evolution equation for the quantity hv where v(x, t) is the average

horizontal velocity that does not depend on vertical Cartesian coordinate z. Note that the advection

term∇·
( ∫ ξ(x,t)

zb(x)
(v⊗v) dz

)
contributes to the system’s dependence on the vertical coordinate z. To

separate this dependence on the vertical coordinate, we introduce a decomposition of the horizontal

velocity vector:

v(x, z, t) = v(x, t) + v∗(x, z, t), (1.4.26)
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where v∗(x, z, t) measures the deviation of the average horizontal velocity v(x, t) from the hori-

zontal velocity v. Recalling that v := 1
h

∫ ξ(x,t)
zb(x)

v dz, integrating the decomposition (1.4.26) over

the water column yields:

∫ ξ(x,t)

zb(x)

v dz =

∫ ξ(x,t)

zb(x)

(
v(x, t) + v∗(x, z, t)

)
dz,

=⇒

hv(x, t) = hv(x, t) +

∫ ξ(x,t)

zb(x)

v∗(x, z, t) dz,

=⇒∫ ξ(x,t)

zb(x)

v∗(x, z, t) dz = 0.

That is to say, the mean-value over the water column of the deviations v∗ is zero. Using this

property and recalling the definition of the momentum quantity, q := hv, we can express the

advection term as follows:

∇·
(∫ ξ(x,t)

zb(x)

(v ⊗ v) dz
)

= ∇·(v ⊗ q) +∇·R,

where

R =

∫ ξ(x,t)

zb(x)

v∗ ⊗ v∗ dz.

Since the quantity v∗ = v − v measures the deviation of the average horizontal velocity from the

horizontal velocity, R can be thought of as the contribution of these fluctuations to the momentum

equations.

Remark 1.4.2. As stated in [44], the quantity R can be thought of as analog to the Reynolds stress

tensor in turbulence and can thus be used to measure the effects of “turbulence” in the model.

Proceeding, we can again re-write the depth/discharge formulation with this velocity decom-
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position as follows:

∂th +∇·(hv) = 0, (1.4.27a)

∂t(hv) +∇·(v ⊗ q) +∇(
1

2
gh) +∇·R +

1

ρ

(∫ ξ(x,t)

zb(x)

∇pNH dz

)
= −gh∇zb(x), (1.4.27b)

pNH(x, z, t) = ρ

∫ ξ(x,t)

z

(
∂tw +∇x,z·(wV )

)
dz. (1.4.27c)

Remark 1.4.3. The non-hydrostatic pressure term contributes towards the model’s dispersive ef-

fects and will be important for describing realistic water waves.

1.4.5 Non-dimensionalization of the depth and flow discharge formulation

At its current state, the water depth and flow discharge formulation (1.4.27) is too complicated

to solve due to the non-hydrostatic pressure term and the contribution of the deviations from the

average velocity (i.e., ∇·R). To proceed, we would like to derive simpler shallow water models

based on asymptotic expansions in terms of the h and q := hv variables.

We now introduce non-dimensionalized quantities to study the asymptotic expansions of the

equations. These quantities are based on the typical scales of problems concerning water waves.

The quantities are as follows: h0, the typical water depth; asurf , the order (i.e., size) of variation

of the free-surface deviation (i.e., η(x, t)); abott, the order of the bottom boundary (i.e., topogra-

phy map) variation; and typical horizontal length-scale L. We also define the typical reference

speed V0 :=
√
gh0. The following non-dimensional parameters are paramount for the asymptotic

expansion:

µ =
h20
L2
→ shallowness parameter,

ε =
asurf
h0

→ amplitude parameter,

β =
abott
h0

→ topography parameter.

Remark 1.4.4 (Shallow water flows). The term shallow water flows refers to when the shallowness
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parameter µ is assumed to be small. In particular, we are interested in scenarios when µ ∈ (0, 1).

Remark 1.4.5 (Depth-averaged models). The models of interest in this thesis are the Saint-Venant

Shallow Water Equations and the Serre–Green–Naghdi Equations. These models are often re-

ferred to as “depth-averaged” models since they evolve (in space and time) the water depth, h, and

momentum quantity, q := hv, where v is the depth-averaged horizontal velocity.

Using the typical problem quantities defined above, we now define the dimensionless variables

for the flow/discharge formulation:

x
′
=

x

L
, z

′
=

z

h0
, t

′
=

t

T
,

η
′
=

η

asurf
, q

′
=

q

asurfV0
, z

′

b =
zb
abott

,

where T = L/V0. We also set h′ = h/h0 and v′ = v/(
asurf
h0

V0) = v/(εV0). The vertical

scale quantity W0 is defined to be W0 = εh0
L
V0 and is found by comparing the scales in the

incompressibility condition (1.4.2b). Note that since h := η + ξ0 − zb, we have that h′ = εη
′
+

ξ0
h0
− βz′b. For simplicity, we assume that reference elevation at rest ξ0 is of the scale h0. That is to

say, we replace ξ0 by h0 so that h′ = εη
′
+ 1− βz′b.

We now want to substitute the non-dimensionalized quantities above into the depth/discharge

formulation (1.4.27). For completeness, we illustrate the non-dimensionalization for a few terms
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in the formulation (1.4.27):

∂th →
h0
T
∂t′h

′
= h0

V0
L
∂t′h

′
,

∇·q → asurfV0
L
∇x′ ·q

′
= εh0

V0
L
∇x′ ·q

′
,

∂tq → 1

T
asurfV0∂t′q

′
= h0ε

V 2
0

L
∂t′q

′
,

∇·(v ⊗ q) → 1

L
(εV0)asurfV0∇x′ ·(v

′ ⊗ q
′
) = h0ε

2V
2
0

L
∇x′ ·(v

′ ⊗ q
′
),

∇(
1

2
gh2) → 1

L

V 2
0

h0
h20∇x′ (

1

2
(h
′
)2) = h0

V 2
0

L
∇x′ (

1

2
(h
′
)2),

∂tw → 1

T
ε
h0
L
V0∂t′w

′
= ε

h0
L

V 2
0

L
∂t′w

′
.

Note that we used the fact that g = V 2
0 /h0 in the second-to-last expansion. Now, substituting

the non-dimensionalized quantities above into the full depth/discharge formulation (1.4.27) yields

(dropping the prime symbol ′ notation for simplicity):

∂th + ε∇·q = 0, (1.4.28a)

ε∂t(hv) + ε2∇·(v ⊗ q) +∇(
1

2
h2) + ε2∇·R + µε

∫ εη+1

βzb

∇pNH dz = −h∇(βzb), (1.4.28b)

pNH =

∫ εη+1

z

(
∂tw + ε∇x,z·(wV )

)
dz, (1.4.28c)

where R =
∫ εη+1

βzb
(v∗ ⊗ v∗) dz. All the computations up to this point have been exact. That

is to say, no approximations of the equations have been made. The goal moving forward is to

introduce approximations in terms of the ε and µ quantities to derive the shallow water models of

interest. In particular, we derive the Saint-Venant Shallow Water Equations which we will show
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is the first approximation to the water waves problem and then we derive the more complicated

Serre–Green–Naghdi Equations.

1.4.6 Inner structure of the velocity and pressure fields

We begin the approximation by first studying the structure of the velocity field inside the

fluid domain. In particular, we will study the incompressibility (1.4.2b) and irrotational condi-

tions (1.4.2c) (along with the impermeable bottom condition (1.4.10)) to find an expression for v∗

in terms of v. These conditions (in dimensionless form) can be re-written as follows:

∇·v + ∂zw = 0, (1.4.29a)

∂zv − µ∇w = 0, (1.4.29b)

∇T·v = 0, (1.4.29c)

wb −∇(βzb)·vb = 0, (1.4.29d)

where∇T·v = ∂yv − ∂xu.

Remark 1.4.6 (Representation of the irrotational condition). Note that the irrotational condition

is represented by (1.4.29b) and (1.4.29c). Respectively, the equation (1.4.29b) is the horizontal

component of the irrotational condition and equation (1.4.29c) is the vertical component of the

irrotational condition. For completeness, we show how the horizontal component (1.4.29b) is

found from the irrotational condition. Expanding each component of the (1.4.2c) yields

µ∂yw − ∂zv = 0, ∂zu− µ∂xw = 0, ∂xv − ∂yu = 0.

Notice that the first and second equations can be “switched” and written as follows:

∂zu− µ∂xw = 0, ∂zv − µ∂yw = 0.

Careful observation shows that this is equivalent to ∂zv − µ∇w = 0.
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We continue the analysis on the inner structure of the velocity field by vertically integrat-

ing (1.4.29a) (from βzb to z) and using the condition (1.4.29d) to see that:

w − wb = −
∫ z

βzb

∇·(v + v∗) dz

= −
∫ z

βzb

∇·v dz −
∫ z

βzb

∇·v∗ dz,

=⇒

w = β∇zb·vb − (z − βzb)∇·v −
∫ z

βzb

∇·v∗ dz

= β∇zb·(v + v∗b )− (z − βzb)∇·v −
∫ z

βzb

∇·v∗ dz

= ∇·(βzbv)− z∇·v + β∇zbv∗b −
∫ z

βzb

∇·v∗ dz︸ ︷︷ ︸
= −∇·

(
(z − βzb)v

)
−∇·

(∫ z

βzb

v∗ dz

)
.

Then, notice that the equation (1.4.29b) gives the following:

∂zv − µ∇w = 0,

=⇒

∂z(v(x, t) + v∗(x, z, t))− µ∇w = 0,

=⇒

∂zv
∗ = µ∇w,

=⇒

constant− v∗ =

∫ εη+1

z

µ∇w dz.

Averaging the last equation over the water column gives constant = µ
∫ εη+1

βzb

∫ εη+1

z
∇w dz̃ dz

where we used the fact that the mean-value over the water column of v∗ is zero. Thus, we can
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equivalently write the previous equation as

v∗ = −µ
(∫ εη+1

z

w dz

)
+ µ

∫ εη+1

βzb

∫ εη+1

z

∇w dz̃ dz = −µ
(∫ εη+1

z

w dz

)∗
.

This equation can be expanded even further by using the expression for w:

v∗ = −µ
(∫ εη+1

z

∇w dz
)∗

= µ

(∫ εη+1

z

∇{∇·
(

(z − βzb)v
)
} dz

)∗
+ µ

(∫ εη+1

z

∇{∇·
(∫ z

βzb

v∗ dz

)
dz}
)∗

We now follow [44] and introduce the following two operators:

Tw =

∫ εη+1

z

∇{∇·
(∫ z

βzb

w dz

)
dz}, (1.4.30a)

T∗w = (Tw)∗, (1.4.30b)

where w is a (sufficiently smooth) Rd-valued function defined on the fluid domain. Note that since∫ z
βzb

v dz = (z − βzb)v, we can use the above defined operators to rewrite the equation for v∗ as

follows:

(1− µT∗)v∗ = µT∗v.

Applying the operator (1 + µT∗) to both sides of the above equation, gives

v∗ = µT∗v +O(µ2), (1.4.31)

which gives that the total horizontal fluid velocity is given by:

v = v + µT∗v +O(µ2). (1.4.32)

We have now found an approximate expression for the horizontal velocity in the fluid domain in

terms of only the average horizontal velocity v up to the order of O(µ2). Since v does not depend
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on z, we can compute v explicitly. Note that

T∗v =

(∫ εη+1

z

∇{∇·
(

(z − βzb)v
)
} dz

)∗
=

∫ εη+1

z

∇{∇·
(

(z − βzb)v
)
} dz − 1

h

∫ βzb+h

βzb

∫ εη+1

z

∇{∇·
(

(z̃ − βzb)v
)
} dz̃ dz.

For simplification purposes, we expand each term separately:

∇·
(

(z − βzb(x))v
)

= (z − βzb(x))∇·v −∇(βzb(x))·v,

=⇒

∇{∇·
(

(z − βzb(x))v
)
} = (z − βzb(x))∇(∇·v)−∇(βzb(x))∇·v

−∇{∇(βzb(x))·v},

=⇒∫ εη+1

z

(
∇{∇·

(
(z − βzb(x))v

)
}
)
dz =

1

2
(h2 − (z − zb(x))2)∇(∇·v)

−(h + zb(x)− z)∇(βzb(x))∇·v

−(h + zb(x)− z)∇{∇(βzb(x))·v}.

Similarly, we have that

1

h

∫ εη+1

zb(x)

∫ εη+1

z

(
∇{∇·

(
(z − βzb(x))v

)
}
)
dz =

1

3
h2∇(∇·v)− 1

2
h∇(βzb(x))∇·v

−1

2
h∇{∇(βzb(x))·v}.

Then, continuing the expansion for T∗v:

T∗v = −1

2

(
(z − βzb(x))2 − 1

3
h2
)
∇(∇·v)

−
(
βzb(x)− z +

1

2
h
)(
∇(βzb(x))∇·v +∇{∇(βzb(x))·v}

)
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Substituting the above expression into the definition for the full horizontal fluid velocity yields:

v = v − µ1

2

(
(z − βzb(x))2 − 1

3
h2
)
∇(∇·v)

− µ
(
βzb(x)− z +

1

2
h
)(
∇(βzb(x))∇·v +∇{∇(βzb(x))·v}

)
+O(µ2). (1.4.33)

Consequently, we have that the definition of the vertical component of the velocity is given by:

w = −∇·
(

(z − βzb)v
)
− µ∇·

∫ h+zb(x)

βzb(x)

(T∗v) dz +O(µ2). (1.4.34)

Note that the first term in the above equation can be expanded as−(z−βzb(x))∇·v+∇(βzb(x))·v.

We can now use the approximate expressions for v (1.4.33) and w (1.4.34) to study the struc-

ture of the pressure field in the fluid domain. Let us recall the full Euler pressure (1.4.24) in

dimensionless variables:

p = (εη + 1− βzb(x)) + µε

∫ εη+1

βzb

∇pNH dz,

pNH =

∫ εη+1

z

(
∂tw + ε∇·(wv) + ε∂z(w

2)
)
dz.

Since the hydrostatic part of the pressure is simpler, we only look at the non-hydrostatic part of

the pressure. The goal is to substitute v (1.4.33) and w (1.4.34) into the above non-hydrostatic

pressure.

Remark 1.4.7 (Flat topography – A simpler case). Note that when the topography is flat (i.e.,

zb(x) ≡ 0), a direct computation (with the help of the Mathematica software [65]) yields that

the non-hydrostatic pressure is given by:

pNH =
1

2
(z2 − h2)

(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
+O(µ). (1.4.36)
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This gives

∫ εη+1

βzb

∇pNH dz = −∇
{1

3
h3
(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)}
+O(µ).

We now consider the case when the topography is not flat. Another direct computation (using

the Mathematica software [65]) gives that:

pNH =
1

2
((z − βzb(x))2 − h2)

(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
+ (h + βzb(x)− z)

(
∂t(∇(βzb)·v) + εv·∇(∇(βzb)·v)

)
+O(µ), (1.4.37)

consequently:

∫ εη+1

βzb

∇pNH dz = ∇
{
− 1

3
h3
(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
+

1

2
h2
(
∂t(∇(βzb)·v) + εv·∇(∇(βzb)·v)

)}
+ h

(
− 1

2
h
(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
+
(
∂t(∇(βzb)·v) + εv·∇(∇(βzb)·v)

))
∇(βzb(x)) +O(µ). (1.4.38)

Remark 1.4.8 (The structure of the non-hydrostatic pressure contribution). Although the structure

of the non-hydrostatic pressure contribution (1.4.38) looks complicated, it can be re-written with a

“simpler” mathematical structure. We show how to do this in Section 2.3.3.

Up to this point, we have been able to approximately describe the water waves problem in

terms of the water depth h, averaged horizontal velocity v and topography map zb(x). That is to

say, we have explicitly removed the dependencies of the vertical quantities z (the vertical Cartesian

coordinate) and w (the vertical fluid velocity). Although these quantities do not show up in the

following models directly, there is still an indirect influence of the vertical fluid acceleration (in

particular in the Boussinesq and Serre–Green–Naghdi models). We will now introduce further

approximations in terms of the amplitude parameter ε, shallowness parameter µ and topography

24



parameter β to derive our models of interest.

1.4.7 First order approximation – Saint-Venant Shallow Water Equations

The first mathematical model of interest is the Saint-Venant Shallow Water Equations. This

model is an approximation of order O(µ) of the non-dimensional water waves problem described

above. That is to say, all terms proportional to µ are dropped from the equations. Note that we

make no assumption on the amplitude parameter ε. In particular, we have that:

v = v +O(µ),

∇·R = O(µ2),

µ

∫ εη+1

βzb(x)

∇pNH = O(µ).

Thus for x ∈ Rd and t ≥ 0, the Saint-Venant model in non-dimensional variables with topography

effects is given as follows:

∂th + ε∇·q = 0, (1.4.40a)

∂tq + ε∇·(v ⊗ q) +
1

ε
∇(

1

2
h2) = −1

ε
h∇(βzb(x)). (1.4.40b)

where we used q := hv. Notice that by dropping all the terms proportional to µ, we have neglected

all effects induced by the vertical fluid acceleration. In particular, the pressure in the Saint-Venant

model (1.4.40) is only the hydrostatic pressure. Consequently, the Saint-Venant model can not

model dispersive effects induced by the non-hydrostatic pressure. Since∇·R = O(µ2), the Saint-

Venant model does not model “turbulent” effects.

Remark 1.4.9 (Dimensional form of the Saint-Venant model). Substituting the dimensional vari-

ables into (1.4.40) yields:

∂th +∇·(q) = 0, (1.4.41a)

∂tq +∇·(v ⊗ q) +∇(
1

2
gh2) = −gh∇(zb(x)). (1.4.41b)
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1.4.8 Weakly non-linear second order approximation – The Boussinesq model

Although the work in this thesis is not concerned with the Boussinesq model, we will briefly

discuss it here for completeness. The Boussinesq model is a weakly non-linear second order ap-

proximation of the full water waves problem. That is to say, it is an order O(µ2) approximation

with the additional assumption on the amplitude parameter ε = O(µ) (i.e., size of the elevation

variation). Another common assumption that is made is on the topography variations: β = O(µ).

Thus, we can drop any terms in the full water waves problem proportional to µ2, εµ and βµ. Thus,

we have the following approximate quantities:

v = v + µT∗v +O(µ2),

∇·R = O(µ2),

µ

∫ εη+1

βzb(x)

∇pNH = µ∇{−1

3
h3∂t(∇·v)}+O(µ2).

Then, for x ∈ Rd and t ≥ 0, the Boussinesq model in non-dimensional variables with weak

non-linear and weak topography effects is given as follows:

∂th + ε∇·(q) = 0, (1.4.43a)

∂tq + ε∇·(v ⊗ q) +
1

ε
∇(

1

2
h2)− µ∇

(
− 1

3
h3∂t(∇·v)

)
= −1

ε
h∇(βzb(x)). (1.4.43b)

Remark 1.4.10 (Weakly dispersive). Mathematical models of order O(µ2) are often labeled as

weakly dispersive in the literature.

Remark 1.4.11 (Dimensional form of the Boussinesq model). Substituting the dimensional vari-

ables into (1.4.43) yields:

∂th +∇·(q) = 0, (1.4.44a)

∂tq +∇·(v ⊗ q) +∇(
1

2
gh2) +∇(−1

3
h3∂t(∇·v)) = −gh∇(zb(x)). (1.4.44b)
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1.4.9 Strongly non-linear second order approximation – Serre–Green–Naghdi model

We now discuss how to derive the Serre–Green–Naghdi model which is the focus of this the-

sis. The SGN model is a strongly non-linear second order approximation of the water waves

problem (1.4.28). In particular, it is an order of O(µ2) approximation of the free-surface Euler

Equations (similar to the Boussinesq model), but without assumptions on the amplitude parameter

ε and topography variation parameter β. Due to the lack of additional assumptions on these two

parameters, the complexity of the model grows significantly (in particular in the expression for the

non-hydrostatic pressure). We have the following approximate quantities for the SGN model:

v = v + µT∗v +O(µ2),

∇·R = O(µ2),

µ

∫ εη+1

βzb

∇pNH dz = µ∇
{
− 1

3
h3
(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
+

1

2
h2
(
∂t(∇(βzb)·v) + εv·∇(∇(βzb)·v)

)}
+ µh

(
− 1

2
h
(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
+
(
∂t(∇(βzb)·v) + εv·∇(∇(βzb)·v)

))
∇(βzb(x)) +O(µ2).

Notice that we have ∇·R = O(µ2) which is also the case for the Saint-Venant and Boussinesq

models. That is to say, none of these models exhibit “turbulent” effects. Before writing the full

model in non-dimensional form, let us define the following two quantities:

Pε = −h
(
∂t(∇·v)− ε(∇·v)2 + εv·∇(∇·v)

)
, (1.4.46a)

Lε = ∂t(∇(βzb)·v) + εv·∇(∇(βzb)·v). (1.4.46b)

The expression Pε + Lε can be thought of as the influence of vertical fluid acceleration at the

free-surface and Lε can be thought of as the vertical fluid acceleration at the bottom boundary (i.e.,
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Euler

Figure 1.2: A representation of the physical accuracy of each model derived compared to the full
free-surface Euler problem.

topography). Note that when the topography is flat, we have that Lε ≡ 0. For x ∈ Rd and t ≥ 0,

the full non-dimensional Serre–Green–Naghdi model can be written as follows:

∂th + ε∇·(q) = 0, (1.4.47a)

∂tq + ε∇·(v ⊗ q) +
1

ε
∇(

1

2
h2)− µ∇

(
h2(

1

3
Pε +

1

2
Lε)
)

= −1

ε

(
h + εµ

1

2
Pε + εµLε

)
∇(βzb(x)).

(1.4.47b)

In Figure 1.2, we give a representation of the physical accuracy of the models derived in this

section. For an overview on open problems and discussion of boundary conditions regarding the

models derived in this section, we refer the reader to [44].
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2. SHALLOW WATER MODELS

2.1 Introduction

In this Chapter, we present the shallow water models of interest used for applications in in-

land flooding and coastal hydrodynamics: (i) the Saint-Venant shallow water equations and (ii)

the Serre–Green–Naghdi model with topography effects for dispersive water waves. The goal of

this chapter is to review the both mathematical models and discuss their mathematical and physical

structures. In particular, we investigate steady-state solutions of the equations for developing robust

numerical methods and verifying the accuracy of said methods. Although we review both mathe-

matical models, the focus of this thesis is on dispersive water waves so we give particular attention

to the Serre–Green–Naghdi equations. A fundamental question of this work is concerned with de-

veloping efficient methods for solving the SGN Equations and their use in applications in coastal

hydrodynamics. Thus, it is important to understand the properties of the Serre–Green–Naghdi

Equations and any potential drawbacks they exhibit. The discussion here lays the foundation for

a robust and efficient hyperbolic relaxation technique shown in the following chapters. We then

describe the mathematical formulation of the external physical sources that are considered in this

work.

The chapter is organized as follows. In Section 2.2, we review the Saint-Venant model and

give a brief discussion on its history and status in the literature. In Section 2.2.2, we describe

some important properties of the Saint-Venant model and give a discussion on its drawbacks in

Section 2.2.3. In Section 2.3, we give a general introduction and historical background to the

Serre–Green–Naghdi equations. Then, in Section 2.3.1, we present the model problem for the

Serre–Green–Naghdi equations along with a discussion of two important properties. Then in Sec-

tion 2.3.3, we give two alternative representations of the equations. In Section 2.3.4, we discuss the

challenges that are introduced when trying to solve the Serre Equations and its use for coastal hy-

drodynamics. The fundamental question of this thesis is presented in this section. In Section 2.3.5,
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we derive important properties for the Serre model. In particular, a novel result concerning an-

alytical solutions to the Serre–Green–Naghdi model is shown in Proposition 2.3.7. Finally, in

Section 2.4 we discuss the external physical sources considered in this work.

2.2 The Saint-Venant model

The Saint-Venant equations are a hyperbolic system of conservation laws that were first de-

rived in Saint-Venant [54] for one-dimensional flows in a channel. As shown in Section 1.4, the

equations are an O(µ) approximation of the Free-Surface Euler Equations and neglect the effects

of vertical acceleration of the fluid. The Saint-Venant equations have a wide range of applica-

tions from in-land flooding to atmospheric flows. As stated in Vreugdenhil [62], some of the early

applications of digital computations were simulations done using the Saint-Venant equations for

atmospheric flows in the 1940’s and for oceanographic flows in the 1950’s. Due to the general

simplicity of the equations’ structure along with its mathematical properties (such as propagating

shock waves), the Saint-Venant model has been studied and approximated extensively throughout

the literature. For an overview of the Saint-Venant equations, we refer the reader to the books

of Vreugdenhil [62] and Toro [61] and references therein.

2.2.1 The model problem

Let D be a polygonal domain in Rd, d ∈ {1, 2}, occupied by a body of water evolving in time

under the action of gravity. Let u = (h, q)T be the dependent variable, where h is the water height

and q the momentum vector (also known as the flow discharge). Let z(x) be the given topography

(or bathymetry) map. The Saint-Venant model with topography effects can be written as follows:

∂th +∇·(hv) = 0, (2.2.1a)

∂tq +∇·(v⊗q + p(u)Id) = −gh∇z (2.2.1b)

where the hydrostatic pressure is defined by:

p(u) = 1
2
gh2. (2.2.2)
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Here, v is the (depth-averaged) velocity vector and is defined such that q := hv.

2.2.2 Saint-Venant properties

In this section, we briefly discuss a few important properties of the Saint-Venant model that

will be used later in this work.

Proposition 2.2.1 (Saint-Venant Energy). Let u be a smooth solution to the Saint-Venant model (2.2.1).

Then, the Saint-Venant model admits a conservation equation for the total energy: ∂tE(u) +

∇·F (u) = 0 with the energy functional and energy flux defined bu:

E(u) :=
1

2
gh2 + gzh+

1

2
hv2, (2.2.3a)

F (u) := v(E(u) + p(u)). (2.2.3b)

We define the admissible set for the Saint-Venant model be:

A = {u := (h, q)T | h > 0}. (2.2.4)

This (convex) set can be thought of as the set which contains physically relevant solutions to the

Saint-Venant model.

Proposition 2.2.2 (Lake-at-rest for the Saint-Venant Equations). If the flow is at rest (q ≡ 0 for

x ∈ D), the lake-at-rest steady-state problem for the Saint-Venant Equations (2.2.1) is given by:

gh∇(h + z) = 0, x ∈ D. (2.2.5a)

Proof. Assume the flow is at rest, q := hv ≡ 0 (and v ≡ 0). Since we are interested in steady-

state solutions (i.e., independent of time), the Saint-Venant system (2.2.1) reduces to the following
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partial differential equation:

∇·(hv) = 0,

∇·(v ⊗ q) +∇(
1

2
gh2) = −gh∇z.

Using hv ≡ 0, the second equation above reduces to ∇(1
2
gh2) + gh∇z = 0. Expanding the first

gradient term yields the lake-at-rest steady-state equation:

gh∇(h + z) = 0.

2.2.3 Physical drawbacks of the Saint-Venant model

As discussed above, the Saint-Venant model has many applications. However, as shown in

Chapter 1, the Saint-Venant model is only an O(µ) approximation of the free-surface Euler Equa-

tions for water waves and neglects the vertical acceleration effects. Consequently, the Saint-

Venant model lacks dispersive properties. More precisely, its linear phase speed is given by

cp := σ
k

=
√
gh0. Here, σ is the wave frequency of a plane-wave solution and k is the wave

number (or wave frequency in the spatial domain). Thus, the Saint-Venant model is a less accurate

representation of the full water waves problem and can not properly propagate smooth solutions

such as solitary waves or periodic waves. We illustrate this visually in Figure 2.1. It is clear from

the figure that the Saint-Venant model produces a solution with shocks (i.e., breaking waves) in-

stead of propagating the smooth waves. The lack of dispersive effects of the Saint-Venant model

is a major drawback especially when studying wave dynamics in the near-shore region where phe-

nomena such as wave shoaling and wave diffraction are important. The solution for correcting

this drawback is by keeping the O(µ2) terms (as shown in Chapter 1) such as is done with the

Serre–Green–Naghdi equations.
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Figure 2.1: Comparison of smooth solutions with Hyperbolic Serre model and Saint-Venant model.

2.3 The Serre–Green–Naghdi Equations

The Serre–Green–Naghdi Equations are a non-linear system of partial differential equations

used for modeling dispersive water waves and have a wide-range of applications in coastal hydro-

dynamics. The Serre Equations were first derived in one spatial-dimension in the work of Serre

[57, Eq. (22), p. 860] as a generalization to the Saint-Venant model. The equations were then re-

discovered in Su and Gardner [58, Eq. (A14)]. In both of these references, smooth exact solutions

in the form of solitary waves were derived for the model (a key property for simulating tsunami

waves). The equations were then derived in two spatial dimensions for a flat bottom in Green et al.

[26, Eq. (4.12)–(4.15)] and then in Green and Naghdi [25, Eq. (4.27)–(4.30)] for variable topogra-

phy. The equations were also derived with topography effects in Seabra-Santos et al. [56, Eq. (14)].

The authors of [56] supplemented their mathematical findings with physical experiments involving

the propagation of solitary waves over variable topography. In the literature, the nomenclature of

the Serre–Green–Naghdi Equations is often interchanged with the Serre equations, Green–Naghdi

Equations, or the fully non-linear Boussinesq equations. The latter is a consequence of the Serre–

Green–Naghdi model being a weakly dispersive model like the Boussinesq Equations (i.e., O(µ2)

approximation to the free-surface Euler equations) but fully non-linear (as shown in §1.4). For the

sake of brevity, we interchange the Serre–Green–Naghdi nomenclature with just the Serre model.
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2.3.1 The model problem

Let D be a polygonal domain in Rd, d ∈ {1, 2}, occupied by a body of water evolving in time

under the action of gravity. Let u = (h, q)T be the dependent variable of the system, where h is

the water height and q the momentum vector (also known as the flow discharge). Then, the Serre

model as first introduced in Serre [57] and extended in Green and Naghdi [25] and Seabra-Santos

et al. [56] can be written as follows:

∂th +∇·(hv) = 0, (2.3.1a)

∂tq +∇·(v⊗q + p(u)Id) = −r(u)∇z, (2.3.1b)

with the pressure p(u) and the source r(u) defined by

p(u) := 1
2
gh2 + h2

(1

3
ḧ +

1

2
k̇
)
, (2.3.2a)

r(u) = gh + h
(1

2
ḧ + k̇

)
. (2.3.2b)

Here, the “dot” objects are defined by:

ḣ := ∂th + v·∇h, (2.3.3a)

ḧ := ∂tḣ + v·∇ḣ, (2.3.3b)

k̇ := ∂t(v·∇z) + v·∇(v·∇z). (2.3.3c)

The quantity v is the (depth-averaged) velocity vector field and is defined such that q := hv.

The quantity k̇ can be interpreted as the vertical acceleration of the fluid particles induced by the

topography while ḧ + k̇ can be interpreted as the vertical acceleration of the fluid particles at the

free surface ([56, 6]).
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2.3.2 Admissible set and Lake-at-rest

The admissible set (or invariant domain) for the Serre Equations is defined by:

A = {u := (h, q)T | h > 0.} (2.3.4)

The admissible set is physically meaningful since the water depth h can be thought of as the dis-

tance between the free-surface elevation and topography map. A numerical method that preserves

the invariant domain at the discrete level can be classified as invariant domain preserving. Since

the admissible set contains only the positivity condition on the water depthh, a numerical method

that preserves this property can also be called positivity-preserving. These methods are robust

and preserve the structure of their continuous counterparts without the requirement of tune-able

parameters.

Proposition 2.3.1 (Lake-at-rest for the Serre Equations). If the flow is at rest (q ≡ 0 for x ∈ D),

then the lake-at-rest steady-state problem for the Serre Equations (2.3.1) is given by:

gh∇(h + z) = 0, x ∈ D. (2.3.5)

Proof. Assume the flow is at rest q ≡ 0 (and v ≡ 0). Since we are interested in steady-state

solutions (i.e., no dependence on the time variable t), we have that ḣ = v·∇h. However, by

assumption, v = 0 so ḣ = 0. Consequently, ḧ = 0. The rest of the proof is exactly the same as

Proof 2.2.2.

Remark 2.3.2 (Lake-at-rest solution). The lake-at-rest problem (2.3.5) has one of two solutions:

(i) h = 0; or (ii) h + z = constant. The physical interpretation of the solution h + z = constant is

as follows: If the flow is at rest, then the water elevation must remain constant.

We call numerical methods that preserve the lake-at-rest property at the discrete level well-

balanced.
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2.3.3 Mathematical reinterpretation of dispersive terms

In this section, we give different representation of the Serre model that are equivalent. Let Dt

be the linear, total derivative operator defined by

Dtφ := (∂t + v·∇)φ, (2.3.6)

where φ is an arbitrary smooth function.

Proposition 2.3.3 (First alternative representation). A first alternative representation of the Serre

Equations is given by:

∂th +∇·(hv) = 0, (2.3.7a)

∂tq +∇·(v ⊗ q) +∇
(

1

2
gh2 +

1

3
h2D2

t (h +
3

2
z)

)
= −

(
gh + D2

t (
1

2
h + z)

)
∇z (2.3.7b)

Proof. Assume u := (h, q)T is a smooth solution to the Serre model. Let z(x) be a given, smooth

topography profile. Notice that only the non-hydrostatic pressure and source are represented dif-

ferently from (2.3.1)–(2.3.2). Expanding the D2
t term in the pressure gives:

1

3
h2D2

t (h +
3

2
z) =

1

3
h2Dt

(
Dt(h +

3

2
z)

)
=

1

3
h2Dt

(
ḣ + Dt(

3

2
z)

)
=

1

3
h2Dt

(
ḣ +

3

2
v·∇z

)
=

1

3
h2
(
ḧ +

3

2
k̇

)
= h2

(
1

3
ḧ +

1

2
k̇

)

which is the expression in (2.3.2). A similar expansion can be performed for the topography source

term.

The representation shown in Proposition 2.3.3 was first shown in Green and Naghdi [25] (after
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some algebraic manipulation of equations (4.27)-–(4.31) therein) and can also be seen in Dellar

and Salmon [14, Eq. (18)].

Proposition 2.3.4 (Second alternative representation). A second alternative representation of the

Serre Equations is given by:

∂th +∇·(hv) = 0, (2.3.8a)

∂tq +∇·(v ⊗ q) +∇
(

1

2
gh2 + p̄(u)

)
= − (gh + r̄(u))∇z, (2.3.8b)

(2.3.8c)

where

p̄(u) = −1

3
h2

(
h
(
∂t(∇·v)− (∇·v)2 + v·∇(∇·v)

)
− 3

2
k̇

)
, (2.3.9a)

r̄(u) = −1

2
h
(
∂t(∇·v)− (∇·v)2 + v·∇(∇·v)

)
+ k̇. (2.3.9b)

Proof. Assume u := (h, q)T is a smooth solution to the Serre model. Let z(x) be a given, smooth

topography profile. In the above formulation, we have expanded the quantity ḧ using the mass
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conservation equation (2.3.1a) as follows:

ḧ = Dt(ḣ)

= Dt

∂th + v·∇h︸ ︷︷ ︸
M.C (2.3.1a)


= Dt (−h∇·v)

= − (∂t(h∇·v) + v·∇(h∇·v))

= −

(
(∇·v) ∂th︸︷︷︸

M.C (2.3.1a)

+h∂t(∇·v) + v· ((∇·v)∇h + h∇(∇·v))

)

= −

(
(∇·v)(−v·∇h− h(∇·v)) + h∂t(∇·v) + v· ((∇·v)∇h + h∇(∇·v))

)

= −h

(
∂t(∇·v)− (∇·v)2 + v·∇(∇·v)

)

which is the expression in (2.3.2). A similar expansion can be performed for the topography source

term.

The representation shown in Proposition 2.3.4 was first presented in Serre [57] and Su and

Gardner [58] for one spatial dimension and no topography effects. This representation shows up

naturally in the in the derivation of the Serre–Green–Naghdi model as shown in Section 1.4 (see

equation (1.4.38)). Notice that we can re-write the momentum equation (2.3.8b) as an evolution

equation for the velocity v as follows:

∂tv + (v·∇)v +
1

h
∇(

1

2
gh2 + p̄(u)) = −1

h
(gh + r̄(u))∇z,

with

p̄(u) = −1

3
h2

(
h
(
∂t(∇·v)− (∇·v)2 + v·∇(∇·v)

)
− 3

2
(∂tv·∇z + v∇(v·∇z))

)
,

r̄(u) = −1

2
h
(
∂t(∇·v)− (∇·v)2 + v·∇(∇·v)

)
+ ∂tv·∇z + v∇(v·∇z).
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Proposition 2.3.5 (Third alternative representation). A third alternative representation of the Serre

Equations is given by:

∂th +∇·(hv) = 0, (2.3.11a)

h

(
1 +

1

h
T
)[

∂tv] + h(v·∇)v + gh∇(h + z)

− 1

3
∇{h3[(v·∇)(∇·v)− (∇·v)2]}+ hQ[v] = 0. (2.3.11b)

Here, the operators 1
h
T[·] and Q[·] are defined by:

1

h
T[w] = − 1

3h
∇(h3(∇·w))− 1

2
h(∇·w)∇z +

1

2h
∇(h2∇z·w) + (∇z·w)∇z,

Q[w] =
1

2h
∇(h2(w·∇)2z)− 1

2
h
(
(w·∇)(∇·w)− (∇·w)2

)
∇z + ((w·∇)2z)∇z.

with w is a sufficiently smooth vector-valued function.

Proof. Let u := (h, q)T be a smooth solution to the system (2.3.11). Since there is no change to

the mass conservation equation, we want to show that (2.3.11b) is equivalent to (2.3.1b)–(2.3.2).

To simplify the computations, we will give certain terms an integer marker to signify that they will

be combined. Let us recall two identities that will be useful in the following analysis. When the

solution u and topography map z(x) are smooth, we have that:

k̇ = ∂t(v·∇z) + (v·∇)2z,

h2ḧ = −h3
(
∂t(∇·v) + (v·∇)(∇·v)− (∇·v)2

)
,

where we used that (v·∇)2z = v·∇(v·∇z). Using the second identity, we see that:

−1

3
∇{h3[(v·∇)(∇·v)− (∇·v)2]} = ∇(

1

3
h2ḧ) +∇(

1

3
h3∂t(∇·v))︸ ︷︷ ︸

(1)

.
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Note that gh∇(h + z) = ∇(1
2
gh2) + gh∇z. Let us now focus on the first two terms of (2.3.11b).

We have that

h

(
1 +

1

h
T
)[

∂tv] + (v·∇)v = h (∂tv + (v·∇)v)︸ ︷︷ ︸
Prop. 3.2.1

+h
1

h
T[∂tv]

= ∂tq +∇·(q ⊗ v) + h
1

h
T[∂tv].

Expanding the last term separately yields:

h
1

h
T[∂tv] = −1

3
∇(h3(∇·∂tv))︸ ︷︷ ︸

(1)

−1

2
h2(∇·∂tv)∇z︸ ︷︷ ︸

(2)

+
1

2
∇(h2∇z·∂tv)︸ ︷︷ ︸

(3)

+ h(∇z·∂tv)∇z︸ ︷︷ ︸
(4)

,

We now expand each term the topography term hQ[v]:

1

2
∇(h2(v·∇)2z) = ∇(h2

1

2
k̇)−∇(

1

2
h2∂t(v·∇z)),

= ∇(h2
1

2
k̇)−∇(

1

2
h2∂tv·∇z)︸ ︷︷ ︸

(3)

,

−1

2
h2
(
(v·∇)(∇·v)− (∇·v)2

)
∇z =

1

2
hḧ∇z +

1

2
h2(∇·∂tv)∇z︸ ︷︷ ︸

(2)

,

h((v·∇)2z)∇z = hk̇∇z − h∂t(v·∇z)∇z

= hk̇∇z−h(∂tv·∇z)∇z︸ ︷︷ ︸
(4)

.

We now combine all the expanded terms. Note that the terms with the integer markers will all

cancel. Thus, we have that:

∂tq +∇·(q ⊗ v) +∇(
1

2
gh2 + h2(

1

3
ḧ +

1

2
k̇)) = −(gh + h(

1

2
ḧ + k̇))∇z,
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which is (2.3.1b)–(2.3.2).

This representation was first introduced in Lannes and Bonneton [46, Eq. (26)] for the non-

dimensional Serre–Green–Naghdi Equations and can be seen in Bonneton et al. [10, Eq. (13)]

and Marche [50, Eq. (3)].

2.3.4 Challenges

In this section, we briefly discuss some of the challenges involved in the general scientific

process for solving the Serre–Green–Naghdi equations. In particular, we discuss the time step

restriction that arises in the numerical approximation of the equations, the process of verification

and validation and the status of boundary conditions. The key scientific question of this thesis is

presented in this section. For an overview on open problems regarding the Serre–Green–Naghdi

equations, we refer the reader to Lannes [44].

2.3.4.1 Dispersive time step restriction

As shown in Chapter 1, the Serre–Green–Naghdi equations are a better approximation of the

free-surface Euler Equations than the Saint-Venant model and are able to accurately represent

wave transformations in near-shore dynamics when dispersive and non-linear effects are strong.

However, this physical accuracy comes at a price. A major drawback of the dispersive Serre model

from a numerical perspective is that it involves third-order derivatives in space (this can be seen

directly in (2.3.8b)–(2.3.9a)). More specifically, due to the presence of theO(µ2) dispersive terms,

the pressure mapping u 7→ p(u) defined in (2.3.2) is not a function, but a second-order differential

operator in space and time. This second-order differential operator produces third-order spatial

derivatives in the momentum equations (2.3.1b) and rule out any approximation technique that is

explicit in time, since this would require that the time step τ satisfy:

τ ∼ O(h3)V −1L−2,
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where h is the mesh-size, V is a characteristic wave speed scale, and L is a characteristic length

scale. We call this condition the dispersive time step restriction. There are currently two popular

classes of techniques for addressing this difficulty. The first one is based on Strang’s operator

splitting and combines explicit and implicit time stepping, see for instance Bonneton et al. [10],

Samii and Dawson [55], Duran and Marche [15]. Another approach consists of reinterpreting the

dispersive system as a constrained first-order system and then relaxing the constraints to allow for

using the typical hyperbolic CFL condition (see Chapters 3 and 4).

The goal of this work is concerned with answering the following scientific question:

Is it possible to construct an explicit, well-balanced numerical method for solving the

Serre–Green–Naghdi equations that is at least second-order in space and time and

invariant-domain preserving under the hyperbolic CFL condition?

2.3.4.2 Verification and validation

Verification and validation are paramount processes in scientific computing. Analytical solu-

tions are needed to verify the accuracy of numerical codes and can be useful for understanding

the structure of mathematical models. At this time, the availability of analytical solutions for the

Serre model with non-trivial topography is non-existent. The process of model validation is useful

for investigating the physical limitations of the mathematical model of interest (such as the Serre

Equations) and is often done by comparing numerical results with experimental data. However,

the availability of reliable experimental data can be scarce.

2.3.4.3 Boundary conditions

Most simulations involving water waves have large-time scales especially those modeling large

domains such as the ocean. Since we can only perform computations on finite domains, these

large-time scales can be an issue if we want to avoid wave reflections at the boundary. One can

try to limit these reflections through wave absorption zones introduced in the domain, but these

techniques are often limited and require more computational resources. Another approach is to

carefully enforce the “correct” boundary conditions so that information flows out of the boundary.
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However, this approach is highly non-trivial and is PDE dependent.

In the following chapters, we work towards answering the scientific equation 2.3.4.1 along with

addressing the above the difficulties.

2.3.5 Properties

In this section, we derive important properties of the Serre–Green–Naghdi model (2.3.1)–

(2.3.2). In particular, we derive a conservation equation for the total energy of the system. We

then derive analytical solutions for the Serre model with topography effects which are used for

verifying the accuracy of numerical methods. Finally, we derive the dispersion relation for the

linearized model. The techniques and results shown in this section will be useful when studying

the hyperbolic relaxation technique introduced in Chapter 4.

2.3.5.1 Conservation of energy

We first derive the conservation of energy equation for the Serre system (2.3.1)–(2.3.2). This is

done as follows. We first derive a conservation equation for the kinetic energy (see (2.3.13)). Then,

we derive a conservation equation for the potential energy (see (2.3.14)). Finally, we combine the

two equations and obtain a single conservation equation for the total energy of the system. This

technique is a standard approach for deriving energy results for similar mathematical models such

as the Saint-Venant model. The main result of this section is given in Proposition 2.3.6.

Let u(x, t) := (h(x, t), q(x, t))T be a smooth solution to the Serre model (2.3.1)–(2.3.2). We

first derive the conservation equation for the kinetic energy by applying the operator v·() to (2.3.1b)

and combining the results. For completeness and clarity, we simplify each term individually and

then combine the terms at the end (note that when convenient, we interchange the notation ḣ =
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Dth). Expanding v · (∂tq +∇·(v ⊗ q)) yields:

v·∂tq = v·∂t(hv)

= ‖v‖2∂th + h(
1

2
∂t‖v‖2)

= ‖v‖2∂th +
1

2
∂t(h‖v‖2)−

1

2
‖v‖2∂th

= ∂t(
1

2
h‖v‖2)− 1

2
‖v‖2∇·(hv)

= ∂t(
1

2
h‖v‖2)−∇·(v1

2
h‖v‖2) + hv·∇(

1

2
‖v‖2),

v·(∇·(v ⊗ q)) = v·(∇·(v ⊗ hv)),

= v·
(
hv(∇·v) + (v·∇h)v + h∇(

1

2
‖v‖2)

)
= ‖v‖2(h∇·v) + ‖v‖2(v·∇h) + hv·(∇1

2
‖v‖2)

= ‖v‖2∇·(hv) + hv·(∇1

2
‖v‖2).

Note that:

−∇·(v1

2
h‖v‖2) + hv·∇(‖v‖2) + ‖v‖2∇·(hv) = −∇·(v1

2
h‖v‖2) +∇·(hv‖v‖2)

= ∇·(v1

2
h‖v‖2).

Expanding v·∇(p(u)) = v·∇(1
2
gh2 + h2(1

3
ḧ + 1

2
k̇)) yields:

v·∇(
1

2
gh2) = v·∇(

1

2
gh2),
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v·∇(
1

3
h2ḧ) = ∇·(v1

3
h2ḧ)− 1

3
h2ḧ (∇·v)︸ ︷︷ ︸

=−ḣ/h

= ∇·(v1

3
h2ḧ) +

1

3
hḣḧ

= ∇·(v1

3
h2ḧ) +

1

3
hDt(

1

2
(ḣ)2)︸ ︷︷ ︸

Prop. 3.2.1

= ∇·(v1

3
h2ḧ) + ∂t(

1

6
h(ḣ)2) +∇·(v1

6
h(ḣ)2),

v·∇(
1

2
h2k̇) = ∇·(v1

2
h2k̇)− 1

2
h2k̇(∇·v)

= ∇·(v1

2
h2k̇) +

1

2
hḣk̇︸ ︷︷ ︸
∗

.

Expanding v·(r(u)∇z) = v·((gh + h(1
2
ḧ + k̇)∇z)) yields:

v·(gh∇z) = ghv·∇z,

v·
(

1

2
hḧ∇z + hk̇∇z

)
=

1

2
hḧ(v·∇z) + h(v·∇z)k̇

=
1

2
hḧ(v·∇z)︸ ︷︷ ︸

∗

+ hDt

(
1

2
(v·∇z)2

)
︸ ︷︷ ︸

∗

.

The terms with the ‘∗’ label can be simplified as follows:

1

2
hḣk̇ +

1

2
hḧ(v·∇z) + hDt(

1

2
(v·∇z)2) = hDt(

1

2
(v·∇z)2)︸ ︷︷ ︸

Prop. 3.2.1

+ hDt

(1

2
ḣ(v·∇z)

)︸ ︷︷ ︸
Prop. 3.2.1

= ∂t
(1

2
h(v·∇z)2

)
+∇·

(
v

1

2
h(v·∇z)2

)
+∂t
(1

2
hḣ(v·∇z)

)
+∇·

(
v

1

2
hḣ(v·∇z)

)
.
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Then, the conservation equation for the kinetic energy can be written as follows:

∂t

(
1

2
h‖v‖2 +

1

6
h
((
ḣ +

3

2
(v·∇z)

)2
+

3

4
(v·∇z)2

))
+∇·

(
v

(
1

2
h‖v‖2 +

1

6
h
((
ḣ +

3

2
(v·∇z)

)2
+

3

4
(v·∇z)2

)))
+ v·∇(

1

2
gh2) + hv·∇(gz) = 0.

(2.3.13)

To find a conservation equation for the potential energy, we multiply the mass conversa-

tion (2.3.1a) by g(h + z) and combine the results. Similarly as above, we expand each term

individually. Expanding g(h + z)(∂th +∇·(hv)) yields

g(h + z)∂th = gh∂th + gz∂th

= ∂t(
1

2
gh2 + ghz),

g(h + z)∇·(hv) = gh (v·∇h + h∇·v) + gz∇·(hv)

= gv·h∇h + gh2∇·v + gz∇·(hv)

= v·∇(
1

2
gh2) +

1

2
gh2∇·v +

1

2
gh2∇·v + gz∇·(hv)

= ∇·(1

2
gh2v) +

1

2
gh2(∇·v) + gz∇·(hv).

These terms are combined as follows to form the conservation equation for the potential energy:

∂t
(1

2
gh2 + ghz

)
+∇·

(
v

1

2
gh2
)

+
1

2
gh2(∇·v) + gz∇·(hv) = 0. (2.3.14)

Summing the equations for the kinetic energy (2.3.13) and potential energy (2.3.14) yields the

following result.

Proposition 2.3.6. Let u be a smooth solution to (2.3.1)–(2.3.2), then the following holds true:
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∂tE(u) +∇·(F(u)) = 0, with

E(u) := 1
2
gh2 + gzh + 1

2
hv2 + 1

6
h
((

ḣ + 3
2
(v·∇z)

)2
+ 3

4
(v·∇z)2

)
, (2.3.15a)

F(u) := v(E(u) + p(u)). (2.3.15b)

2.3.5.2 Analytical steady-state solution with topography

In this section, we derive a family of analytical steady-state solutions for the one-dimensional

dispersive Serre equations. The solutions are used to validate the accuracy of the proposed relaxed

model. The main interest of this exact solution is to help verify the accuracy numerical codes

for the approximation of the dispersive Serre model with topography. These solutions are used in

Chapter 6 to verify the accuracy of the proposed hyperbolic relaxation technique (introduced in

Chapter 4) and associated numerical method (introduced in Chapter 5).

We restrict ourselves to one spatial dimension and assume that the solution to (2.3.1)–(2.3.2)

is time-independent and smooth. Then, the steady state problem for the Serre equations with

topography for u(x) := (h(x), q(x))T is given by:

∂x(hv) = 0, (2.3.16a)

∂x

(
hv2 +

1

2
gh2 + h2

(1

3
ḧ +

1

2
k̇
))

= −
(
gh + h(

1

2
ḧ + k̇)

)
∂xz, (2.3.16b)

By (2.3.16a), we see that the flow discharge q := hv is constant so we let q ≡ q0 ∈ R. Since

the solution variable u is time-independent and v = q0
h

, we have that

ḣ = v∂xh =
q0
h
∂xh,

ḧ = v∂x(v∂xh) =
q20
h
∂x(

1

h
∂xh),

k̇ = v∂x(v∂xz) =
q20
h
∂x(

1

h
∂xz).
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We now re-write (2.3.16b) as follows:

∂x

(q20
h

+
1

2
gh2 + h

(1

3
q20∂x(

1

h
∂xh) +

1

2
q20∂x(

1

h
∂xz)

))
= −

(
gh +

1

2
q20∂x(

1

h
∂xh) + q20∂x(

1

h
∂xz)

)
∂xz.

Then, dividing the above equation by gh and re-arranging the terms using the Mathemetica

software [65] yields:

∂x

(
1

gh

(
gh2 + ghz + 1

2
1
h
q20 + 1

3
q20∂xxh + 1

2
∂xxz − 1

6

q20
h

(∂xh)2 + 1
2

q20
h

(∂xz)2
))

= 0. (2.3.17)

The above can be re-written even further by noticing that since q ≡ q0, we have that:

h2(1
3
ḧ + 1

2
k̇) + 1

6
h((ḣ + 3

2
(v∂xz)2 + 3

4
(v∂xz)2) = 1

3
q20∂xxh + 1

2
∂xxz − 1

6

q20
h

(∂xh)2 + 1
2

q20
h

(∂xz)2.

Then, multiplying (2.3.17) by gq0 gives:

∂x

(q0
h

(
gh2 + ghz + 1

2
1
h
q20 + h2(1

3
ḧ + 1

2
k̇) + 1

6
h((ḣ + 3

2
(v∂xz)2 + 3

4
(v∂xz)2)

))
= 0. (2.3.18)

Upon further inspection, we see this equation is equivalent to the steady-state problem for the

energy equation introduced in Proposition 2.3.6:

∂x

(
v
(
E(u(x)) + p(u(x))

))
= 0. (2.3.19)

To find a steady-state solution for the Serre model, we need to solve (2.3.19). This is summarized

in the following assertion which is the main result from this section.

Proposition 2.3.7. Let q0 ∈ R, a, r ∈ R+ and let the bathymetry profile be defined by z(x) :=

−1
2

a
(cosh(rx))2

. Then h(x) = h0(1 + a
(cosh(rx))2

) with the constant discharge q0 is a steady state

solution to (2.3.1)–(2.3.2) if

q := ±
√

(1 + a)gh30
2

, r :=
1

h0

√
3a

1 + a
. (2.3.20)
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Proof. Let u(x) := (h(x), q(x))T be a smooth solution to the Serre model. Notice that the

discharge q ≡ q0 is constant since the solution does not depend on time. As shown above, a

steady-state solution can be found by solving the steady-state problem of the energy equation in

Proposition 2.3.6. Solving this equation yields a Bernoulli-like relation for the dispersive Serre

model (2.3.1)–(2.3.2). More precisely, from (2.3.19), we infer that ∂x(F(u)) = 0, which implies

F(u(x)) = CBerq0g where CBer is the Bernoulli constant. We look for a stationary wave with

the following structure h(x) = h0(1 + a
(cosh(rx))2

) and posit that the topography is of the form

z(x) = λ(h(x)− h0). The problem now consists of finding relations between the parameters a, r,

h0, g, and λ so that the condition g−1q−10 F(u(x)) = CBer is satisfied, i.e.,

h(1 + λ) +
q20

2gh2
− q20

6gh2
(1− 3λ2)(∂xh)2 +

q20
3gh

(1 + 3
2
λ)∂xxh = CBer + λh0,

where we used v = q0
h

. By taking the limit of this identity for |x| → ∞, we find that CBer =

h0 +
q20

2gh20
. After inserting the ansatz h(x) = h0(1 + a

(cosh(rx))2
) into the above identity, we find that

the following must hold true for all x ∈ R:

(
(1 + λ)gh30 + (λ+ 2

3
)2r2q20h

2
0 − q20

)
cosh(rx)4

+
(
(1 + λ)2agh30 + ((λ2 + λ+ 1

3
)a− 3

2
λ− 1)2r2q20h

2
0 − 1

2
aq20
)

cosh(rx)2

+
(
(1 + λ)agh0 − 2(λ2 + 3

2
λ+ 2

3
)r2q20

)
ah20 = 0.

This is equivalent to asserting that following nonlinear system of equations has a solution (i.e.,

setting the coefficients of the polynomial for cosh(rx) equal to 0):

(1 + λ)agh0 − 2(λ2 + 3
2
λ+ 2

3
)r2q20 = 0,

(1 + λ)2agh30 + ((λ2 + λ+ 1
3
)a− 3

2
λ− 1)2r2q20h

2
0 − 1

2
aq20 = 0,

(1 + λ)gh30 + (λ+ 2
3
)2r2q20h

2
0 − q20 = 0.
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The only nontrivial solution to the above system of equations is

λ = −1
2
, q0 = ±

√
(1 + a)gh30

2
, r =

1

h0

√
3a

1 + a
.

In Figure 2.2, we illustrate this steady-state solution with the values g = 9.81 ms−2, h0 =

1 m, a = 0.2 m and q0 ≈
√

5.886m2s−1. The solid blue profile represents the wave elevation

h(x) + z(x).
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Figure 2.2: 1D Steady state solution for the Serre model

2.3.5.3 Dispersion relation

In this section, we derive the linear dispersion relation for the Serre model (2.3.1). The results

shown here will be useful for analyzing the dispersive properties of a hyperbolic relaxed model of

the Serre equations in Chapter 4. We note that the derivation shown here is not new and is found

in the literature.
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For simplicity, we restrict ourselves to one spatial dimension and assume the topography is

flat. To derive the linear dispersion relation, we linearize the Serre equations about a rest state

u0 := (H0, 0)T. We consider solutions of the Serre equations of the form u = u0 + ū(x, t) where

ū(x, t) is a small perturbation of the rest state. Substituting this solution into the equations and

dropping the product of the perturbation terms (since they are small) yields the following linear

system of partial differential equations:

∂th̄ + H0∂xū = 0, (2.3.21a)

∂tū+ g∂xh̄ +
1

3
H0∂xtth̄ = 0. (2.3.21b)

Assume now that ū(x, t) = uA exp
(
i(kx − σt)

)
is a plane-wave solution to (2.3.21) where uA

is the the wave amplitude, k is the wave number and σ is the wave frequency. Here i :=
√
−1 is

the imaginary unit number. A direct substitution of the plane wave solution into (2.3.21) yields the

following linear system for (hA, uA)T:

 −σ H0k

gk − 1
3
H0kσ

2 −σ


hA

uA

 =

0

0


Assuming that the solution to this linear system is non-trivial, we get the following equation for σ:

σ2

(
1 +

1

3
H2

0k
2

)
− gH0k

2 = 0. (2.3.22)

Solving the above equation for the (squared) phase velocity squared (cSp )2 := (σ
k
)2 yields:

(cSp )2 =
gH0

1 + 1
3
H2

0k
2
. (2.3.23)

In Figure 2.3, we plot the squared phase velocity (cSp )2 as a function of the wave number k.
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Figure 2.3: A plot of the Serre phase velocity (2.3.23) as a function of the wave number k with
H0 = 1 m.

2.4 External physical sources

In this section we describe the mathematical formulation of the external physical sources used

for applications in coastal hydrodynamics and inland flooding.

2.4.1 Preliminaries

For notation purposes, consider the condensed form of either the Saint-Venant model or the

Serre–Green–Naghdi system with sources:

∂tu +∇·f(u) = R(u,∇z) + S(u).

Here, the vector R(u,∇z) is the natural topography source that arises in the formulation of the

system of interest and is henceforth referred to as the PDE source. The quantity S(u) represents

the accumulation of the external physical sources described below. This term is henceforth referred

to as the external source. The mathematical formulation of the source terms will be presented in

model-independent fashion.
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2.4.2 Gauckler-Manning friction

Let eq denote the characteristic vector for the momentum equations. We account for loss of

discharge due to friction effects by adopting the Gauckler-Manning’s friction law. The friction

source is defined as follows:

SF(u) := −gn2h−γq‖v‖`2eq. (2.4.1)

The parameter n is the Gauckler-Manning’s roughness coefficient and has units m
γ−2
2 s. We take

γ = 4
3

in the computations reported below in Chapter 6.

To illustrate the effects of the Gauckler-Manning friction term, we consider the propagation of

a solitary wave over a flat-bottom with different values of the Manning’s roughness coefficient. We

set the computational domain to D = (0, 1000 m) and initialize the solitary wave with the profiles

given by (6.3.1) at x0 = 250 m. The final time is set to T = 50 s. In Figure 2.4, we give the final

profiles for the water depth with roughness coefficients of n = {0, 0.1, 0.2, 0.3, 0.4}m− 1
3 s. We see

that as the roughness coefficient increases, the solitary wave slows down and loses amplitude as

well. For an overview on selecting the Manning roughness coefficient n for natural channels and

flood plains, we refer the reader to Arcement and Schneider [2] (and references therein) where this

is discussed.

2.4.3 Wave generation and absorption

In applications that involve the propagation of periodic waves, a common technique in the

literature is to introduce relaxation zones in a numerical wave tank to smoothly generate and absorb

waves (see: Zhang et al. [68], Madsen et al. [48] and references therein). These generation and

absorption zones are introduced as source terms in the equations.

For simplicity, let us assume we have a rectangular computational domain D. Assume that we

want to generate uni-directional waves perpendicular to the inflow boundary so that wave profiles

only depend on the x-direction (by convention x is the first Cartesian coordinate of the position

vector x). Let uwave(x, t) denote the theoretical wave profiles for each conserved variable. Denot-

ing by hwave the water depth component of uwave, we assume that hwave(x, t) ≥ 0 for all x ∈ D
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Figure 2.4: Propagation of solitary wave profile over flat-bottom with roughness coefficients of
n = {0, 0.1, 0.2, 0.3, 0.4}m− 1

3 s.

and all t > 0. To generate periodic waves through a relaxation zone, we introduce the following

source:

SG(u) := −
√
gH0

ε
(u− uwave(x, t))G(x−xmin

Lgen
), (2.4.2)

where H0 is the still water depth and G(ξ) is a non-dimensional relaxation function defined as

follows:

G(ξ) :=


exp(−| log(α)|ξ2)−α

1−α if ξ < 1,

0 otherwise.

Here Lgen is the length of the generation zone. In this paper, we take α := 0.005. We follow a

similar methodology as above to absorb waves in a relaxation zone at the outflow boundary. The

absorption zone is enforced via the following source term:

SA(u) := −
√
gH0

ε
G(xmax−x

Labs
)uabs, (2.4.3)

where uabs are the conserved variables to be “absorbed”. That it to say, we enforce the zero value on
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Generation zone Domain of interest Absorption zone

Figure 2.5: Generation and absorption zone schematic.

uabs to dissipate the waves. In Figure 2.5, we show a simple schematic of the wave generation and

absorption zone layout. We now illustrate numerically the wave generation and wave absorption

source terms with an example. Let the computational domain be D = (0, 50 m). We set the still

water depth to h0 = 0.4 m. The wave amplitude is set to a = 0.01 m and wave period is set to

Tp = 2 s−1. The generation zone was set to 5 m and the absorption zone to 10 m. In Figure 2.6,

we show a space-time plot of the periodic wave solution in the range t ∈ [0, 40 s]. We see that the

waves are smoothly introduced into the domain of interest as the time increases in the generation

zone (x < 5 m). We then see that waves smoothly dissipate in the absorption zone (x > 40 m).

 0  5  10  15  20  25  30  35  40  45  50

t = 0s

t(s)

x(m)

Figure 2.6: Numerical illustration of wave generation/absorption in the space-time domain.
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3. REFORMULATION OF THE DISPERSIVE SERRE MODEL

3.1 Introduction

In this chapter, we discuss the mathematical reformulation of the dispersive Serre Equations.

The reformulation of the Serre model is of great interest to the coastal modeling community since

it allows one to exploit different mathematical structures of the model which open the door for

efficient implicit and explicit numerical methods. The strategy of reformulating higher-order par-

tial differential equations is ubiquitous in the literature, so various reformulations of the Serre

equations exist.

The chapter is organized as follows. In Section 3.2, we propose a novel reformulation of the

Serre model that yields a first-order system under two algebraic constraints. This reformulation is

the foundation for a hyperbolic relaxation technique introduced in Chapter 4. In Section 3.3, we

give an overview of existing reformulations of the Serre model and give direct comparisons of the

reformulation proposed in this work to others seen in the literature.

3.2 Reformulation under two algebraic constraints

We now propose a novel reformulation of the Serre model. The motivation behind the reformu-

lation is to reduce the higher-order dispersive terms in the pressure and topography source terms

of the Serre model. This is achieved by introducing three first-order auxiliary equations coupled

with two algebraic constraints that take the place of the dispersive terms.

We first recall the Serre model. Let u := (h, q)T be the (smooth) solution variable where h is

the positive water depth and q ∈ Rd is the momentum vector where d is the spatial dimension. Let

v be the velocity vector defined such that q := hv. Then, the Serre model is formulated as follows:

∂th +∇·(hv) = 0,

∂tq +∇·(v ⊗ q) +∇
(1

2
gh2 + h2(

1

3
ḧ +

1

2
k̇)︸ ︷︷ ︸

p̃(u)

)
= −

(
gh + h(

1

2
ḧ + k̇)︸ ︷︷ ︸
r̃(u)

)
∇z.
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The goal moving forward is to replace the non-hydrostatic pressure p̃(u) and non-hydrostatic part

of the source r̃(u) by algebraic expressions. We begin the reformulation of the Serre model with

the non-hydrostatic pressure. The reformulation of the topography source term will follow natu-

rally. Rearranging the non-hydrostatic pressure yields:

p̃(u) = h2
(

1

3
ḧ +

1

2
k̇

)
=

1

3
h2
(
ḧ +

3

2
k̇

)
=

1

3
h2Dt

(
ḣ +

3

2
k

)
,

where Dt denotes the total derivative operator (i.e., equivalent to the (̇) notation). We use the

following property to continue the analysis.

Proposition 3.2.1. Let u := (h, q)T be a smooth solution of (2.3.1). Assuming that φ(x, t) is an

arbitrary smooth function, then

hφ̇ = ∂t(hφ) +∇·(hvφ).

Proof. A direction computation of the left hand side yields:

hφ̇ = h (∂tφ+ v·∇φ) ,

= ∂t(hφ)− φ∂th +∇·(hvφ)− φ∇·(hv),

= ∂t(hφ) + φ∇·(hv)−((((((((
φ(∂t +∇·(hv)),

= ∂t(hφ) +∇·(hvφ).
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Using Proposition 3.2.1 and continuing the expansion for the non-hydrostatic pressure, we see:

p̃(u) =
1

3
h2Dt

(
ḣ +

3

2
k

)
=

1

3
h
(
hDt(ḣ) + hDt(

3

2
k)
)

=
1

3
h

(
∂t(hḣ) +∇·(vhḣ) +

3

2
(∂t(q·∇z) +∇·(v(q·∇z)))

)
.

Let us introduce the following constraint q3 := q·∇z and variable s̃ such that

∂t(q3) +∇·(vq3) = s̃.

Notice that this is a first-order conservation law with source s̃. Also note that the above equation

is equivalent to hk̇ = s̃. We now introduce another variable s so that

− s = ∂t(hḣ) +∇·(vhḣ) +
3

2
s̃ (3.2.1)

At this point, we can define the algebraic non-hydrostatic pressure of p̃(u) = −1
3
hs and non-

hydrostatic source r̃(u) = −1
2
s + 1

4
s̃. However, the equation (3.2.1) still contains higher-order

derivatives, so we continue the reduction. We introduce the auxiliary relation q2 = hḣ+ 3
2
q3 so that

substituting in the (3.2.1) gives:

∂t(q2) +∇·(vq2) = −s.

This is another first-order conservation law with a source term s. Since q2 is dependent on hḣ, we

can once again reduce the higher-order terms. By Proposition 3.2.1, we see that:

hḣ = ∂t(h
2) +∇·(vh2).

Introducing the algebraic constraint q1 := h2 and using the definitions for q2 and q3, the previous
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equation simplifies to

∂t(q1) +∇·(vq1) = q2 −
3

2
q3.

Again, we have arrived at a first-order conservation law with source q2− 3
2
q3. Thus, if q1 := h2 and

q3 := q·∇z, the full Serre pressure and topography source terms in (2.3.2) are equivalently written

as:

p(u) =
1

2
gh2 − 1

3
hs,

r(u) = gh− 1
2

+ 1
4
s̃,

∂tq1 +∇·(vq1) = q2 −
3

2
q3,

∂tq2 +∇·(vq2) = −s,

∂tq3 +∇·(vq3) = s̃

Note that the variables s and s̃ can be interpreted as Lagrange multipliers associated with the

constraints q1 = h2 and q3 = q·∇z, respectively. The above ideas are summarized in the following

lemma.

Lemma 3.2.2. Let u : D×(0, T ) → R+×Rd be a smooth function. Then u solves the dispersive

Serre model (2.3.1)–(2.3.2) iff (u, q1, q2, q3) solves

∂th +∇·q = 0, (3.2.2a)

∂tq +∇·(v ⊗ q) +∇(1
2
gh2 − 1

3
hs) = −(gh− 1

2
s+ 1

4
s̃)∇z, (3.2.2b)

∂tq1 +∇·(vq1) = q2 − 3
2
q3 (3.2.2c)

∂tq2 +∇·(vq2) = −s (3.2.2d)

∂tq3 +∇·(vq3) = s̃ (3.2.2e)

q1 = h2, q3 = q·∇z (3.2.2f)

Proof. The forward direction of the proof is summarized in the steps above, so we now prove the
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converse. Let us assume that (u, q1, q2, q3) solves (3.2.2a)–(3.2.2f).

We set u := (h, q) and q := hv where v is the velocity vector. Let us set k̇ := ∂t(v·∇z) +

v·∇(v·∇z). Then using (3.2.2e) and (3.2.2f) we obtain

∂tq3 +∇·(vq3) = ∂t(hv·∇z) +∇·(vh(v·∇z)) = hDt(v·∇z) = s̃,

which gives hk̇ = s̃. Similarly, Proposition 3.2.1 implies that hḣ = ∂t(h
2)+∇·(vh2). This identity,

together with q1 := h2 and (3.2.2c), gives hḣ = q2 − 3
2
q3. Then

hḧ = ∂t(hḣ) +∇·(vhḣ) = ∂t(q2 − 3
2
q3) +∇·(v(q2 − 3

2
q3)) = −s− 3

2
s̃.

This implies that s = −h(ḧ + 3
2
k̇). Let us set p := 1

2
gh2 − 1

3
hs. Then p = 1

2
gh2 + h2(1

3
ḧ + 1

2
k̇).

This is the expression of the pressure in (2.3.2a).

Finally let us set r := gh− 1
2
s+ 1

4
s̃. Then the above computations imply that r = gh+ 1

2
h(ḧ+

3
2
k̇) + 1

4
hk̇, i.e., r = gh + 1

2
hḧ + k̇. This is the expression of the source term r in (2.3.2b). Hence

we have established that u solves (2.3.1)–(2.3.2). This completes the proof.

The following is another way to reformulate Lemma 3.2.2.

Proposition 3.2.3 (Co-dimension 2). Let u : D×(0, T ) → R+×Rd be a smooth function. Then

u solves the dispersive Serre model (2.3.1)–(2.3.2) if and only if (u, q1, q2, q3) solves the quasi-

linear first-order system (3.2.2a)–(3.2.2e) on the co-dimension 2 manifold {(h, q, q1, q2, q3) ∈

R+×Rd×R+×R2 | q1 = h2, q3 = q·∇z}.

Remark 3.2.4 (Initial conditions). Let (h0, q0) be the initial state for (2.3.1)–(2.3.2). Then the

corresponding initial state for (3.2.2a)–(3.2.2f) is

h(x, 0) = h0(x), q(x, 0) = q0(x), q1(x, 0) = h0(x)2, (3.2.3a)

q3(x, 0) = q0(x)·∇z, q2(x, 0) = −h0(x)∇·v0(x) + 3
2
q3(x, 0). (3.2.3b)
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Remark 3.2.5 (Reformulation with a flat-bottom). If no topography effects are considered (i.e.,

z(x) ≡ 0), repeating the above reformulation yields the following (smaller) system of equations

for the solution variable u := (h, q, q1, q2)
T:

∂th +∇·q = 0 (3.2.4a)

∂tq +∇·(v ⊗ q) +∇(1
2
gh2 − 1

3
hs) = 0, (3.2.4b)

∂tq1 +∇·(vq1) = q2 (3.2.4c)

∂tq2 +∇·(vq2) = −s (3.2.4d)

q1 = h2 (3.2.4e)

3.3 Literature review

There are many ways to reformulate the dispersive Serre model. Two popular approaches in

literature are: (i) reformulate the model as a system of first-order conservation equations with

sources for the construction of explicit methods; (ii) reformulation of the model with linear differ-

ential operators to construct efficient implicit methods. For instance, in Gavrilyuk and Shugrin [22,

Eqs. (5.12)–(5.15)] the authors reformulated the model with a flat bottom as a first-order system

with a constraint on the divergence of the velocity. In Lannes and Bonneton [46, Eq. (26)], the au-

thors reformulated the momentum evolution equation of the Serre Equations (called Green-Naghdi

Equations therein) using two linear differential operators to induce regularizing effects for easing

numerical computations. In Bristeau et al. [12, Eq. (50)], the authors recover the same first-order

reformulation (with a flat-bottom) originally proposed in [22]. In Escalante et al. [19, Eq. (1)],

the authors present a first-order reformulation with the assumption of mild bottom variation (i.e.,

dropping the terms containing∇·(∇z) and ‖∇z‖2). In Fernandez-Nieto et al. [21, Eq. (3.16)], the

authors present a 1D first-order reformulation the Serre model with full topography effects with

constraints on the divergence of the velocity and the quantity v·∇z.

To put the present work in perspective with respect to these techniques, we recall the refor-

mulations proposed in [22, 12, 19], but contrary to [19] we keep all the effects induced by the
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topography. Keeping the effects induced by the topography gives a reformulation equivalent to

that proposed in [21] up to a change of constant. The starting point is again the Serre model.

Assume that u := (h, q)T is a smooth solution to (2.3.1)–(2.3.2). Let

w := −1
2
h∇·v + 3

4
v·∇z. (3.3.1)

Recall that by the mass conservation equation, we have ḣ = −h∇·v. Also recall the notation:

k̇ := ∂t(v·∇z)+v·∇(v·∇z). Then, applying the total derivative operator Dt to both sides of (3.3.1)

yields:

Dtw = ∂tw + v·∇w

=
1

2
ḧ +

3

4
k̇

=
3

2

(1

3
ḧ +

1

2
k̇
)

=
3

2

p(u)

h
,

where p(u) := 1
3
hḧ + 1

2
hk̇. We multiply the above equation by h and use Proposition 3.2.1 to

obtain a first-order conservation law:

∂t(hw) +∇·(uhw) = 3
2
p(u).

Then, another first-order reformulation of the dispersive Serre model with topography is given as

follows:

∂th +∇·q = 0, (3.3.2a)

∂tq +∇·(v ⊗ q) +∇(1
2
gh2 + hp(u)) = −(gh + 3

2
p(u) + 1

4
hk̇)∇z, (3.3.2b)

∂t(hw) +∇·(uhw) = 3
2
p(u), (3.3.2c)

∇·v +
w − 3

4
v · ∇z

1
2
h

= 0. (3.3.2d)
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We recover Eq. (1) in [19], up to the term 1
4
hk̇, which is neglected therein, and up to the co-

efficient 3
4

in (3.3.2d). The above system bears some resemblance to (3.2.2). In particular we

observe that hp(u) = −1
3
s(u) and hw = 1

2
q2. Notice however that in our system (3.2.2) the two

constraints (3.2.2f) are purely algebraic (i.e., these constraints are enforced in the phase space),

whereas the constraint (3.3.2d) is differential. As a result, the technique proposed in [19] to relax

the differential constraint (3.3.2d) is fundamentally different from (4.4.1h).

Remark 3.3.1 (Reformulation in [21]). In [21] where the full topography effects of the Serre model

are considered, two constraints are introduced for the reformulation:

ws := −h∇·v + v·∇z, w̃ := ws +
1

2
h∇·v

Combining these two constraints into one yields:

w̃ := −1

2
h∇·v + v·∇z.

This constraint is of the form (3.3.1) up to the constant on the v·∇z term. Thus, we can repeat

the above process and derive the first-order formulation introduced in [21]. Again, in [21], the

constraint is differential and thus different from the proposed reformulation in §3.2.
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4. A HYPERBOLIC RELAXATION TECHNIQUE FOR SOLVING THE SERRE

EQUATIONS

4.1 Introduction

In this chapter, we introduce a hyperbolic relaxation technique for solving the Serre model

(2.3.1) for dispersive water waves with topography effects. The work shown in this chapter ad-

dresses one the main challenges for solving the Serre equations. In particular, the hyperbolic

relaxation technique circumvents the dispersive time step restriction discussed in §2.3.4 since the

technique reformulates the Serre model as a first-order hyperbolic system. This allows for ex-

plicit time-stepping when discretizing the equations in time under the usual hyperbolic CFL con-

dition. The hyperbolic reformulation technique sets up the framework for introducing an explicit,

continuous finite element approximation that is invariant-domain preserving and well-balanced in

Chapter 5.

This chapter is organized as follows. In Section 4.2, we recall the reformulation of the Serre

model introduced in Chapter 3 which is the starting point of the relaxation technique. We also

introduce some notation preliminaries in this section. Then, in Section 4.3 we describe how to

relax the constraints {q1 := h2; q3 := q·∇z} discussed in §3.2 and introduce them in the model.

This relaxation can be thought of as a penalty technique. Then, in Section 4.3.1, we discuss

how to define the relaxed non-hydrostatic pressure so that the new model is an energy-consistent

approximation of the original Serre Equations. In Section 4.4, we present a generic form of the

relaxed model. Then, in Section 4.5, we derive important properties of the new relaxed model. In

particular, we show the relaxed model is indeed hyperbolic. We also describe how to define the

relaxation functional Γ in Section 4.5.2 so that the resulting hyperbolic system remains compatible

with dry states. We then derive an energy inequality for the model and derive the linear dispersion

properties. In Section 4.6, we review the literature on similar relaxation techniques for solving the

Serre equations to put the work shown here in context. Finally, we summarize the chapter.
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4.2 Preliminaries

For completeness, we recall here the first-order reformulation of the Serre Equations under the

constraints {q1 := h2; q3 := q·∇z}. Let u := (h, q, q1, q2, q3)
T be the solution variable for the

following first-order system:

∂th +∇·q = 0, (4.2.1a)

∂tq +∇·(v ⊗ q) +∇(1
2
gh2 − 1

3
hs) = −(gh− 1

2
s+ 1

4
s̃)∇z, (4.2.1b)

∂tq1 +∇·(vq1) = q2 − 3
2
q3, (4.2.1c)

∂tq2 +∇·(vq2) = −s, (4.2.1d)

∂tq3 +∇·(vq3) = s̃, (4.2.1e)

q1 = h2, q3 = q·∇z. (4.2.1f)

To simplify the notation in what follows, we adopt a similar notation as in Favrie and Gavrilyuk

[20] and introduce the following primitive variables for the auxiliary quantities: q1 := hη, q2 :=

hω, q3 := hβ. We also introduce the quantity λ which is a non-dimensional number of order one.

Finally, we introduce a relaxation parameter ε, a small length scale, which we will later replace by

the local mesh-size when the model is approximated in space.

4.3 Relaxing the {q1 = h2; q3 = q·∇z} constraints

In this section, we propose a technique to relax the constraints {q1 = h2; q3 = q·∇z} so that

the resulting system is hyperbolic and remains compatible with dry states. This technique is a

loose adaptation of the Lagrangian penalty technique introduced in [20].

Let Γ ∈ C2(R; [0,∞)) be some smooth non-negative function with constraints Γ(1) = 0 and

Γ′(0) = 0. We replace the quantity s in (4.2.1) by

s→ −λg
ε
h2Γ′

(η
h

)
. (4.3.1)
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Notice that the quantity λg
ε
h2 has dimensions of m m

s2 which is what we expect since −λg
ε
h2Γ′

(
η
h

)
should be an ansatz for −h(ḧ + 3

2
k̇). The purpose of this term is to enforce the constraint q1 = h2

through the Γ function; that is to say, we want to enforce the ratio η
h

to be close to 1 as ε→ 0 since

Γ′(1) = 0. We call (4.3.1) the penalty term for the q2 equation. We note that the definition of the Γ

functional will be discussed in §4.5.2

Let Φ ∈ C0(R;R) be a function such that ξΦ(ξ) ≥ 0 for all ξ ∈ R. Let h0 be a reference water

depth. We then replace s̃ in (4.2.1) by:

s̃→ λg

ε
h0hΦ

(
v·∇z − β√

gh0

)
. (4.3.2)

Notice that this quantity also has dimensions of m m
s2 since it is an ansatz for hk̇. The purpose of

this term is to enforce the constraint q3 = q·∇z through the Φ function; that is to say, we want

to enforce the ratio v·∇z−β√
gh0

to be close to 0 as ε → 0. We call (4.3.2) the penalty term for the q3

equation. Note that the Φ function is defined in Remark 4.4.1.

Remark 4.3.1 (ε vs. λ
ε
). Since λ is a non-dimensional number, it also possible to let the quantity λ

ε

be the relaxation parameter instead of just ε. Then, ε → 0 is equivalent to λ → ∞. However, this

condition on λ is ad-hoc while the condition ε → 0 will be directly correlated to decreasing the

local-mesh size when we approximate the model in space.

4.3.1 The correlation between the energy functional and relaxed pressure and source terms

It is only natural to assume that the new relaxed pressure is given by p(u) = 1
2
gh2 − 1

3
hs →

1
2
gh2 + 1

3
λg
ε
h3Γ′(η

h
) (actually, this is similar to the augmented Lagrangian approach: see §4.5.2).

However, this expression leads to a relaxed model that is not an energy-consistent relaxation of the

original Serre Equations. That is to say, the relaxed energy functional with this pressure does not

converge to the Serre energy functional as ε → 0. To find the correct expression for the relaxed

pressure, we work through the derivation of an energy inequality (see: Proposition 4.5.3). The
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derivation shown in §4.5.3 yields a relaxed pressure of the form:

pε(u) =
1

2
gh2 + p̃ε(u),

where

p̃ε(u) = −1

3
λg
ε
η3∂x

(
x−2Γ(x)

)
|x=ηh−1

= −1

3

λg

ε
h2
(
ηΓ′(

η

h
)− 2hΓ(

η

h
)
)

= −1

3

λg

ε
h2ηΓ′(

η

h
) +

1

3

λg

ε
2h3Γ(

η

h
).

By working through the energy argument, we will see that we must also replace −3
2
q3 on the

right-hand side of (4.2.1c) by −3
2
q·∇z. This is consistent since q3 should be equal to q·∇z.

Remark 4.3.2 (Relaxed non-hydrostatic pressure). After replacing s by λg
ε
h2Γ′(η

h
) in (3.2.2b), we

observe that the definition of p̃ε(u) is compatible with the definition p̃(u) = −1
3
hs up to the

remainder 1
3
λg
ε

2h3Γ(η
h
). However, this remainder is small when the ratio η

h
is close to 1. More

precisely, using Taylor expansions at 1, we have

Γ(1) = 0 = Γ(
η

h
) + h−1(h− η)Γ′(

η

h
) + h−2O(h− η)2,

which shows that 2hΓ(η
h
)/η|Γ′(η

h
)| = O( |η−h|

η
). Hence the ratio 2hΓ(η

h
)/η|Γ′(η

h
)| is small as η → h,

which proves that p̃ε(u) is indeed a consistent approximation of p̃(u) = −1
3
hs as η → h.
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4.4 The generic relaxed model

Finally, the relaxed system for the conserved variables u := (h, q, q1, q2, q3)
Tis formulated as

follows:

∂th +∇·q = 0, (4.4.1a)

∂tq +∇·(v ⊗ q) +∇pε(u) = −rε(u)∇z, (4.4.1b)

∂tq1 +∇·(vq1) = q2 − 3
2
q·∇z, (4.4.1c)

∂tq2 +∇·(vq2) = −sε(u), (4.4.1d)

∂tq3 +∇·(vq3) = s̃ε(u), (4.4.1e)

pε(u) := 1
2
gh2 + p̃ε(u), p̃ε(u) := −1

3
λg
ε
h2
(
ηΓ′(η

h
)− 2hΓ(η

h
)
)
, (4.4.1f)

rε(u) := gh− 1
2
sε(u) + 1

4
s̃ε(u), (4.4.1g)

sε(u) := λg
ε
h2Γ′(η

h
), s̃ε(u) := λg

ε
h0hΦ(v∇z−β√

gh0
). (4.4.1h)

The relaxed model (4.4.1) is incomplete since we have yet to explicitly define the Γ and Φ func-

tions. It is shown in Proposition 4.5.2 that the hyperbolicity of the relaxed model is dependent on

the form of Γ so we defer defining it here.

Remark 4.4.1 (Defining the Φ function). The condition ξΦ(ξ) ≥ 0 for all ξ ∈ R is important

for deriving the energy inequality in Prop. 4.5.3. In particular, it is used to show that the energy

equation is negative. This is the only information needed to construct Φ. Thus, the simplest choice

is to set Φ(ξ) := ξ so that ξΦ(ξ) = ξ2 ≥ 0. This choice of Φ gives:

s̃ε(u) =
λ

ε

√
gh0(q·∇z − q3).

Remark 4.4.2 (Generality). Unless otherwise stated, we express the analysis in this work with

generic functions Γ and Φ to emphasize the generality of the relaxation procedure.
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4.5 Properties

In this section, we derive important results for the relaxed model (4.4.1).

4.5.1 Hyperbolicity for the relaxed model

We now verify that the relaxed system (4.4.1) is hyperbolic as defined by Definition (1.2.1).

Let n be a unit vector in Rd. Let f(u) denote the conservative flux of (4.4.1). We introduce the

notation q·n := hv and q⊥ := q − (q·n)q, q⊥ := hv⊥ and make a change of coordinates so that

the conserved variable can be re-written as u = (h, (q·n), q⊥, q1, q2, q3)
T. Recalling the notation

q1 := hη, we introduce the function p(h, q1) such that p(h, q1) := p̃ε(h, η). The quasi-linear form

of the equation in the new change of coordinates is given by

∂tu +D(f(u)n)∂xu = S,

where D(f(u)n) is the Jacobian matrix of the flux f(u)n defined as follows:

D(f(u)n) =



0 1 0T 0 0 0

gh− v2 + ∂hp 2v 0T ∂q1p 0 0

−vv⊥ v⊥ v 0 0 0

−vη η 0T v 0 0

−vw w 0 0 v 0

−vβ β 0 0 0 v


.

Denoting by µ a generic eigenvalue, the characteristic polynomial of the Jacobian D(f(u)n) is

(µ− v)2+d((µ− v)2 − (gh + η∂q1p+ ∂hp)).

This characteristic polynomial yields eigenvalues: v, with multiplicity d+2; v−
√
gh + η∂q1p+ ∂hp

and v +
√
gh + η∂q1p+ ∂hp, each with multiplicity 1.

To verify hyperbolicity, we need to investigate the sign of gh + η∂q1p + ∂h. In particular, we
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would like this quantity to be positive. Using that p̃(h, η) := p(h, q1), we observe by the chain rule

that ∂hp̃ = η∂q1p+∂hp. Let us introduce the following change of variable: h(τ) = τ−1, i.e., τ(h) =

h−1. Then, p̂(τ, η) := p̃(τ−1, η), and recalling (4.4.1f), this gives p̂(τ, η) = −1
3
λg
ε
∂τ (τ

−2Γ(ητ)).

Using ∂hp̃(h, η) = −τ 2∂τ p̂(τ, η), this in turn implies that the following inequality

gh + ∂hp̃(h, η) = gh +
1

3

λg

ε
τ 2∂ττ (τ

−2Γ(ητ))

= gh(1 +
λ

3ε
η×(x3∂xx(x

−2Γ(x)))|x=ηh−1),

Thus

gh(1 +
λ

3ε
η×(x3∂xx(x

−2Γ(x)))|x=ηh−1) ≥ 0,

is a necessary and sufficient condition for hyperbolicity. The results are summarized in the follow-

ing proposition.

Proposition 4.5.1 (Hyperbolicity). Let f(u) be the conservative flux of the system (4.4.1). For any

unit vector n ∈ Rd, the d+ 4 eigenvalues of the Jacobian matrix of the flux f(u)n are µk = v·n,

k ∈ {2:d+ 3} and

µ1 = v·n−
√
gh + ∂hp̃(h, η), µd+4 = v·n +

√
gh + ∂hp̃(h, η). (4.5.1)

The system (4.4.1) is hyperbolic iff the following holds for all η ∈ R and all h ≥ 0:

gh

(
1 +

1

3

λ

ε
η
(
x3∂xx(x

−2Γ(x))
)
|x=ηh−1

)
≥ 0. (4.5.2)

4.5.2 Defining the Γ function

In this section, we construct the smooth functional Γ that: (i) satisfies the constraints Γ ∈

C2(R; [0,∞)), Γ ≥ 0, Γ(1) = Γ′(1) = 0; (ii) satisfies the hyperbolicity condition (4.5.2); (iii)

yields a relaxed model that is compatible with dry states.
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The hyperbolicity condition (4.5.2) suggests that the explicit form for Γ should satisfy:

1

3

λ

ε
η
(
x3∂xx(x

−2Γ(x))
)
|x=ηh−1 ≥ 0.

Note that a priori we don’t know that η is non-negative (it is assumed, but not proven). Thus, it is

important to construct Γ(ηh−1) for all η ∈ R. Since h > 0, we set η = hη
h

= hx where x = η
h

and

rewrite the above inequality:

1

3

λ

ε
h
(
x4∂xx(x

−2Γ(x))
)
|x=ηh−1 ≥ 0.

The quantity 1
3
λ
ε
h is positive, so finding Γ is reduced to solving the following ordinary differential

equation: 
6Γ− 4xΓ′ + x2Γ′′ = α,

Γ(1) = 0, Γ′(1) = 0,

where α is a positive constant. Solving the ordinary differential equation yields Γ(x) = α
6
(1 +

2x)(x − 1)2. Note that the condition α > 0 is important since α = 0 would yield Γ(x) = 0. For

simplicity, we take α = 6. This yields a relaxed pressure:

p̃ε(h, η) = λg
ε

2
3
(h3 − η3),

=⇒

p(h, q1) = λg
ε

2
3

(
h3 − q31

h3

)
,

and relaxed source:

sε(h, η) = λg
ε

2η(η − h),

=⇒

s(h, q1) = λg
ε

2
(
q21
h2
− q1

)
,

71



The above relaxed pressure yields a relaxed model that is uniformly hyperbolic. However, it has

been observed numerically that this model does not behave properly with dry states (h → 0)

when η ≤ h. This can be seen as follows. Since limh−>0
1
2
gh2 = 0, we consider the ratio of the

non-hydrostatic relaxed pressure to the hydrostatic pressure: p̃ε(h, η)/(1
2
gh2):

p̃ε(h, η)

(1
2
gh2)

=
λ

ε

4

3

h3 − η3

h2

We see that as h→ 0, this quantity is unbounded. Thus, this particular Γ functional gives a relaxed

model that is uniformly hyperbolic, but not compatible with dry states.

To find a suitable workaround, we adapt the augmented Lagrangian approach of Favrie and

Gavrilyuk [20]. That is to say, we set the relaxed pressure to p̃(h, η) = −1
3
hs = −1

3
λg
ε
hh2Γ′(η

h
)

where s(h, η) = λg
ε
h2Γ′(η

h
). However, recall that by the energy argument in Proposition 4.5.3, this

new relaxed non-hydrostatic pressure also has to satisfy: p̃(h, η) = −1
3
λg
ε
η3∂x(x

−2Γ(x))|x=ηh−1 .

This is only possible if h3Γ′(η
h
) = η3∂x(x

−2Γ(x))|x=ηh−1 . This condition yields the following

ordinary differential equation for Γ:


Γ′(x) = −2Γ(x) + xΓ′(x),

Γ(1) = 0.

The solution to this ODE is given by Γ(x) = c(x−1)2 where c is an arbitrary, positive constant. For

simplicity, we take c = 3. Substituting this definition of Γ into the hyperbolicity condition (4.5.2)

yields:

gh + 2
λg

ε
(3h− 2η) ≥ 0.

We see that hyperbolicity may be lost when 2η > 3h i.e., x > 3
2
.

The solution we propose moving forward is to combine both functionals in a piecewise manner.
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That is, we define Γ as follows:

Γ(x) =


3(1− x)2 if x ≤ 1,

(1 + 2x)(1− x)2 if 1 ≤ x.

(4.5.3)

Notice that Γ(x) ≥ 0 for any x ∈ R, Γ(1) = 0, Γ′(1) = 0, and Γ ∈ C2(R; [0,∞)). A plot of this

function can be seen in Figure 4.1. The final source term h2Γ′(ηh−1) in the balance equation for

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 0  0.5  1  1.5  2

x

3(1-x)
2

(1+2x)(1-x)
2

Γ(x)
Γ(x)

Figure 4.1: A plot of Γ(x).

hω and pressure p̃(h, η) are given by

h2Γ′(ηh−1) =


6(ηh− h2), if η ≤ h

6(η2 − ηh), if h ≤ η,

(4.5.4)

p̃(h, η) = −λg
3ε
×


6h(ηh− h2), If η ≤ h

2(η3 − h3), If h ≤ η.

(4.5.5)
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The above definition of Γ implies that

∂hp̃(h, η) = gh
λ

3ε
×


6h + 12(h− η), If η ≤ h,

6h, If h ≤ η.

(4.5.6)

Hence the hyperbolicity condition (4.5.2) is satisfied for any pair (η, h) ∈ R×R+ and the model is

compatible with dry states.

Remark 4.5.2 (Infinitely many models). The Γ and Φ functionals chosen above are seemingly the

most efficient, but they are not unique. Technically, there exists a family of infinitely many relaxed

models assuming Γ and Φ satisfy their respective constraints.

4.5.3 Derivation of energy inequality

In this section, we derive an energy inequality for the hyperbolic relaxed model (4.4.1). The key

results of this section are (i) Proposition 4.5.3 which a relaxed counterpart to Proposition 2.3.6; (ii)

Corollary 4.5.5 which shows that the extra energy induced by the relaxation is small and positive.

Let u := (h, q, q1, q2, q3)
T be a smooth solution to (4.4.1a)–(4.4.1h) and assume ε is constant.

To simplify the presentation, we use the primitive representation of the auxiliary variables q1 :=

hη, q2 := hω, q3 := hβ. We first derive an equation for the potential energy. Recall this is done by

multiplying the mass conservation equation (4.4.1a) with g(h + z). Since the mass equation of the

relaxed model is equivalent to that of the Serre model (2.3.1), the potential energy equation is the

same as (2.3.14):

∂t
(1

2
gh2 + ghz

)
+∇·

(
v

1

2
gh2
)

+
1

2
gh2(∇·v) + gz∇·(hv) = 0. (4.5.7)

To derive the kinetic energy equation, we apply the operator (v·) to (4.4.1b):

∂t(
1

2
h‖v‖2) +∇·(v(

1

2
h‖v‖2)) + v·∇pε(u) =

1

2
sε(u)v·∇z − 1

4
s̃ε(u)v·∇z.

We now find the contributions to the total energy induced by the auxiliary variables. We first
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multiply (4.4.1c) by λg
3ε
hΓ′(η

h
) := 1

3h
sε(u):

λg

3ε
hΓ′(

η

h
) (∂t(hη) +∇·(hηv)) =

λg

3ε
h2Γ′(

η

h
) (∂tη + v·∇η) .

We want to simplify the expression on the right hand side. By the chain rule, we have

∂tΓ(η
h
) = Γ′(η

h
)(1

h
∂tη − η

h2
∂th), v·∇Γ(η

h
) = Γ′(η

h
)(1

h
v·∇η − η

h2
v·∇h).

Using the above identities, we see

λg

3ε
h2Γ′(

η

h
)(∂tη + v·∇z) =

λg

3ε
h3
(
∂tΓ(η

h
) + v·∇Γ(η

h
)
)

+
λg

3ε
Γ′(

η

h
)h2

η

h
(∂th + v·∇h)

=
λg

3ε
h3
(
∂tΓ(η

h
) + v·∇Γ(η

h
)
)

+
λg

3ε
Γ′(

η

h
)ηh(−h∇·v)

=
λg

3ε
h3Dt

(
Γ(η

h
)
)
− λg

3ε
Γ′(

η

h
)ηh2∇·v

=
λg

3ε
h2
(
Dt(hΓ(η

h
)) + hΓ(

η

h
)∇·v)

)
− λg

3ε
Γ′(

η

h
)ηh2∇·v

=
λg

3ε
h
(
Dt(h

2Γ(η
h
)) + 2h2Γ(

η

h
)∇·v)

)
− λg

3ε
Γ′(

η

h
)ηh2∇·v

=
λg

3ε

(
∂t(h

3Γ(
η

h
) +∇·(vh3Γ(

η

h
)
)

+
λg

3ε

(
2h3Γ(

η

h
)− h2ηΓ(

η

h
)
)

︸ ︷︷ ︸
p̃ε(u)

∇·v

=
λg

3ε

(
∂t(h

3Γ(
η

h
) +∇·(vh3Γ(

η

h
)
)

+ p̃ε(u)∇·v.

Notice that as mentioned in §4.3.1 the definition of the relaxed non-hydrostatic pressure p̃ε is

important for the above simplification.

Multiplying the source terms of (4.4.1c) yields:

λg

3ε
hΓ′(

η

h
)(hω − 3

2
q·∇z) =

1

3
sε(u)ω − 1

2
sε(u)v·∇z.

Notice again, as mentioned in §4.3.1, replacing −3
2
q3 by −3

2
hv·∇z in (4.4.1c) is important here.

Without this substitution we would have −1
2
sε(u)β on the right-hand side of the above identity
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instead of −1
2
sε(u)v·∇z. The above terms combine to the following equation:

∂t(
λg
3ε
h3Γ(η

h
)) +∇·(λg

3ε
h3Γ(η

h
)v) + p̃ε(h, η)∇·v = 1

3
sε(u)ω − 1

2
sε(u)v·∇z.

We continue by multiplying (4.4.1d) by 1
3
ω and we obtain

∂t(
1
6
hω2) +∇·(1

6
hω2v) = −1

3
sε(u)ω.

Finally we multiply (4.4.1e) by 1
4
β and obtain

∂t(
1
8
hβ2) +∇·(1

8
hβ2v) = 1

4
s̃ε(u)β.

Notice that the definition of s̃ε(u) and Φ(ξ) gives

1
4
s̃ε(u)(β − v·∇z) = −gh0

4
h
ε
Φ(v∇z−β√

gh0
)(v·∇z − β) ≤ 0.

Combining the above details, we have the following energy inequality.

Proposition 4.5.3 (Energy inequality for relaxed system). Let u be a smooth solution to (4.4.1a)–

(4.4.1h). Then the following holds true: ∂tEε(u) + ∇·(F ε(u)) = 1
4
s̃ε(u)(β − v·∇z) ≤ 0, with

Eε(u) := 1
2
gh2 + gzh + 1

2
h‖v‖2 + 1

6
hω2 + 1

8
hβ2 +

λg

3ε
h3Γ(η

h
), (4.5.8a)

F ε(u) := v(Eε(u) + pε(u)). (4.5.8b)

Remark 4.5.4 ((4.5.8a) vs. (2.3.15a)). By comparing the expression (4.5.8a) to (2.3.15a), and re-

calling that ω is meant to be an approximation for ḣ + 3
2
v·∇z and β an approximation for v·∇z,

we see that 1
6
hω2+ 1

8
hβ2 = 1

6
h(ω2+ 3

4
β2) in (4.5.8a) is the approximation of 1

6
h
((

ḣ+ 3
2
(v·∇z)

)2
+

3
4
(v·∇z)2

)
in (2.3.15a). Notice that we observe an extra term in the energy h3Γ(η

h
), but this was
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shown in Remark 4.3.2 to be a small, positive quantity.

Corollary 4.5.5 (Bound on relaxation induced energy term). Let u := (h, q, q1, q2, q3)
T be a

smooth solution to (4.4.1a)–(4.4.1h) and assume ε is constant (i.e., does not depend on x and

t). Let T > 0 be some final time. Assume that the boundary conditions for u are such that

F(u)·n∂D = 0 for all t ∈ (0, T ). Also assume that the frame of reference for the model problem

is such that the topography is positive (i.e., z(x) > 0). Then, there is a c(u0) such that:

∫
D

(
h3Γ(η

h
)
)
|t=T ≤ c(u0)ε. (4.5.9)

Proof. Integrating ∂tEε(u) + ∇·F ε(u) ≤ 0 over the spatial domain and applying the boundary

condition F(u)·n∂D = 0 gives: ∫
D

∂tEε(u) ≤ 0.

Then, integrating again over the time interval (0, T ) yields:

∫
D

(Eε(u(T ))− Eε(u(0))) ≤ 0,

=⇒∫
D

Eε(u(T )) ≤ c(u0).

Then, by dropping the positive quantities (1
2
gh2 + gzh + 1

2
h‖v‖2 + 1

6
hω2 + 1

8
hβ2)t=T , we have

∫
D

λg

3ε
h3Γ(η

h
) ≤ c(u0).

The result follow immediately.

Remark 4.5.6 (Energy consistent approximation). The previous result shows that the extra energy

term induced by the relaxation vanishes as ε → 0. That is to say, the energy functional (4.5.8a)

converges to the Serre energy functional (2.3.15a). Thus, our hyperbolic relaxed model is a con-

sistent approximation of the original Serre equations. In Figure 4.2 we show an updated version of
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Saint-Venant

O(µ)

O(µ2), ε ∼ O(µ)

Boussinesq

Serre-Green-Naghdi

O(µ2)

· · · Full
Euler

Our hyperbolic model

ε

Figure 4.2: A representation of the physical accuracy of the models derived in Section 1.4 com-
pared to the full free-surface Euler problem now including the hyperbolic relaxed model.

Figure 1.2 that now includes the “location“ of the hyperbolic relaxed model.

Corollary 4.5.7 (Energy equality for relaxed system with flat topography). If the topography is

flat (z(x) ≡ 0), the following holds true: ∂tEflat +∇·(Fflat) = 0, with

Eflat(u) := 1
2
gh2 + 1

2
h‖v‖2 + 1

6
hω2 + λg

3ε
h3Γ(η

h
), (4.5.10a)

Fflat(u) := v(Eflat(u) + p(u)). (4.5.10b)

The following result is essential for constructing higher-order accurate (in space) graph viscos-

ity coefficients for the numerical approximation in Chapter 5.

Proposition 4.5.8 (Entropy chain rule). The energy functional and energy flux defined in (4.5.10)

for the relaxed Serre model with flat topography satisfy the following property:

∇·(Fflat(u)) = (∇uEflat(u))T (∇·fflat(u)−R(u)) , (4.5.11)

where R(u) = (0,0, q2,−λg
ε
h2Γ(η

h
))T.

Proof. Let u := (h, q, q1, q2)
T be a smooth solution of the hyperbolic relaxed model with no
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topography effects (3.2.4). Then,

∂tEflat(u) +∇·(Fflat(u)) = (∇uEflat)
T∂tu +∇·(Fflat(u))

= (∇uEflat)
T(−∇·fflat(u) + R(u)) +∇·(Fflat(u)

= 0,

=⇒

∇·(Fflat(u)) = (∇Eflat(u))T (∇·fflat(u)−R(u)) .

4.5.4 Dispersion relation

In this section, we derive the dispersion relation for the hyperbolic relaxed model (4.4.1). We

then compare the relaxed phase velocity to that of the original Serre model (2.3.1). For simplicity,

we restrict ourselves to one space-dimension and assume the topography is flat. Notice that since

the topography is flat, we can drop the dependency of the q3 variable (see: Remark 3.2.5).

We proceed similarly as in §2.3.5.3 by considering the linearized problem of (4.4.1) about a

rest state u0 := (H0, 0,H
2
0, 0)T:

∂th + H0∂xu = 0, (4.5.12a)

∂tu+ g∂xh + 2
λg

ε
H0∂x (h− η) = 0, (4.5.12b)

∂tη = ω, (4.5.12c)

∂tω = 6
λg

ε
(h− η). (4.5.12d)

We look for solutions in the form of u(x, t) = uA exp(i(kx− σt)) where uA are the wave ampli-

tudes, k is the wave number and σ is the wave frequency. Here i :=
√
−1 is the imaginary unit

number. A direct substitution of the plane wave solution into (4.5.12) yields the following linear
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system: 

−σ H0k 0 0

gk + 2λg
ε
H0k −σ −2λg

ε
kH0 0

0 0 iσ 1

−6λg
ε

0 6λg
ε

−iσ





hA

uA

ηA

ωA


=



0

0

0

0


Assuming that the solution to the linear system is non-trivial, we get the following equation for σ:

σ4 −
(
gH0 + 6

λg

ε

(
1 + 1

3
H2

0k
2

k2

))
k2σ2 + 6

λg

ε
gH0k

2 = 0. (4.5.13)

We want to solve this equation for σ to find the linear dispersion relation for the relaxed model (4.4.1).

However, we first show that this equation can be simplified to find the Serre dispersion relation.

Dividing the equation by 6λg
ε
gH0 yields:

ε

6λg

1

gH0

σ4 −
(

ε

6λg
+

(
1 + 1

3
H2

0k
2

gH0k2

))
k2σ2 + k2 = 0.

Taking the limit ε→ 0 the above equation yields:

−
(

1 + 1
3
H2

0k
2

gH0k2

)
σ2k2 + k2 = 0.

Solving for σ in the above equation yields the Serre dispersion relation:

σ2 =
gH0k

2

1 + 1
3
H2

0k
2
,

which was previously derived in §2.3.5.3. Thus, the dispersion relation for the relaxed system

converges to that of the original Serre model as ε→ 0.

We continue by giving the expression for the square of the phase velocity c2p := (σ
k
)2. This is
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Figure 4.3: The error cSp−c
−
p

cSp
as a function of the wave number k for different water depths.

found by solving the polynomial equation (4.5.13) and dividing by k2:

(c±p )2 =
1

2
gH0 + 3

λg

ε

(
1 + 1

3
H2

0k
2

gH0k2

)
± 1

2k

√
k2
(
gH0 + 6

λg

ε

(
1 + 1

3
H2

0k
2

gH0k2

))2

− 24
λg

ε
gH0.

(4.5.14)

The phase velocity above bears resemblance to the phase velocity derived in Favrie and Gavrilyuk

[20, Eq .19] for a different hyperbolic relaxed model. Just as in [20], we define a slow phase veloc-

ity (corresponding to (c−p )2) and a rapid phase velocity (corresponding to (c+p )2). In Figure 4.4, we

plot the slow phase velocity c−p as a function of the wave number k for the values λ = 1,H0 = 1 m

and ε = {1, 2, 4, 8}. We see that as ε decreases the relaxed slow phase velocity approaches that

of the Serre model. In Figure 4.3, we show the error (in percent) between the relaxed slow phase

velocity and the Serre phase velocity for several reference water depths: H0 = {0.5 m, 1 m, 5 m}.

It can be seen that as the water depth decreases, we must decrease the relaxation parameter to cap-

ture the dispersive effects. In Figure 4.5, we plot the rapid phase velocity c+p for the same values.

We see that c+p tends away from the Serre phase velocity as ε decreases. As described in [20], this

can be interpreted as the evolution of parasitic high-frequency waves induced by the relaxation.

The above results are summarized in the following proposition.

Proposition 4.5.9 (Linear dispersion relation for the relaxed model (4.4.1)). The hyperbolic re-
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Figure 4.4: Comparison of slow phase velocity of hyperbolic relaxed model (4.4.1) with ε =
{1, 2, 4, 8} and Serre phase velocity (2.3.23).
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Figure 4.5: Comparison of rapid phase velocity of hyperbolic relaxed model (4.4.1) with ε =
{1, 2, 4, 8} and Serre phase velocity (2.3.23).
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laxed system (4.4.1) admits the linear (squared) phase velocity (c±p )2 := (σ
k
)2:

(c±p )2 =
1

2
gH0 + 3

λg

ε

(
1 + 1

3
H2

0k
2

gH0k2

)
± 1

2k

√
k2
(
gH0 + 6

λg

ε

(
1 + 1

3
H2

0k
2

gH0k2

))2

− 24
λg

ε
gH0.

Additionally, the phase velocities (c±p ) satisfy the following condition:

0 < c−p (ε) < cSp < c+p (ε),

where cSp is the Serre phase velocity (2.3.23).

4.6 Literature review

In this section, we discuss similar hyperbolic relaxation techniques for solving the Serre Equa-

tions seen in the literature. In particular, we give special attention to the work of Favrie and

Gavrilyuk [20] which was the motivation for the hyperbolic relaxation technique described above

(and many other relaxation techniques). We note that the technique described in [20] was done in

one spatial dimension R1 and extended in Tkachenko [60] for R2. The other relaxation techniques

discussed are those that are extensions to the reformulations discussed in §3.3.

4.6.1 Favrie and Gavrilyuk model

The relaxation approach introduced in [20] is based on a Hamiltonian mechanics point of view.

The authors relax the constraint q1 := h2 (or equivalently η := h) by modifying the Lagrangian of

the Serre model:

L(h, q) =

∫
D

(
(
1

2
h−1‖q‖2 +

1

6
hḣ2)− 1

2
gh2
)

dx,

with an augmented Lagrangian:

L̂(h, q) =

∫
D

(1

2
h−1‖q‖2 − 1

2
gh2 +

1

6
hḣ2 − 1

6
λ(
η

h
− 1)2

)
dx,

and deriving a new system from this augmented Lagrangian. Recall that the Lagrangian of a

mechanical system can be thought of as a functional measuring the difference of the system’s
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kinetic energy and potential energy.

The relaxed system (with a flat-bottom) derived from the augmented Lagrangian (see [20, 60]

for details) is of the form:

∂th +∇·(hv) = 0 (4.6.1a)

∂tq +∇·(v ⊗ q) +∇
(1

2
gh2 − 1

3
ηλ(

η

h
− 1)

)
= 0 (4.6.1b)

∂tq1 +∇·(q1v) = q2 (4.6.1c)

∂tq2 +∇·(q2v) = −λ(
η

h
− 1) (4.6.1d)

By directly comparing this model to the one defined by by (4.4.1), we observe that the Hamiltonian

strategy proposed in [20] can be re-interpreted of as:

(i) Define the pressure as p := 1
2
gh2 − 1

3
q1
h
s = 1

2
gh2 − 1

3
ηs;

(ii) Replacing s by −λ(η
h
− 1) to relax the constraint q1 := h2 where λ > 0 is the relaxation

parameter which scales like the square of a velocity.

This relaxed model is shown in [20] to be hyperbolic, but not compatible with dry states.
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5. APPROXIMATION

5.1 Introduction

In this chapter, we introduce a space/time approximation of the Saint-Venant model (described

in Chapter 2) and the hyperbolic Serre model (described in Chapter 4). The approximation in

space is done using continuous finite elements with explicit time stepping. The goal of this chapter

is to introduce a high-order (accurate in space) invariant-domain-preserving method that is well-

balanced (with respect to rest states) for solving the two models with external physical sources. The

approximation is carried out as follows. We first introduce a low-order (i.e., first-order accurate in

space) method that is robust with respect to dry states and well-balanced with respect to rest states.

We then introduce a provisional high-order method (i.e., second-order accurate in space) using

the entropy viscosity methodology that may violate the invariant-domain-preserving property. We

then describe a convex limiting technique used for correcting (i.e., limiting) the provisional higher-

order method. This is done by enforcing local physical bounds that are naturally satisfied by the

low-order method. We give an emphasis on how to apply the convex limiting methodology to

hyperbolic systems with sources since it is not well-documented in the literature. The key results

of this chapter are: Proposition 5.4.2 and Proposition 5.4.3 which prove the low-order method

is invariant-domain-preserving and well-balanced for each model; Theorem 5.7.8 which proves

the limited high-order method is invariant-domain-preserving for the Hyperbolic Serre model; and

Proposition 5.7.9 which proves that the higher-order method is well-balanced. We note that the

algorithms introduced in this chapter are presented in a generic fashion (i.e., independent of the

model) unless otherwise specified.

The chapter is organized as follows. In Section 5.2, we introduce the continuous finite element

setting for approximating the models in space. In Section 5.2.1, we introduce the finite element

representation of the approximate solution. Then, in Section 5.3, we describe the low-order approx-

imation that is invariant-domain-preserving. The details on how to construct the graph-viscosity
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for both models is given in this section along with a discussion on the discretization of the exter-

nal physical sources. In Section 6.4, we give a discussion on the invariant domain preserving and

well-balancing properties of the low-order method. Then, in Section 5.6, we introduce a provi-

sional higher-order method that is more accurate, but may violate the invariant domain preserving

property. Finally, in Section 5.7, we describe how to apply the convex limiting technique to the

provisional higher-order method.

5.2 Finite element setting

In this section, we introduce the continuous finite element setting used for the approximation

of the Saint-Venant model (2.2.1) and the hyperbolic Serre model (4.4.1). We note that the tech-

niques shown here can be also be adapted using discontinuous finite elements and finite volumes

as discussed in Guermond et al. [32].

Let (Th)h>0 be a shape-regular family of matching meshes where h can be thought of as the

typical mesh-size. Let (K̂, P̂ , Σ̂) be a reference finite element. For every cell K ∈ Th we denote

by TK : K̂ → K the geometric bijective transformation that maps the reference element K̂ to the

current element K. Let V denote the set of integers that represent the degrees of freedom. Given

some mesh Th, we consider a scalar-valued finite element space P (Th) with positive global shape

functions {ϕi}i∈V associated with the Lagrange nodes {ai}i∈V :

P (Th) := {v ∈ C0(D;R) | v|K◦TK ∈ P̂ , ∀K ∈ Th}. (5.2.1)

Note that dim(P (Th)) := card(V). The approximation in space of the conserved variable u is done

in the space of Rm-valued finite elements P (Th) := [P (Th)]m where m is the PDE system size.

Letting d represent the spatial dimension, we have that m := d + 1 for the Saint-Venant model

or m := d + 4 for the hyperbolic Serre model. For both models, the bottom topography z(x) is

approximated in P (Th). For every i ∈ V , we call the stencil of the shape function, ϕi, the index set

I(i) := {j ∈ V | supp(ϕi) ∩ supp(ϕj) 6= ∅}. (5.2.2)
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We also define I∗(i) := I(i)\{i}. The following mesh-dependent quantities play an important

role for the space and time approximation:

mij :=

∫
D

ϕi(x)ϕj(x) dx, mi :=

∫
D

ϕi(x) dx, (5.2.3a)

cij :=

∫
D

ϕi∇ϕj dx, nij :=
cij
‖cij‖`2

, (5.2.3b)

where i ∈ V and j ∈ I(i). Here mij represents the entries of the consistent mass matrix and mi

the entries of the lumped mass matrix. By the partition of unity property:

∑
i∈V

ϕi = 1,

we have that mi =
∑

j∈I(i)mij . The following three properties are essential to establish conserva-

tion of the numerical scheme:

(i)
∑

i∈V cij = 0 (partition of unity property);

(ii) cij = −cji if either ϕi or ϕj is zero on ∂D (integration by parts);

(iii)
∑

i∈V cij = 0 if ϕj is zero on ∂D (partition of unity property).

The quantity cij is used to approximate the gradient (or divergence) operator. Let us expand on

this. Let f(x) be a sufficiently smooth scalar function and let
∑

i∈V Fiϕi(x) be its finite element

approximation. Then, we define its discrete gradient as follows: (∇f)i :=
∑

j∈I(i) Fjcij . Now, let

f(x) be a sufficiently smooth vector-valued function and let
∑

i∈V Fiϕi(x) be its finite element

approximation. Then we define the approximate divergence of f as: (∇·f)i :=
∑

j∈I(i) Fj·cij

Remark 5.2.1 (Finite element spaces). In the numerical simulations reported in Chapter 6, we use

the following finite element spaces:

(i) The linear, continuous P1 Lagrange finite elements on unstructured, Delaunay meshes.

(ii) The bi-linear, continuous Q1 finite elements on quadrangular meshes.
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5.2.1 Finite element representations

Since we would like to present the space/time approximation in a model-independent fashion,

we first represent quantities and definitions in a generic way. Then, when appropriate, we give

explicit definitions for each respective model. The finite element approximation of the conserved

variable u at time t is denoted by uh(t) where

uh(t) =
∑
i∈V

Ui(t)ϕi ∈ P (Th).

We denote by zh :=
∑

i∈V Ziϕi ∈ P (Th) the approximation of the topography map. Let (∇Z)i :=∑
j∈I(i) Zjcij denote the approximate gradient of the topography.

Let H0,max be some reference scale for the water depth. For instance we can take H0,max :=

ess supx∈D h0(x), where h0(x) is the initial water depth profile. We introduce the regularized water

depth quantity Hδ:

Hδi :=

(
2Hi

H2
i + max(Hi, δH0,max)2

)−1
(5.2.4)

where δ is a small dimensionless parameter. The quantity Hδ is used for defining the approximate

primitive variables and is used to make sense of 1/Hδ. For example, the approximate velocity is

defined by vh :=
∑

i∈V Viϕi with

Vi :=
Qi

Hδi
(5.2.5)

Notice that this regularization is active only when dry state occurs. For example, Vi := 1
Hi

Qi if

Hi ≥ δH0,max. When 0← Hi < δH0,max, we see that 1/Hδ approaches 0; thus avoiding the division

by 0. Though this may seem un-physical, when Hi is small the momentum Qi will be close to 0.

The reader is referred to Kurganov and Petrova [43, Eq. (2.17)], Chertock et al. [13, Eq. (3.10)],

and [5, 28, §5.1], where this technique is also adopted.

Remark 5.2.2 (Setting the δ quantity). We set δ = 10−5 in the numerical illustrations described

in Chapter 6 for both models. We note that it is possible to take δ to be smaller for each model.

However, for the hyperbolic Serre model, a smaller δ requires a smaller CFL number.

88



Remark 5.2.3 (Saint-Venant representation). The finite element representation for the Saint-Venant

model is given by uh(t) := (hh, qh)
T with

Ui(t) :=
(
Hi(t),Qi(t)

)T
. (5.2.6)

Remark 5.2.4 (Hyperbolic Serre representation). The finite element representation for the hyper-

bolic Serre model is given by: uh(t) := (hh, qh, q1,h, q2,h, q3,h)
T with

Ui(t) := (Hi(t),Qi(t),Q1,i(t),Q2,i(t),Q3,i(t))
T. (5.2.7)

and approximate auxiliary quantities ηh, ωh, βh defined with regularization for all i ∈ V:

Ni :=
Q1,i

Hδi
, Wi :=

Q2,i

Hδi
, Bi :=

Q3,i

Hδi
, (5.2.8)

The relaxation parameter ε is chosen to be proportional to the local mesh-size. Recalling that

mi :=
∫
D
ϕi dx is proportional to the volume of the support of the shape function ϕi, we set

εh :=
∑

i∈V Eiϕi with Ei := m
1
d
i (recall that d ∈ {1, 2} is the space dimension).

5.3 The low-order method

In this section, we describe the low-order approximation of the shallow water flow mod-

els (2.2.1) and (2.3.1) using the finite element setting shown above. The method is formally first-

order accurate in space and is presented with forward Euler time stepping. Higher-order accuracy

in time is achieved by using any explicit strong stability preserving Runge-Kutta method (more on

this is discussed in §5.3.8).

5.3.1 Numerical flux and hydrostatic pressure/source

Let u0
h :=

∑
i∈V U0

iϕi ∈ P (Th) be some reasonable approximation of the initial data u0 at time

t0. Let n ∈ N and tn be the current time. Let unh :=
∑

i∈V Un
i ϕi ∈ P (Th) be the current admissible

approximation of u. Recall that the admissible set for both models is: A = {u | h > 0}.
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We define the numerical gas dynamics flux∇·(v ⊗ q) for all i ∈ V and j ∈ I(i):

Gn
ij := Un

j (Vn
j ·cij) (5.3.1)

We now want to discretize the hydrostatic part of the pressure ∇1
2
gh2 and topography source term

gh∇z. To ensure well-balancing, we combine the two terms as follows:

∇1
2
gh2 + gh∇z = gh∇h + gh∇z

= gh∇h + gh∇z

= gh∇(h + z).

Notice that the quantity gh∇(h + z) shows up directly in the lake-at-rest problem for both models

(see: Prop. 2.2.6). We discretize gh∇(h + z) as follows:

PSV
ij = gHni (Hnj + Zj)cij (5.3.2)

Remark 5.3.1 (Saint-Venant numerical flux). For all i ∈ V and all j ∈ I(i), we define the Saint-

Venant numerical flux as follows:

Fnij := Gn
ij + (0,PSW

ij )T. (5.3.3)

Remark 5.3.2 (Hyperbolic Serre numerical flux). For all i ∈ V and all j ∈ I(i), we define the

Hyperbolic Serre numerical flux as follows:

Fnij := Gn
ij +

(
0,PSW

ij + P̃(Un
j )cij, 0, 0, 0

)T
, (5.3.4a)

P̃(U) := −λg
3E
×


6H(Q1 − H2), if Q1 ≤ H2

2 (Q1−H2)
Hδ

(N2 + Q1 + H2), if H2 < Q1.

(5.3.4b)
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where P̃(U) represents the numerical relaxed non-hydrostatic pressure.

5.3.2 Well-balancing star states

We now define the hydrostatic reconstructed star states U∗,j,ni which ensure that the numerical

method is well-balanced with respected to rest states. The concept of well-balancing (originally

introduced for the Saint-Venant model) has roots in the work of Bermúdez and Vázquez [9, Def. 1]

and Greenberg and Le Roux [27]. In this work, we follow the ideas presented in Audusse et al.

[4] (and used in [5, 28]) and define the hydrostatic reconstructed water depth for all i ∈ V and

j ∈ I(i) as follows:

H∗,j,ni := max(0,Hni + Zi −max(Zi,Zj)). (5.3.5)

The hydrostatic reconstructed water depth H∗,j,ni is used to define the full reconstructed state U∗,j,ni

for each model below.

Remark 5.3.3 (Saint-Venant star states). We define the hydrostatic reconstructed star states for the

Saint-Venant model for all i ∈ V and all j ∈ I(i):

U∗,j,ni :=
H∗,j,ni

Hδi
(Hni ,Q

n
i )T , (5.3.6a)

U∗,i,nj :=
H∗,i,nj

Hδj

(
Hnj ,Q

n
j

)T
, (5.3.6b)

Remark 5.3.4 (Hyperbolic Serre star states). We define the Hyperbolic Serre hydrostatic recon-

structed star states for all i ∈ V and all j ∈ I(i):

U∗,j,ni :=
H∗,j,ni

Hδi

(
Hni ,Q

n
i ,

H∗,j,ni

Hδi
Qn

1,i,Q
n
2,i,Q

n
3,i

)T

, (5.3.7a)

U∗,i,nj :=
H∗,i,nj

Hδj

(
Hnj ,Q

n
j ,

H∗,i,nj

Hδj
Qn

1,j,Q
n
2,j,Q

n
3,j

)T

, (5.3.7b)

Note that the star state for the quantity Q1 in (5.3.7) is defined with the square of the ratio
(

H∗,j,ni

Hδi

)2
;

that is Q∗,j,n1,i :=
(

H∗,j,ni

Hδi

)2
. This is crucial for well-balanced and is seen in the proof of Proposi-
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tion 5.4.3. We expand on this in Remark 5.4.1.

5.3.3 PDE source

We now discretize the PDE source for both models.

Remark 5.3.5 (Saint-Venant PDE source). Recall R(u,∇z) = gh∇z for the Saint-Venant model.

However, since we discretized the hydrostatic pressure and source together in (5.3.2), we set

Rn
i = 0. (5.3.8)

Remark 5.3.6 (Hyperbolic Serre PDE source). To approximate the PDE source term R(u,∇z)

in (4.4.1), we introduce the following quantities:

R1(U,∇Z) := Q2 − 3
2
Q · ∇Z, (5.3.9a)

R2(U) :=
λg

E
×


6(Q1 − H2), if Q1 ≤ H2,

6N (Q1−H2)
Hδ

, if H2 < Q1,

(5.3.9b)

R3(U,∇Z) :=
λ

E
√
gH0,max(Q · ∇Z − Q3). (5.3.9c)

Then, the Hyperbolic Serre discrete PDE source is defined by

Rn
i :=

(
0,
(

1
2
R2(Un

i )− 1
4
R3(Un

i ,
1
mi

(∇Z)i)
)

1
mi

(∇Z)i,

R1(Un
i ,

1
mi

(∇Z)i),−R2(Un
i ),R3(Un

i ,
1
mi

(∇Z)i)

)T

. (5.3.10)

5.3.4 External physical sources

We discretize the Gauckler-Manning friction source term (2.4.1) by setting

SF(Un
i ) :=

−2gn2Qn
i ‖Vi‖`2

(Hni )γ + max((Hni )γ, 2gn2τn‖Vi‖`2)
eq. (5.3.11)
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Note that a regularization for the quantity h−γ was introduced to avoid division by 0 when h→ 0.

This expression was introduced in Guermond et al. [28] and is shown to be stable under the usual

hyperbolic CFL time step restriction, i.e., no iterations or semi-implicit time stepping is needed to

advance in time with this definition.

We discretize the wave generation source (2.4.2) as follows:

SG(Un
i ) := −

√
gH0

Ei
(Un

i − uwave(ai, t
n))G(ai−xmin

Lgen
), (5.3.12)

The absorption zone source term (2.4.3) is approximated as follows:

SA(Un
i ) := −

√
gH0

Ei
Un

abs,iG(xmax−ai
Labs

), (5.3.13)

Remark 5.3.7 (Saint-Venant absorption). The quantities enforced in the absorption zone for the

Saint-Venant model are:

Un
abs,i := (0,Qn

i )T.

Remark 5.3.8 (Hyperbolic Serre absorption). The quantities enforced in the absorption zone for

the hyperbolic Serre model are:

Un
abs,i := (0,Qn

i , 0,Q2,i, 0)T.

5.3.5 Low-order graph-viscosity coefficients

We now define the low-order graph-viscosity coefficients dL,n
ij and µL,n

ij that make the numerical

method invariant domain preserving and well-balanced. Here, the superindex L denotes that the

quantities are associated with a (L)ow-order solution (i.e., first-order accurate in space).
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For all i ∈ V and j ∈ I(i), we set

µL,n
ij := max(|V n

i ·nij|‖cij‖`2 , |V n
j ·nji|‖cji‖`2), (5.3.14a)

dL,n
ij := max(µL,n

ij ,max(λnij‖cij‖`2 , λnji‖cji‖`2)), (5.3.14b)

such that

dL,n
ij = dL,n

ji , µ
L,n
ij = µL,n

ji , dL,n
ij ≥ µL,n

ij ≥ 0, i 6= j.

The quantity λnij is some wave speed yet to be defined for each model.

Remark 5.3.9 (Finding λnij for the Saint-Venant model). The wave speed λnij for the Saint-Venant

model can be found by deriving a guaranteed maximum wave speed from the associated Riemann

problem (see Azerad et al. [5, Sec. 3.3] and Guermond et al. [28, Sec. 4]). For the sake of brevity,

we only give the exact formula here and not the derivation.

Let ∂tw + ∂x(f1D(w)) = 0 be the associated directional 1D Riemann problem with left states

(hL, qL·n)T := (Hni ,Q
n
i ·nij)

T,

and right states

(hR, qR·n)T := (Hnj ,Q
n
j ·nji)

T,

where nij :=
cij
‖cij‖ . Let hmin = min(hL, hR) and hmax = max(hL, hR). We set the left and right

sound speeds as aL =
√
ghL and aR =

√
ghR, respectively. Then, λnij for the Saint-Venant model

is defined as follows:

λnij = max(λ−1 (h∗), λ
+
1 (h∗)) (5.3.15)

with

λ−1 (h∗) = uL − aL
√(

1 +
(h∗ − hL

2hL

)
+

)(
1 +

(h∗ − hL
hL

)
+

)
, (5.3.16a)

λ−2 (h∗) = uR + aR

√(
1 +

(h∗ − hR
2hR

)
+

)(
1 +

(h∗ − hR
hR

)
+

)
, (5.3.16b)
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h∗ =



1
16g

(
max(0, uL − uR + 2aL + 2aR)

)2
, if 0 ≤ f(x0hmin),

√
hminhmax

(
1 +

√
2(uL−uR)√

ghmin+
√
ghmax

)
, if f(x0hmax) < 0,(

−
√

2hmin +
√

3hmin + 2
√

2hminhmax +
√

2
g
hmin(uL − uR)

)2
, otherwise.

(5.3.17)

Here, x0 = (2
√

2 − 1)2 and f(h) := fL(h) + fR(hr) − uR − uL is the depth function where for

Z = {L,R}

fZ(h) =


2(
√
gh−

√
ghZ) if h ≤ hZ ,

(h− hZ)
√

g(h+hZ)
2hhZ

if h > hZ .

(5.3.18)

Remark 5.3.10 (Finding λnij for the Hyperbolic Serre model). The Riemann problem associated

with the system (4.4.1) is quite complicated, so in this work, we avoid solving it and define λnij

using the eigenvalues established in Proposition 4.5.1. That is, for all i ∈ V and j ∈ I(i):

λnij = max(|V n
i ·nij − (gHni + θni )

1
2 |, |V n

j ·nij + (gHnj + θnj )
1
2 |) (5.3.19)

with θni := ∂hp̃(H
n
i ,N

n
i )
( Ei
max(Ei,Hni )

)2.
Notice that when Hni ≤ Ei, the expressions V n

i ·nij − (gHni + θni )
1
2 and V n

i ·nij + (gHni + θni )
1
2

are the two extreme eigenvalues of the relaxed system (4.4.1) as established in Proposition 4.5.1.

This means that the viscosity accounts for the large wave speeds induced by dispersion only when

Hni . Ei.

5.3.6 Defining the time-step

We define the time-step in the following way:

τn := CFL×max
i∈V

(
mi∑

j∈I∗(i) d
L,n
ij

)
, (5.3.20)

where CFL is a user-defined positive constant.
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5.3.7 Generic low-order update for both models

Let us set tn+1 := tn+τn. Let un+1
h :=

∑
i∈V Un+1

i ϕi be the update of u at tn+1. Let Sn
i denote

the total contribution of the external sources at time tn, i.e., Sn
i := SF(Un

i ) + χSG(Un
i ) +SA(Un

i ).

Here χ := 1 if the wave generation source term is active and χ := 0 otherwise. Then, the generic

low-order update Un+1
i for all i ∈ V is computed as follows:

mi

τn
(UL,n+1

i − Un
i ) = mi(R

n
i + Sn

i ) +
∑
j∈I(i)

−Fnij

+
∑

j∈I∗(i)

(
(dL,n
ij − µ

L,n
ij )
(
U∗,i,nj − U∗,j,ni

)
+ µL,n

ij

(
Un
j − Un

i

))
. (5.3.21)

Definition 5.3.1 (Saint-Venant low-order scheme). Let TSV : uhh 7→ TSV(unh) := un+1
h be the

low-order Saint-Venant scheme defined by (5.2.6)–(5.3.21).

Definition 5.3.2 (Hyperbolic Serre low-order scheme). Let THS : uhh 7→ THS(unh) := un+1
h be the

low-order Hyperbolic Serre scheme defined by (5.2.7)–(5.3.21).

5.3.8 Higher-order time stepping

To preserve the invariant domain preserving property while attaining higher-order accuracy in

time, we use the the strong stability preserving (SSP) discretization method. In particular, we use

SSPRK(3,3): a third-order accurate, three-stage explicit Runge-Kutta method that is SSP. For an

overview of higher-order time stepping schemes, we refer the reader to Ern and Guermond [18]

and the references therein.

The SSPRK(3,3) method for solving the problem ∂tu = L(t,u) is carried out as follows:

w(1) := un + τL(tn,un),

w(2) :=
3

4
un +

1

4

(
w(1) + τL(tn + τ,w(1))

)
,

w(3) :=
1

3
un +

2

3

(
w(2) + τL(tn +

1

2
τ,w(2))

)

Then, the final update at tn+1 is given by un+1 := w(3).
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5.4 Well-balancing and invariant domain preserving properties

In this section, we show that the low-order algorithm (5.3.21) is well-balanced and invariant

domain preserving (i.e., positivity-preserving) for each model. We begin by recalling the precise

definitions of the respective properties for each model.

Definition 5.4.1 (Exact rest for Saint-Venant). A numerical state (hh, qh)
T is said to be exactly at

rest if qh = 0 for all i ∈ V , and if the approximate water height hh and the approximate bathymetry

map zh satisfy the following alternative for all i ∈ V: for all j ∈ I(i), either Hj = Hi = 0 or

Hj + Zj = Hi + Zi.

Definition 5.4.2 (Exact rest for Hyperbolic Serre). A numerical state (hh, qh, q1,h, q2,h, q3,h)
T is

said to be exactly at rest if qh = 0, q2,h = 0, q3,h = 0, Q1,i = H2
i , for all i ∈ V , and if the approxi-

mate water height hh and the approximate bathymetry map zh satisfy the following alternative for

all i ∈ V: for all j ∈ I(i), either Hj = Hi = 0 or Hj + Zj = Hi + Zi.

Definition 5.4.3 (Exactly well-balanced). A mapping T : P (Th)→ P (Th) is said to be an exactly

well-balanced scheme if T (uh) = uh when uh is an exact rest state.

Remark 5.4.1 (Reconstructed star states at rest). When the numerical state is at rest, we have that

by definition:

U∗,i,nj − U∗,j,ni = 0.

We show this holds for each component for the Hyperbolic Serre model using Definition 5.3.7 and

Definition 5.4.2.

Assume the numerical state is at rest as defined by Definition 5.4.2. To avoid the trivial case of

Hnj = Hni = 0, we further assume that Hni ≥ δH0,max for all i ∈ V (which implies Hδi = Hni ). Fix

i ∈ V . Without loss of generality, assume that Zi > Zj for a fixed j ∈ I(i). Then, H∗,j,ni = Hni and

H∗,i,nj = max(0,Hnj +Zj −Zi). Note that Hni +Zi = Hnj +Zj =⇒ Hni = Hnj +Zj −Zi and since

Hni ≥ δH0,max, we have that Hnj + Zj − Zi > 0. Thus H∗,i,nj = Hnj + Zj − Zi. Then, for the water
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depth component h we have that

H∗,i,nj

Hδj
Hnj −

H∗,j,ni

Hδi
Hni =

H∗,i,nj

Hnj
Hnj −

H∗,j,ni

Hni
Hni

= H∗,i,nj − H∗,j,ni

= Hnj + Zj − Zi − Hni

= Hnj + Zj − (Hni + Zi)

(Def. 5.3.7) = 0.

Since the flow is at rest, Qn
i = 0 for all i ∈ V and consequently

H∗,i,nj

Hδj
Qn
j −

H∗,j,ni

Hδi
Qn
i = 0.

Similarly, Qn
2,i = 0 and Qn

3,i = 0 for all i ∈ V so
H∗,i,nj

Hδj
Qn

2,j −
H∗,j,ni

Hδi
Qn

2,i = 0 and
H∗,i,nj

Hδj
Qn

3,j −
H∗,j,ni

Hδi
Qn

3,i = 0. We have left to show that the q1 component of the star state difference vanishes.

Since the flow is at rest, we have that Qn
1,i = (Hni )2 for all i ∈ V . Then, we see that:

(
H∗,i,nj

Hδj
)2Qn

1,j − (
H∗,j,ni

Hδi
)2Qn

1,i = (
H∗,i,nj

Hnj
)2Qn

1,j − (
H∗,j,ni

Hni
)2Qn

1,i

=
(Hnj + Zj − Zi)2

(Hnj )2
Qn

1,j −
(Hni )2

(Hni )2
Qn

1,i

(Def. 5.3.7) =
(Hni + Zi − Zi)2

(Hnj )2
(Hnj )2 − (Hni )2

=
(Hni )2

(Hnj )2
(Hnj )2 − (Hni )2

= (Hni )2 − (Hni )2

= 0.

Definition 5.4.4 (Positivity-preserving). Let us denote hh(uh) =
∑

i∈V Hi(uh)ϕi the water height

of uh for any uh ∈ P (Th). A mapping T : P (Th) → P (Th) is said to be a positivity-preserving

scheme if Hi(uh) ≥ 0, for all i ∈ V , implies that Hi(T (uh)) ≥ 0 for all i ∈ V .

Proposition 5.4.2 (Saint-Venant IDP and WB). Let TSV : uhh 7→ TSV := un+1
h be the Saint-Venant

scheme. (i) If Sn
i = SF(Un

i ) is just the contribution of the Gauckler-Manning friction source, the
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scheme is exactly well-balanced; (ii) The scheme is positivity-preserving if the time step satisfies

the following restriction τn(χ
√
gH0

Ei + 1
mi

∑
j∈I∗(i) d

n
ij) ≤ 1.

Proof. (i) Since unh is exactly at rest, we have that V n
i = V n

j = 0 or all i ∈ V and j ∈ I(i),

thus µL,n
ij = 0. We also have that U∗,j,ni = U∗,i,nj as a consequence of the definition (5.3.6). Since

qh = 0, we have that Sn
i = 0. Thus, the viscosity and source terms vanish and we have the leftover

terms:

mi

τn
(HL,n+1

i − Hni ) = 0,

mi

τn
(QL,n+1

i − 0) =
∑

j∈I∗(i)

(
gHni (Hnj + Zj)cij

)
.

Assume Hi = 0 for all i ∈ V . Then HL,n+1
i = 0 and QL,n+1

i = 0. If Hi 6= 0, then by assumption

Hn+1
j + Zj = Hni + Zi for all i ∈ V and j ∈ I(i). This gives:

mi

τn
(QL,n+1

i − 0) =
∑

j∈I∗(i)

(
gHni (Hnj + Zj)cij

)
=
∑

j∈I∗(i)

(gHni (Hni + Zi)cij)

= (gHni (Hni + Zi))
∑

j∈I∗(i)

cij︸ ︷︷ ︸
=0

= 0.

Thus, since uh is at exact rest and HL,n+1
i = Hni , QL,n+1

i = 0, the scheme is well-balanced with

respect to rest states.

(ii) Referring to (5.3.12), we recall that Snh = −
√
gH0

Ei (Hni − hwave(ai, t
n))G(ai−xmin

Lgen
) is the source

in the mass balance equation, where hwave(x, t) ≥ 0 for all t and all x ∈ D, and G ∈ [0, 1]. Fixing

i ∈ V and assuming Hnj ≥ 0 for all j ∈ I(i), the water height update in (5.3.21) can be arranged
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as follows:

HL,n+1
i ≥ Hni − χ

τn
√
gH0

Ei
Hni −

1

mi

∑
j∈I∗(i)

(
µL,n
ij Hni + (dL,n

ij − µ
L,n
ij )H∗,j,ni

)
+

1

mi

∑
j∈I∗(i)

(
(µL,n

ij − Vn
j ·cij)Hnj + (dL,n

ij − µ
L,n
ij )H∗,i,nj

)

Since by definition dL,n
ij − µ

L,n
ij ≥ 0, µL,n

ij ≥ 0,Hni ≥ H∗,j,ni ≥ 0,H∗,i,nj ≥ 0, we have the following

inequality

HL,n+1
i ≥ Hni

(
1− χτn

√
gH0

Ei
− τn
mi

∑
j∈I∗(i)

dL,n
ij

)
+
∑

j∈I∗(i)

(
(µL,n

ij − Vn
j ·cij)Hnj

)
.

The conclusion follows from the condition on τn and the definition (5.3.14a).

Proposition 5.4.3 (Hyperbolic Serre IDP and WB). Let THS : uhh 7→ THS(u
n
h) := un+1

h be the

low-order Hyperbolic Serre scheme. (i) If Sn
i = SF(Un

i ) is just the contribution of the Gauckler-

Manning friction source, the scheme is exactly well-balanced; (ii) The scheme is positivity-preserving

if the time step satisfies the following restriction τn(χ
√
gH0

Ei + 1
mi

∑
j∈I∗(i) d

n
ij) ≤ 1.

Proof. (i) Since unh is exactly at rest, µL,n
ij = 0 for all i ∈ V and j ∈ I(i). We also have that U∗,j,ni =

U∗,i,nj as a consequence of the definition (5.3.7). Note that it is important that Q∗,j1,i :=
(

H∗,j,ni

Hδi

)2
Q1,i

for this to hold. Then since qh = 0 and q2,h = 0, we have that Sn
i = 0, R1(Ui, (∇Z)i) =

R3(Ui, (∇Z)i) = 0 for all i ∈ V . Note that R2(Ui) = 0 since Qn
1,i = (Hni )2. Thus, we have that

Rn
i = 0 for all i ∈ V . The rest of the proof is exactly the same as Proposition 5.4.2.

(ii) The proof is exactly the same as Proposition 5.4.2.

5.5 Local auxiliary states and bounds

We now define auxiliary states and extract exact local bounds that will be useful when limiting

the yet to be defined high-order solution which might not be positivity-preserving. The key idea

behind defining the exact local bounds is noticing that the low-order update (5.3.21) (for both

models) can be rewritten as a convex combination of auxiliary states.
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Let us recall the hydrostatic contribution PSWij to the numerical flux Fnij:

∑
j∈I(i)

PSWij =
∑
j∈I(i)

gHni (Hnj + Zj)cij.

We want to show that this can be re-written using the numerical conservative hydrostatic flux

(∇1
2
gh2) and a modified source term. We use the algebraic property ab = −1

2
(a− b)2 + 1

2
a2 + 1

2
b2

and the partition of unity properties for cij to rewrite the above definition:

∑
j∈I(i)

PSWij =
∑
j∈I(i)

gHni (Hnj + Zj)cij

=
∑
j∈I(i)

[
− 1

2
g(Hni − Hnj )2 + 1

2
g(Hni )2 + 1

2
g(Hnj )2 + gHni Zj

]
cij

=
∑
j∈I(i)

(
1
2
g(Hnj )2 − 1

2
g(Hni )2

)
cij −

[
1
2
g(Hnj − Hni )2 + gHni Zj

]
cij

Let eq denote the characteristic vector for the momentum equations. That is, eq = (0,1d)
T for

the Saint-Venant model and eq = (0,1d, 0, 0, 0)T for the Hyperbolic Serre model where d is the

spatial dimension. Then, we have the following lemma.

Lemma 5.5.1 (Generic convex combination). Let WL,n+1
i := UL,n+1

i − τnR̃n
i , with the modified

source given by

R̃n
i := Rn

i + Sn
i +

∑
j∈I(i)

(
1
2
g(Hnj − Hni )2 − gHni Zj

)
cijeq. (5.5.1)

Assume 1− 2τn
mi

∑
j∈I∗(i) d

L,n
ij ≥ 0. (i) Then the following convex combination holds true:

WL,n+1
i = Un

i

(
1− τn

mi

∑
j∈I∗(i)

2dL,n
ij

)
+
τn
mi

∑
j∈I∗(i)

2dL,n
ij

(
Un
ij + Ũn

ij

)
. (5.5.2)
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with the auxiliary states defined by

Un
ij = − cij

2dL,n
ij

·(f(Un
j )− f(Un

i )) +
1

2
(Un

j + Un
i ), (5.5.3a)

Ũn
ij =

dL,n
ij − µ

L,n
ij

2dL,n
ij

(U∗,i,nj − Un
j − (U∗,j,ni − Un

i )). (5.5.3b)

(ii) Furthermore, Hnij + H̃nij ≥ 0 for all j ∈ I(i).

Remark 5.5.2 (Generality). Note that the convex combination is again written independently of

the mathematical model of interest. Substituting the respective quantities for each model gives the

appropriate convex scheme.

Notice that the quantity WL,n+1
i is an update corresponding to solving the hyperbolic system

without sources. The “source removing” concept is used in §5.7 to perform the convex limiting

technique. We now define the bounds that we use to limit the provisional higher-order solution.

The strategy that we propose consists of enforcing bounds that are naturally satisfied by the low-

order update (5.5.2). Let us define the kinetic energy functional ψ(u) := 1
2

1
h(u)
‖q(u)‖2`2 . Then we

have the following local in space and time bounds for each model:

Remark 5.5.3 (Saint-Venant bounds). The local bounds for the Saint-Venant model are given by:

hn,min
i := min

j∈I(i)
(Hnij + H̃nij), hn,max

i := max
j∈I(i)

(Hnij + H̃nij) (5.5.4a)

Kn,max
i := max

j∈I(i)
ψ(Un

ij + Ũn
ij). (5.5.4b)

Remark 5.5.4 (Hyperbolic Serre bounds). The local bounds for the Hyperbolic Serre model are

given by:

hn,min
i := min

j∈I(i)
(Hnij + H̃nij), hn,max

i := max
j∈I(i)

(Hnij + H̃nij), (5.5.5a)

qn,min
1,i := min

j∈I(i)
(Qn

1,ij + Q̃n
1,ij), qn,max

1,i := max
j∈I(i)

(Qn
1,ij + Q̃n

1,ij), (5.5.5b)

Kn,max
i := max

j∈I(i)
ψ(Un

ij + Ũn
ij). (5.5.5c)
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Let us expand on the relationship between the local bounds defined above and the convex

combination update (5.5.2) with an example. We denote the components of the low-order solutions

without sources, WL, as follows:

WL := U(WL) =
(
H(WL),Q(WL) . . .

)T
.

Using the properties of convexity, we can extract the following inequality on the water height

update H(WL,n+1
i ) from the convex scheme (5.5.2): or equivalently:

min
j∈I(i)

(Hnij + H̃nij) ≤ HL,n+1
i − τnSnh ≤ max

j∈I(i)
(Hnij + H̃nij),

hn,min
i ≤ H(WL,n+1

i ) ≤ hn,max
i .

Thus, these local bounds arise naturally from the low-order numerical scheme. More precise state-

ments are made in §5.7.1.

5.6 Provisional high-order method

In this section, we introduce a provisional higher-order method (second-order accurate in

space) that may violate the invariant domain preserving property (i.e., h > 0). The two key ideas

are as follows:

(i) we reduce numerical dispersive errors induced by the lumped mass matrix,

(ii) we define higher-order graph viscosity coefficients dH,n
ij , µ

H,n
ij via the estimation of an entropy

residual/commutator using the energy results of both models.

5.6.1 Wave generation

If active, the wave generation mechanism must be modified in the high-order method since this

source can potentially create dry states if the amplitude of the wave generated is larger than the

mean water depth. We formalize this by setting hmin
wave := minx∈D,t>0 hwave(x, t) and by introducing

the cut-off function χ ∈ C(R; [0, 1]) defined by χ(ξ) = 1 if ξ ≤ 1
2
, χ(ξ) := 4(ξ − 1)2(4ξ − 1) if
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1
2
≤ ξ ≤ 1, and χ(ξ) = 0 otherwise. We then redefine the source term Sn

i used in the low-order

approximation (5.3.21) by setting

Sn
i := SF(Un

i ) + χ
(

hi,max
i −hi,min

i

hmin
wave

)
SG(Un

i ) + SA(Un
i ). (5.6.1)

We also use this definition for the high-order update (see (5.6.8)). For most realistic applications,

the amplitude of the incoming waves is of reasonable size and hn,max
i −hn,min

i is a priori small com-

pared to hmin
wave and the cut-off is therefore inactive. In particular, it is never active in the simulations

reported in Chapter 6. This cut-off is necessary for theoretical purposes (see Theorem 5.7.8).

5.6.2 Commutator-based entropy viscosity

We present the definition of the higher-order artificial viscosity coefficients dH,n
ij , µ

H,n
ij following

the method introduced in Guermond et al. [28]. The key idea consists of measuring the smoothness

of an entropy by measuring how well a chain rule is satisfied by the discretization described above.

Let (E(u),F (u)) be any entropy pair that satisfies the following relation:

∇·(F (u)) = (∇E(u))T∇·(f(u)), (5.6.2)

coupled with a respective flux function f(u). We want to estimate the entropy production by

inserting the approximate solution in (5.6.2). For all i ∈ V we define the entropy commutator as

follows:

Cn
i :=

∑
j∈I(i)

cij·
(
F (Un

j )− (∇E(Un
i ))Tf(Un

j )
)

(5.6.3)

This quantity measures how well the finite element approximation satisfies the chain rule (5.6.2).

Notice that when the approximate solution unh is smooth, the quantity Cn
i is as small as the trun-

cation error provided by the finite element setting. For piecewise linear elements on unstructured

meshes Cn
i scales like O(h) where h is the mesh-size. We define the normalized entropy resid-
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ual/commutator to be

Rn
i :=

|Cn
i |

Dn
i

, (5.6.4a)

Dn
i :=

∣∣∣ ∑
i∈I(i)

cij·F (Un
j )
∣∣∣+
∣∣∣ ∑
i∈I(i)

cij·((∇E(Un
i ))Tf(Un

j ))
∣∣∣, (5.6.4b)

where Dn
i is the rescaling factor. We then define the higher-order graph viscosity (or entropy

viscosity) as follows:

dH,n
ij = dL,n

ij max(Rn
i , R

n
j ), dH,n

ii := −
∑

j∈I∗(i)

dH,n
ij (5.6.5)

µH,n
ij = µL,n

ij max(Rn
i , R

n
j ), µH,n

ii := −
∑

j∈I∗(i)

µH,n
ij . (5.6.6)

Notice that Rn
i ∈ [0, 1]. Denoting by diam(D) the diameter of D, it is argued in [31] that Rn

i =

O(h/diam(D)) when the solution is smooth. Thus, by making the high-order graph viscosities

proportional to the entropy production, (5.6.5)-(5.6.6), we have dH,n
ij ∼ dL,n

ij when the entropy

production is large, for instance in shock regions, and dH,n
ij ∼ O

(
h

diam(D)

)
dL,n
ij in regions where the

approximate solution is smooth.

Remark 5.6.1 (The Hyperbolic Serre entropy pair). Recall that it was shown in Proposition 4.5.8

that the Hyperbolic Serre energy functional and energy flux defined in (4.5.8a) do not satisfy the

entropy chain rule (5.6.2), but instead satisfy an equation of the form:

∇·(F (u)) = (∇E(u))T(∇·f(u)− S).

Remark 5.6.2 (The Saint-Venant entropy pair). Let uSV := (h, q)T be the Saint-Venant conserved
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variable. Recall the following entropy pair for the Saint-Venant model defined in (2.2.3):

ESV(u) :=
1

2
gh2 +

1

2
hv2,

FSV(u) := v(ESV(u) +
1

2
gh2).

This pair satisfies the chain rule ∇·(FSV(uSV)) = (∇ESV(uSV))T∇·(fSV(uSV)) where fSV(uSV) is

the Saint-Venant hyperbolic flux.

Remark 5.6.3 (Comparison). In Chapter 6, we use the Saint-Venant entropy pair for the Saint-

Venant high-order method and in some of the numerical illustrations for the Hyperbolic Serre

model as well. We also show that the convergence behavior of the numerical method with either

entropy pair, (4.5.10) or (2.2.3), is similar.

5.6.3 Consistent mass matrix

Numerical dispersion errors induced by the lumped mass matrix can be significantly reduced

by using the consistent mass matrix for the discretization of the time derivative term ut (at least for

piecewise linear approximation). For more details on this issue, we refer the reader to Guermond

and Pasquetti [29] and the references therein.

We now replace the lumped mass matrix in (5.3.21) with the consistent mass matrix defined

in (5.2.3) and the low-order graph viscosity coefficients in (5.3.21) with the entropy-viscosity co-

efficients (5.6.5)-(5.6.6). Then, the provisional higher-order update (for either the Saint-Venant or

Hyperbolic Serre model) is given as follows:

∑
j∈I(i)

mij

Ũ
H,n+1

j − Un
j

τn
= mi(R

n
i + Sn

i ) +
∑
j∈I(i)

−Fnij

+
∑

j∈I∗(i)

(
(dH,n
ij − µ

H,n
ij )
(
U∗,i,nj − U∗,j,ni

)
+ µH,n

ij

(
Un
j − Un

i

))
. (5.6.8)

We see that finding Ũ
H,n+1

in (5.6.8) requires the inversion of the consistent mass matrix at

every time step. Since this may be computationally costly, we follow the ideas of [29] and Maier
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and Kronbichler [49, Sec. (3.4)], and approximate the inverse of the mass matrix with a Neumann

series. We do this as follows. We denote by S̃n
i the right-hand side in (5.6.8) and rewrite (5.6.8) as

follows:

∑
j∈I(i)

mij

mj

mj

τn
(Ũ

H,n+1

j − Un
j ) = S̃n

i . (5.6.9)

We then approximate the inverse (
mij
mj

)−1 with the first-order approximation of its Neumann series

representation:

(
mij

mj

)−1 =

(
δij − (δij −

mij

mj

)

)−1
≈ δij + (δij −

mij

mj

) = δij + bij.

Then, using that
∑

j∈I(i) bji = 0 (by the partition of unity), we infer the following new expression

for the provisional higher-order update UH,n+1: mi
τn

(UH,n+1
i −Un

i ) = S̃n
i +
∑

j∈I(i)(bijS̃
n
j − bjiS̃n

i ).

Replacing the definition of S̃n
i therein gives

mi

τn
(UH,n+1

i − Un
i ) = mi(R

n
i + Sn

i ) +
∑
j∈I(i)

−Fnij

+
∑

j∈I∗(i)

(
bijS̃

n
j − bjiS̃n

i + (dH,n
ij − µ

H,n
ij )
(
U∗,i,nj − U∗,j,ni

)
+ µH,n

ij

(
Un
j − Un

i

))
. (5.6.10)

Remark 5.6.4 (Generality). The details described above for the provisional high-order method were

independent of the mathematical model.

5.6.4 Loss of positivity

It is proved in Guermond et al. [30, Theorm 3.2] that the presence of the consistent mass matrix

in any scheme that uses continuous finite elements based on artificial viscosity (such as (5.6.8)) and

explicit time stepping violates the maximum principle for scalar conservation laws. A consequence

of this result is that the scheme (5.6.8) is non-positivity-preserving regardless of the definition

of the artificial viscosity coefficients. It is also observed numerically in [28] that the use of the

higher-order entropy viscosity coefficients (5.6.5)-(5.6.6) in (5.3.21) can cause the scheme to be
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non-positivity-preserving as well. We correct the loss of positivity in the following section.

5.7 Convex limiting with sources

In this section, we describe the convex limiting technique for both models that is used to make

the higher-order methods described above invariant domain preserving (i.e., positivity-preserving).

For the work shown here, we build off the ideas presented in Guermond et al. [31, 32], but give

an emphasis on how to apply the convex limiting methodology to a hyperbolic system with source

terms since it not well documented in the literature.

5.7.1 Quasiconcave functionals and bounds

We now give some definitions and results that will illustrate the notion of convex limiting. Let

m be again the problem system size (e.g., m := d + 1 for Saint-Venant or m := d + 4 for the

hyperbolic Serre model).

Definition 5.7.1 (Quasiconcavity). Given a convex set B ⊂ Rm, we say that a function Ψ : B → R

is quasiconcave if every upper level set of Ψ is convex; that is, the set Lλ(Ψ) := {u ∈ B | Ψ(u) ≥

λ} is convex for any λ ∈ R.

Definition 5.7.2. A function Ψ : A → R is quasiconvex if −Ψ is quasiconcave.

Lemma 5.7.1. Let B := {u ∈ Rm | h > 0} ⊂ Rd+4. Let Ψ : B → R and assume that the product

hΨ is concave. Then the function Ψ is quasiconcave.

Proof. This is a special case of the result in Guermond et al. [32, Lem. 7.4].

The key idea behind the convex limiting technique is to correct (i.e., limit) the provisional

high-order update (5.6.10) so that it satisfies the same (yet to be defined) quasiconcave constraints

as the low-order update (5.7.8). Let L be an index set denoting the total number of quasiconcave

functionals numbered from 1 to ˆ̀.

Remark 5.7.2 (Quasiconcave functionals for Saint-Venant). Recall that the conserved variable for

the system (2.2.1) is u := (h, q)T where h is the water depth and q the momentum. The functional
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Ψ1 : Rd+1 3 (h, q)T 7→ h ∈ R is linear, hence concave, hence quasiconcave; this functional is also

well-defined over Rd+1. Let us set

A := {u ∈ Rd+1 | h > 0} (5.7.1)

Observe that A is convex. Then, another important example is the (negative) kinetic energy Ψ2 :

A 3 (h, q)T 7→ − 1
2h
‖q‖2`2 . Since the function hΨ2 := −1

2
‖q‖2`2 is concave, using Lemma 5.7.1 we

conclude the (negative) kinetic energy is quasiconcave. We are going to use the functionals Ψ1 and

Ψ2 and bounds defined in (5.5.4) to enforce positivity of the water height, positivity and a local

maximum principle on the kinetic energy. Letting L := {1:3} and A := {u ∈ Rd+1 | h > 0} ⊂

Rd+1, we are going to work with the family of quasiconcave functionals {Ψi,n
l }l∈L, Ψi,n

l : A → R

defined as follows:

Ψi,n
1 (u) = h− hn,min

i , Ψi,n
2 (u) = hn,max

i − h, (5.7.2a)

Ψi,n
2 (u) = Kn,max

i − 1

2h
‖q‖2`2 . (5.7.2b)

Remark 5.7.3 (Quasiconcave functionals for Hyperbolic Serre). Recall that the conserved vari-

able for the system (4.4.1) is u := (h, q, q1, q2, q3)
T where h is the water height, q the momen-

tum, q1, q2, q3 the auxiliary variables which are thought of ansatz to h2, hḣ + 3
2
q3 and q·∇z, re-

spectively. The functional Ψ1 : Rd+4 3 (h, q, q1, q2, q3)
T 7→ h ∈ R is linear, hence concave,

hence quasiconcave; this functional is also well-defined over Rd+4. The functional Ψ2 : Rd+4 3

(h, q, q1, q2, q3)
T 7→ q1 ∈ R is also linear, hence quasiconcave. Let us set

A := {u ∈ Rd+4 | h > 0} (5.7.3)

Observe thatA is convex. Similarly as above, another example is the (negative) kinetic energy Ψ3 :

A 3 (h, q, q1, q2, q3)
T 7→ − 1

2h
‖q‖2`2 . We use the above functionals and bounds defined in (5.5.5) to

enforce positivity of the water height, positivity of the auxiliary variable q1, and a local maximum
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principle on the kinetic energy. Letting L := {1:5} and A := {u ∈ Rd+4 | h > 0} ⊂ Rd+4, we

are going to work with the family of quasiconcave functionals {Ψi,n
l }l∈L, Ψi,n

l : A → R defined as

follows:

Ψi,n
1 (u) = h− hn,min

i , Ψi,n
2 (u) = hn,max

i − h, (5.7.4a)

Ψi,n
3 (u) = q1 − qn,min

1,i , Ψi,n
4 (u) = qmax

1,i − q1, (5.7.4b)

Ψi,n
5 (u) = Kn,max

i − 1

2h
‖q‖2`2 . (5.7.4c)

The following result is essential for the rest of the convex limiting argumentation.

Lemma 5.7.4. Let n ≥ 0, i ∈ V , and assume that 2τn
mi

∑
j∈I∗(i) d

L,n
ij ≤ 1. Then, the low-order

update WL,n+1
i computed by (5.5.2) is in A and satisfies the following constraints for all l ∈ L:

Ψi,n
l (WL,n+1

i ) ≥ 0. (5.7.5)

Proof. Under the assumption 1 − 2τn
mi

∑
j∈I∗(i) d

L,n
ij ≥ 0, WL,n+1

i is a convex combination of the

auxiliary states (5.5.3a)-(5.5.3b); thus, by Lemma 5.5.1, the update WL,n+1
i is inA. The constraints

Ψi,n
l (WL,n+1

i ) ≥ 0 are a consequence of the convex combination (5.5.2), the definitions of the

bounds in §5.7.1 and quasiconcavity.

The limiting is done sequentially: First we limit WH,n+1
i with respect to Ψi,n

1 and construct

a W1,n+1
i so that Ψi,n

1 (W1,n+1
i ) ≥ 0. This guarantees positivity of the water height and must be

computed before limiting with respect to the other quantities (Ψi,n
l )l>1. This is explained in more

detail below.

5.7.2 Limiting process

We discuss in this section the proposed convex limiting methodology. The main idea going

forward is that we apply the limiting process to the solution without sources Wn and then “put

back” the sources after enforcing all the quasiconcave constraints.
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Let WH,n+1 := UH,n+1 − τn(Rn
i + Sn

i ) be the provisional high-order update without sources.

Our goal is to construct the final update Un+1
i so that Wn+1

i := Un+1
i − τn(Rn

i + Sn
i ) satisfies

all the constraints Ψi,n
l (Wn+1

i ) ≥ 0, l ∈ L, defined in §5.7.1. For this purpose, we also define

the low-order update without sources, WL,n+1 := UL,n+1 − τn(Rn
i + Sn

i ). Proceeding as in the

Flux-Corrected-Transport methodology (see Zalesak [67], [28] and references therein), we now

compute the difference WH,n+1 −WL,n+1 by subtracting (5.3.21) from (5.6.10). This gives

mi(WH,n+1
i −WL,n+1

i ) =
∑

j∈I∗(i)

An
ij, (5.7.6)

with the Rm-valued coefficients An
ij defined by

An
ij := τn

[
bijS̃

n
j − bjiS̃n

i +
(
(dH,n
ij − µ

H,n
ij )− (dL,n

ij − µ
L,n
ij )
)
(U∗,i,nj − U∗,j,ni )

+ (µH,n
ij − µ

L,n
ij )(Un

j − Un
i )

]
. (5.7.7)

Notice that An
ij = −An

ji, which implies global mass conservation

∑
i∈V

miWH,n+1
i =

∑
i∈V

miWL,n+1
i ,

which is equivalent to ∑
i∈V

miUH,n+1
i =

∑
i∈V

miUL,n+1
i .

That is to say, the high-order solution and low-order solution have the same mass whether the

source term is present or not.

Using (5.7.6), we introduce the final limited update as follows:

Wn+1
i =

∑
j∈I∗(i)

θj

(
WL,n+1

i + `ijPn
ij

)
, with Pn

ij :=
1

miθj
An
ij, (5.7.8)

where {θj}j∈I∗(i) is any set of strictly positive coefficients adding up to 1. In the computations
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reported below, we take θj := 1
card(I(i))−1 . The parameter `ij ∈ [0, 1], which we call the limiter,

is defined to be symmetric `ij = `ji to preserve the mass conservation property mentioned above.

Note that Wn+1
i = WL,n+1

i if `ij = 0 (i.e., Un+1
i = UL,n+1

i ) and Wn+1
i = WH,n+1

i if `ij = 1. The

key idea is to find a set of limiters `ij ∈ [0, 1] as large as possible so that Ψl,n
l (Wn+1

i ) ≥ 0 for all

l ∈ L. Notice that this optimization program is possible since `ij = 0 is in the feasible set owing

to Lemma 5.7.4. The following lemma proved in Guermond et al. [31, Lem. 4.4] is paramount for

the convex limiting technique and sums up how to efficiently find the limiting parameters `ij .

Lemma 5.7.5. Let A ⊂ Rm and Ψ ∈ C0(A;R) be such that {u ∈ A | Ψ(u) ≥ 0} is convex.

Let i ∈ V and j ∈ I(i). Assume that WL,n+1
i ∈ A, Ψ(WL,n+1

i ) ≥ 0, and Ψ(WL,n+1
i + Pn

ij) < 0

(otherwise there is nothing to limit), then

(i) There is a unique `ij ∈ [0, 1] such that

Ψ(WL,n+1
i + `ijP

n
ij) = 0, (5.7.9)

Ψ(WL,n+1
i + `Pn

ij) ≥ 0 for all ` ∈ [0, `ij], and Ψ(WL,n+1
i + `Pn

ij) < 0 for all ` ∈ (`ij, 1].

(ii) Setting `ij = min(`ij, `
j
i ), we have Ψ(WL,n+1

i + `ijPn
ij) ≥ 0 and `ij = `ji.

(iii) Let Wn+1
i be defined by (5.7.8), then Ψ(Wn+1

i ) ≥ 0.

5.7.3 Application to the system (4.4.1)

We now illustrate Lemma 5.7.5 with Ψ := Ψi,n
l , l ∈ L, defined in (5.7.4) and A := {u ∈

Rd+4 | h > 0}. For the sake of brevity, we restrict ourselves to discussing the application of the

limiting technique only to the Hyperbolic Serre model since application to Saint-Venant model is

similar. The limiting is implemented by traversing L from the smallest index to the largest one.

We begin with the limiting of the water height. To avoid divisions by zero, we introduce the

small parameter δhn,max
i where δ := 10−14 for all i ∈ V . Let us denote the h-component of Pij by
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Ph
ij . Then we set:

`i,hj =



min
( |hn,min

i −H(WL,n+1
i )|

|Ph
ij|+δhn,max

i

, 1
)
, if H(WL,n+1

i ) + Ph
ij < hn,min

i ,

1, hn,min
i ≤ H(WL,n+1

i ) + Ph
ij ≤ hn,max

i ,

min
( |hn,max

i −H(WL,n+1
i )|

|Ph
ij|+δhn,max

i

, 1
)
, if hn,max

i < H(WL,n+1
i ) + Ph

ij.

(5.7.10)

This guarantees that Ψ1(WL,n+1
i + `Pij) ≥ 0 and Ψ2(WL,n+1

i + `Pij) ≥ 0 for all ` ∈ [0, `i,hj ].

This enforces a local minimum principle and a local maximum principle on the water height. As a

corollary this also enforces positivity of the water height Hn+1
i .

We proceed similarly to limit q1 since the functionals Ψ3 and Ψ4 are linear. Denoting the

q1-component of Pij by Pq1ij , for `i,q1j ∈ [0, `i,hj ], we set

`i,q1j =



min
( |qn,min

1,i −Q1(W
L,n+1
i )|

|Pq1ij |+δqn,max
1,i

, 1
)
, if Q1(WL,n+1

i ) + Pq1ij < qn,min
1,i ,

1, qn,min
1,i ≤ Q1(WL,n+1

i ) + Pq1ij ≤ qn,max
1,i ,

min
( |qn,max

1,i −Q1(W
L,n+1
i )|

|Pq1ij |+δqn,max
1,i

, 1
)
, if qn,max

1,i < Q1(WL,n+1
i ) + Pq1ij .

(5.7.11)

This guarantees that Ψ3(WL,n+1
i + `Pij) ≥ 0 and Ψ4(WL,n+1

i + `Pij) ≥ 0 for all ` ∈ [0, `i,q1j ]. This

enforces a local minimum principle and a local maximum principle on q1. As a corollary this also

enforces positivity of Qn+1
1,i .

Remark 5.7.6 (FCT limiting on linear functionals). It is also possible to use the FCT methodology

for limiting the linear functionals Ψ1, . . . ,Ψ4. We refer the reader to [28] where this is shown for

the Saint-Venant model.

We now move on to the kinetic energy functional Ψi,n
5 . We seek an `i,Kj ∈ [0, `i,q1j ] such that

Ψi,n
5 (WL,n+1

i + `Pij) ≥ 0 for all ` ∈ [0, `i,Kj ]. Let us define the functional: Φ(U) := HΨi,n
5 (U) =

HKn,max
i − 1

2
‖Q‖2`2 . Notice that Ψi,n

5 (U) ≥ 0 iff Φ(U) ≥ 0 provided H > 0. Hence, assuming

that Ψi,n
5 (WL,n+1

i + Pij) < 0 (otherwise there is nothing to optimize), our optimization problem

consists of finding the unique ` ∈ [0, 1) such that Φ(WL,n+1
i + `Pij) = 0. But Φ(WL,n+1

i + `Pij) is
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a quadratic functional with respect to `: Φ(WL,n+1
i + `Pij) = a`2 + b`+ c, where

a = −1

2
‖Pq

ij‖2`2 , (5.7.12a)

b = Kn,max
i Ph

ij −Q(WL,n+1
i ) · Pq

ij, (5.7.12b)

c = H(WL,n+1
i )Kn,max

i − 1

2
‖Q(WL,n+1

i )‖2`2 . (5.7.12c)

Let t0 be the smallest positive root of the equation at2 + bt+ c = 0, with the convention that t0 = 1

if the equation has no positive root. Then, we choose `i,Kj to be such that

`i,Kj = min(t0, `
i,q1
j ). (5.7.13)

It is proved in [31] that the definition (5.7.13) guarantees that Ψi,n
5 (WL,n+1

i + `Pij) ≥ 0 for all

` ∈ [0, `i,Kj ]. This enforces a local maximum principle on the kinetic energy.

Finally, we set

`ij = min(`i,Kj , `j,Ki ). (5.7.14)

Then with the above definition and by Lemma 5.7.5, the update Wn+1
i computed by (5.7.8) satisfies

the following constraints Ψi,n
l (Wn+1

i ) ≥ 0 for all l ∈ L. We now “put back” the sources to compute

the final limited update Un+1
i :

Un+1
i = τn(Rn

i + Sn
i ) +

∑
j∈I∗(i)

θj

(
WL,n+1

i + `ijPn
ij

)
. (5.7.15)

Remark 5.7.7 (Saint-Venant limiting). To apply the limiting process described above to the Saint-

Venant model, one just has to skip the limiting on the q1 functionals (i.e., Ψ4 and Ψ5).

Theorem 5.7.8 (Invariant domain preserving property for limited scheme). Let i ∈ V and n ≥ 0.

Assume that Un
j ∈ A := {u ∈ Rd+4 | h > 0} for all j ∈ I(i). Suppose that the time step τn is

small enough so that τn max
(

2
mi

∑
j∈I∗(i) d

L,n
ij ,

√
gH0

Ei

)
≤ 1. Let Wn+1

i be defined by (5.7.8) with

the limiter `ij given by (5.7.14). Then Wn+1
i ∈ A. Consequently, the full update Un+1

i defined

114



by (5.7.15) is in A as well.

Proof. By construction, the definition (5.7.14) along with Lemma 5.7.5 gives

H(Wn+1
i ) := H

( ∑
j∈I∗(i)

θj

(
WL,n+1

i + `ijPn
ij

))
≥ hn,min

i ,

for all i ∈ V and all j ∈ I(i). The goal is to show that the limited water height update Hn+1
i stays

positive with the contribution of the source τn(Rn
i +Sn

i ). For i ∈ V , consider the update for Hn+1
i :

Hn+1
i = τnχ

(
hi,max
i −hi,min

i

hmin
wave

)(√gH0

Ei
(
hwave(ai, t

n)− Hni
)
G(ai−xmin

Lgen
)

)
+ H(Wn+1

i ),

≥ τn

√
gH0

Ei
χ
(

hi,max
i −hi,min

i

hmin
wave

)
G(ai−xmin

Lgen
)
(
hmin

wave − hn,max
i

)
+ hn,min

i ,

where we used the fact that hn,max
i ≥ Hni . If the cut-off function χ is active (i.e., when hn,max

i −

hn,min
i ≥ hmin

wave), then χ = 0 and Hn+1
i ≥ hn,min

i and thus positive. If the cut-off function χ is not

active (i.e., when hn,max
i − hn,min

i < hmin
wave), then

Hn+1
i ≥ τn

√
gH0

Ei
χ
(

hi,max
i −hi,min

i

hmin
wave

)
G(ai−xmin

Lgen
)
(
hmin

wave − hn,max
i

)
+ hn,min

i

≥ τn

√
gH0

Ei
χ
(

hi,max
i −hi,min

i

hmin
wave

)
G(ai−xmin

Lgen
)
(
−hn,min

i

)
+ hn,min

i

= hn,min
i

(
1− τn

√
gH0

Ei
χ
(

hi,max
i −hi,min

i

hmin
wave

)
G(ai−xmin

Lgen
))

)
≥ hn,min

i

(
1− τn

√
gH0

Ei

)
.

Thus, Hn+1
i is positive under the CFL condition.

Proposition 5.7.9 (Well-balancing property for limited scheme). Let THS : uhh 7→ THS(u
n
h) :=

un+1
h be the high-order scheme defined by (5.7.15) for the Hyperbolic Serre model. This scheme is

exactly well-balanced if SG ≡ 0.

Proof. Assume that unh is exactly at rest, then one can verify that Pij = 0 for all i ∈ V and all j ∈

I∗(i). Hence, un+1
h is equal to the low-order update. We conclude by invoking Proposition 5.4.3.

115



Remark 5.7.10 (Iterative limiting). We note here that the limiting process described above can be

iterated multiple times by observing from (5.7.6) that

WH,n+1
i = WL,n+1

i +
1

mi

∑
j∈I(i)

`ijAn
ij +

1

mi

∑
j∈I(i)

(1− `ij)An
ij.

Then, by setting W(0) := WL,n+1
i and A(0)

ij = An
ij , the iterative limiting process is shown in

Algorithm 1. In the numerical simulations reported in Chapter 6, we take kmax = 2.

Algorithm 1 Iterative limiting with sources
Input: WL,n+1, An

ij, kmax

Output: Un+1

Set W(0) := WL,n+1
i and A(0)

ij = An
ij

for k = 0 to kmax − 1 do
Compute limiter `(k)

Update W(k+1) = W(k) + 1
mi

∑
j∈I(i) `

(k)
ij A(k)

ij

Update A(k+1)
ij = (1− `(k)ij )A(k)

ij

end

Un+1 = W(kmax) + τn(Rn + Sn)

5.7.4 Relaxation of the bounds

The methodology described above leads to second-order accuracy in the L1-norm, but the

bounds defined in (5.5.4) and (5.5.5) are too tight to make the method higher-order or even second-

order in the L∞-norm in the presence of smooth extrema. A similar phenomena was observed

in Khobalatte and Perthame [42] in the context of the Euler Equations for gas dynamics and ex-

plained in Guermond et al. [31, Sec. 4.7]. We want to avoid this reduction in accuracy since
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we want to model smooth solitary waves and periodic waves with the Hyperbolic Serre system

(2.3.1)–(2.3.2). To recover the full accuracy in the L∞-norm, one should relax the bounds (5.5.4)

and (5.5.5) for smooth solutions. We briefly discuss the relaxation here and refer the reader to [32,

Sec. 7.6] where this is discussed in detail. All the numerical results reported in Chapter 6 are done

using this relaxation technique.

The relaxation is done as follows. Let Ψmin
i and Ψmax

i denote either a min or max bound

defined in §5.7.1 and Ψl(u) the associated functional; for example, Ψmin
i = hn,min

i and Ψ1(u) = h.

For each l ∈ L and all i ∈ V , we set

(∆2Ψl)i =
1∑

j∈I∗(i) βij

∑
j∈I∗(i)

βij

(
Ψl(Un

j )−Ψl(Un
i )
)
, (5.7.16)

where the coefficients βij are meant to make the computation linearity-preserving (see: [32, Rem. 6.2]).

In the computations reported below, we take βij =
∫
D
∇ϕi·∇ϕj dx. We then compute an average

of the above quantity

(∆2Ψl)i =
1

2(card(I(i))− 1)

∑
j∈I∗(i)

(1

2
(∆2Ψl)i +

1

2
(∆2Ψl)j

)
, (5.7.17)

Finally, we define the relaxation of Ψi,min and Ψi,max by redefining them as follows:

Ψi,min ← max
(

(1− si)Ψi,min,Ψi,min − (∆2Ψl)i

)
, (5.7.18a)

Ψi,max ← min
(

(1 + si)Ψ
i,max,Ψimax + (∆2Ψl)i

)
, (5.7.18b)

where si = (mi|D|)
3
2d ∈ (0, 1). Here |D| is the measure of the computational domain (surface area if

d = 2, or length if d = 1).

In the applications reported in Chapter 6 that involve periodic waves, we observed numerically

that the above relaxation for the (negative) kinetic energy can still be too restrictive. To remedy
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this, we consider the following less restrictive relaxation for limiting the (negative) kinetic energy:

Ψi,max ← min
(

(1 + s
2
3
i )Ψi,max, 0

)
. (5.7.19)
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6. NUMERICAL ILLUSTRATIONS

6.1 Introduction

In this Chapter, we conclude the thesis by illustrating the performance of the hyperbolic relaxed

Serre model (4.4.1) and the associated proposed convex limiting method described in Chapter 5 in

both spatial dimensions (Rd with d = {1, 2}). We focus on numerical illustrations for the Hyper-

bolic Serre model (4.4.1), but consider tests with the Saint-Venant model as well. In particular, we

verify the accuracy of the method using analytical solutions of the Serre model and then again with

the method of manufactured solutions. We then show the method is well-balanced with and with-

out the effects of topography. We perform several numerical tests involving the Riemann Problem

for the hyperbolic relaxed system (4.4.1). We also reproduce several academic benchmarks pro-

posed in the literature and then introduce some new benchmarks as well. We conclude the chapter

by reproducing several laboratory experiments that validate the hyperbolic relaxed model.

The chapter is organized as follows. In Section 6.2, we discuss the implementation details for

the numerical method. Then in Section 6.3, we verify the accuracy of the convex limiting numerical

method (5.7.15). In Section 6.4, we verify the numerical method is indeed well-balanced for both

models. In Section 6.5, we investigate the numerical solution of the Riemann problem for the Serre

model and compare with the Saint-Venant solution. Then in Section 6.6, we reproduce different

benchmarks introduced in the literature and propose new benchmarks with interesting properties.

Finally, in Section 6.7, we reproduce several laboratory experiments seen in the literature.

6.2 Preliminaries

The simulations reported in the paper are done in Rd with d = {1, 2} using continuous, linear

finite elements. When d = 1, we use a uniform grid. Some two-dimensional tests are done with

continuous P1 finite elements on unstructured Delaunay meshes, and some tests are done using

continuous Q1 finite elements on quadrangular meshes. In all the tests, the relaxation is done with

λ = 1 and Ei = m
1
d
i , for all i ∈ V .
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For the numerical tests in R2, three different codes implementing the method described in

the paper have been written to ensure reproducibility. The first code, henceforth referred to as

TAMU, does not use any particular software and is written in Fortran 95/2003. All 1D results are

done with the TAMU code. The second code has been written at the US Army Engineer Research

and Development Center using the Proteus toolkit (the reader is referred to Kees and Farthing

[41]). Both codes use continuous P1 Lagrange elements on triangles and unstructured, non-nested,

Delaunay meshes. The third code is Ryujin [49, 34], a high-performance finite-element solver

based on the deal.II library Arndt et al. [3] and uses continuous Q1 elements. The time stepping

in all three codes is done with the third-order, three stage, strong stability preserving Runge-Kutta

method, SSP RK(3,3).

6.3 Convergence tests

In this section we verify the accuracy of the method by performing several convergence tests

with the TAMU code described in 6.2. Similar tests have been performed with the Proteus and

Ryujin, but are omitted here for the sake of brevity. The goal of this section is to show that

when the relaxation parameter ε of the Hyperbolic Serre model (4.4.1) is chosen to be propor-

tional to the mesh-size, the numerical solution of this model converges to that of the original Serre

model (2.3.1).

6.3.1 Solitary wave solution of Serre model (2.3.1)

The Serre model (2.3.1) admits an exact solution in the form of a solitary wave propagating over

a flat bottom. The goal of this particular test is to show that solutions of the relaxed model (4.4.1)

converge with a first-order rate with respect to the mesh-size to solutions of the Serre model (2.3.1).

Note that the hyperbolic relaxed model (4.4.1) does not analytically support exact solitary waves;

more on this is discussed in §6.3.2.

Let h̃(x, t) and ũ(x, t) be the water height and velocity of an exact solitary wave:

h̃(x, t) = h0 +
α

(cosh(r(x− x0 − ct)))2
, ũ(x, t) = c

h̃(x, t)− h0

h̃(x, t)
, (6.3.1)
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I E1 E2 E∞
100 1.546E-04 Rate 3.796E-04 rate 8.383E-04 Rate
200 4.509E-05 1.78 7.910E-05 2.26 1.272E-04 2.72
400 3.141E-05 0.52 7.258E-05 0.12 3.025E-04 -1.25
800 2.317E-05 0.44 5.509E-05 0.4 2.396E-04 0.34
1600 1.369E-05 0.76 3.155E-05 0.8 1.376E-04 0.8
3200 7.533E-06 0.86 1.733E-05 0.86 7.551E-05 0.87
6400 3.815E-06 0.98 8.869E-06 0.97 3.871E-05 0.96

Table 6.1: Convergence rates for solitary wave solution T = 50 s, CFL = 0.05.

with wave speed c =
√
g(h0 + α) and width r =

√
3α

4h20(h0+α)
. We initialize the water height and

discharge by setting

h(x, 0) = max{h̃(x, 0)− z(x), 0}, q(x, 0) = h(x, 0)ũ(x, 0), (6.3.2)

with z(x) ≡ 0. Note that the variables q1, q2, and q3 are initialized with (6.4).

We consider a 1D uniform grid on the domain D = (0, 1000 m). We set h0 = 10 m and

α = 1 m. The solitary wave is initiated at x0 = 250 m. The final time is set to T = 50 s

which allows the solitary wave to travel approximately 519.4 m. Dirichlet conditions are set at

the boundaries for all variables. In Table 6.1, we show the numerical results for this problem. The

number of grid points is shown in the leftmost column. The relative errors on the water height

measured in the L1-norm, E1 := ‖h − hh‖L1/‖h‖L1 , L2-norm, E2 := ‖h − hh‖L2/‖h‖L2 , and

L∞-norm, E∞ := ‖h − hh‖L∞/‖h‖L∞ , are shown in the second, third and fourth columns. We

observe that the method converges to the solution of the Serre model (2.3.1) with first-order rate

with respect to the mesh-size. The first-order rate is a consequence of the relaxation parameter in

the relaxed system (4.4.1) being proportional to the local mesh-size. In Figure 6.1, we plot the

final solution at T = 50 s. The solid blue profile represents the elevation h(x) + z(x).

We now use this analytical solution to verify the accuracy of the numerical method using the

different mathematical entropies defined by (4.5.10) and (2.2.3) for the entropy-viscosity graph

coefficients (5.6.5) and (5.6.6). The goal of this test is to show that the numerical method 5.7.15
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Figure 6.1: Computational solitary wave solution at T = 50 s with I =200.

behaves similarly with either entropy. We use the same computational set-up as above. In Table 6.2,

we compare the results using (i) the Galerkin method (i.e., no artificial viscosity); (ii) the method

(5.7.15) using the Shallow Water Equations entropy pair (2.2.3); (iii) the method (5.7.15) using the

hyperbolic Serre entropy pair (4.5.10).

I Galerkin EV with (4.5.10) EV with (2.2.3)
100 2.80E-04 Rate 2.48E-04 rate 2.53E-04 Rate
200 4.24E-05 2.72 5.54E-05 2.16 5.64E-05 2.17
400 3.02E-05 0.49 3.74E-05 0.57 3.74E-05 0.59
800 2.32E-05 0.38 2.48E-05 0.59 2.48E-05 0.59
1600 1.39E-05 0.74 1.43E-05 0.79 1.43E-05 0.79
3200 7.67E-06 0.85 7.89E-06 0.86 7.89E-06 0.86
6400 3.84E-06 1.00 4.08E-06 0.95 4.08E-06 0.95

Table 6.2: Convergence table using ‖h − hh‖L1/‖h‖L1 for solitary wave solution of Serre
model (2.3.1). T = 50 s, CFL= 0.05.

6.3.2 Method of manufactured solutions for Hyperbolic Serre model (4.4.1)

We now verify the second-order accuracy of the method (5.7.15). This is typically done by

comparing a computational solution to a reference analytical solution and then looking at the be-
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havior of the L1, L2, L∞ errors as the mesh-size decreases. However, deriving exact solutions

for the hyperbolic relaxation model (4.4.1) is a highly non-trivial task and thus no known solution

exists. To test the accuracy of our numerical method for solving the hyperbolic model (4.4.1), we

use the method of manufactured solutions. We discuss the details below.

Assume there are no external sources and assume the topography is flat (i.e., S(u) = 0 and

R(u,∇z) = 0). Let h̃(x, t) and ũ(x, t) be the same profiles defined by (6.3.1). We want to derive

a source term Sman(x, t) for the hyperbolic Serre model (4.4.1) such that

∂tu +∇·f(u) = Sman(x, t),

holds exactly. To do so, we assume the following the profiles for the conserved variables u =

(h, u, q1, q2, q3)
T:

h(x, t) = h̃(x, t), q(x, t) = h̃(x, t)ũ(x, t), (6.3.3a)

q1(x, t) = h̃2(x, t), q2(x, t) =− h̃2(x, t)∂x(ũ(x, t)), q3(x, t) = 0. (6.3.3b)

Substituting (6.3.3) into (4.4.1), we see that the manufactured source term should be of the form:

Sman(x, t) =
(
0, qman(x, t), 0, q2man(x, t), 0

)
,T (6.3.4a)

with

qman(x, t) = 2rα

(
2c2h20 sinh(2r(x− x0 − ct))

(h0 + 2α + h0 cosh(2r(x− x0 − ct)))2

− g

α
h̃(x, t)(h̃(x, t)− h0) tanh(r(x− x0 − ct))

)
, (6.3.4b)

q2man(x, t) =
2c2h20r

2α
(
−3h0 − 4α− 2h0 cosh(2r(x− x0 − ct)) + h0

α
cosh(4r(x− x0 − ct))

)
(h̃(x, t)− h0)

(h0 + 2α + h0 cosh(2r(x− x0 − ct)))2
(6.3.4c)
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The profiles defined above were obtained using the Mathematica software [65].

The computational domain is set to D = (0, 1000 m). We initialize the conserved variables

with (6.3.3) at t = 0 s with h0 = 10 m, α = 0.1h0, x0 = 250 m. The final time is set to T = 50 s

and CFL = 0.05. Dirichlet conditions are set at the boundaries for all variables. We show in

Table 6.3 the numerical results obtained at T = 50 s. We observe that that all the quantities

converge with second-order rate with respect to the mesh-size as expected.

I E1 E2 E∞
100 1.76E-04 Rate 4.50E-04 rate 1.35E-03 Rate
200 4.98E-05 1.82 1.23E-04 1.86 5.30E-04 1.35
400 1.61E-05 1.63 3.92E-05 1.66 1.77E-04 1.58
800 4.30E-06 1.90 1.03E-05 1.93 4.68E-05 1.92
1600 1.11E-06 1.95 2.60E-06 1.99 1.19E-05 1.97
3200 3.10E-07 1.84 6.65E-07 1.97 3.05E-06 1.97

Table 6.3: Convergence rates using manufactured solution. T = 50 s, CFL = 0.05

6.3.3 Steady-state solution with topography

We now verify the accuracy of the relaxation technique using the steady state solution described

in Section 2.3.5.2. Recall that this is an analytical solution to the Serre model (2.3.1)–(2.3.2) with

topography effects. In particular, the water height profile and bathymetry are given by:

h(x) = h0(1 +
a

(cosh(rx))2
), z(x) = −1

2
(h(x)− h0)

Here, h(x) describes a stationary solitary wave and the bathymetry is a depression (see Figure 2.2).

We set h0 = 1 m, a = 0.2, g = 9.81 ms−2. This gives a discharge value of q =
√

5.886m2s−1

and coefficient r =
√

0.5m−1 given by the expressions in (2.3.20). The simulations are done with

D = (−10 m, 15 m). The discharge is enforced at the inflow boundary x = −10 m. The water

height is enforced at x = −10 m and x = 15 m. We show in Table 6.4 the numerical results

obtained at t = 1000 s. The number of grid points is shown in the leftmost column. The relative
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errors on the water height measured in theL1-norm,E1 := ‖h−hh‖L1/‖h‖L1 , and the relative errors

measured in the L∞-norm, E2 := ‖h− hh‖L∞/‖h‖L∞ , are shown in the second and third columns.

The relative L1-norm of the difference between h2h and q1h, E3 := ‖h2h − q1h‖L1/‖q1h‖L1 , and the

relative L1-norm of the difference between qh∂xz and q3h, E4 := ‖qh∂xz − q3h‖L1/‖qh∂xz‖L1 , are

shown in the fourth and fifth columns. We observe that all the quantities converge with a first-

order rate with respect to the mesh size. This is consistent since we chose the relaxation parameter

in the relaxed system (4.4.1) to be proportional to the local mesh size which gives a first-order

approximation of the fully coupled system (3.2.2).

I E1 E2 E3 E4

100 1.98E-03 Rate 7.55E-03 rate 8.54E-05 Rate 1.33E-01 Rate
200 1.09E-03 0.86 3.15E-03 1.26 3.83E-05 1.16 6.77E-02 0.97
400 4.23E-04 1.36 1.05E-03 1.58 1.76E-05 1.12 3.40E-02 0.99
800 1.73E-04 1.29 4.07E-04 1.37 8.51E-06 1.05 1.70E-02 1.00
1600 7.92E-05 1.13 1.82E-04 1.16 4.20E-06 1.02 8.51E-03 1.00
3200 3.62E-05 1.13 8.51E-05 1.10 2.09E-06 1.01 4.25E-03 1.00
6400 1.85E-05 0.97 4.31E-05 0.98 1.05E-06 1.00 2.13E-03 1.00

Table 6.4: Convergence rates table for steady state solution with topography.

6.4 Well-balancing tests

In this section, we verify that the scheme is well-balanced. To quantify the concept of well-

balancing, we define the following error indicator for the hyperbolic Serre model:

δ∞(t) :=
‖hh(t)− h0‖L∞(D)

H0

+
‖qh(t)− q0‖L∞(D)

H0

√
gH0

+
‖Q1,h(t)− Q1,0‖L∞(D)

H2
0

+
‖Q2,h(t)− Q2,0‖L∞(D)

H0

√
gH0

+
‖Q3,h(t)− Q3,0‖L∞(D)

H0

√
gH0

, (6.4.1)

where H0 is some reference water depth, h0, q0 Q1,0,Q2,0,Q3,0 are the initial states. The quantities

hh(t), qh(t),Q1,h(t),Q2,h(t), Q3,h(t) are the finite element approximations at time t for the respec-

tive conserved variables. We show that this quantity stays close to round-off error for the numerical
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tests.

Remark 6.4.1. The error indicator for the Saint-Venant model is defined by:

δ∞(t) :=
‖hh(t)− h0‖L∞(D)

H0

+
‖qh(t)− q0‖L∞(D)

H0

√
gH0

(6.4.2)

For these tests, we consider the set up of the 1995 experiments by Briggs et al. [11] where

the bathymetry is defined by a conical island (see: §6.7). The experimental domain is given by

D = (0, 25 m)× (0, 30 m). The experimental bathymetry is defined by:

z(x) =


min (0.625, 0.9− r(x)/4) , r(x) < 3.6

0, otherwise,

where r(x) is the radius from the center of the island located at (12.96 m, 13.80 m).

We first consider the case where the initial profile is a complete wet state. The reference

water depth is set to H0 = 1 m (above the island) and we define the initial water height to be

h0(x) = H0 − z(x) and initial flow rate q0 = 0 m/s. The simulations are run until T = 50 s. All

the computations are done with CFL = 0.5. In Table 6.2a, we report the well-balancing quantity

(6.4.1) for two different meshes and observe that indeed the values are near machine precision.

We now consider the case where the initial state is a wet-dry state. We set the reference depth

I δ∞(t)
3587 2.5101E-13

14023 5.6512E-13

(a) H0 = 1m. T = 50 s.

I δ∞(t)
3587 7.7165E-12
14023 1.0692E-11

(b) H0 = 0.32m. T = 50 s.

Figure 6.2: Error tables for well-balancing tests using conical island topography.

to be H0 = 0.32 m so that the water elevation intersects the cone at r(x) = 2.32 m. To initiate

this problem properly, we begin exactly at rest with respect to the mesh. That is to say, the mesh
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is aligned with the initial data in regions where h + z is constant. We show this refinement in

Figure 6.3c. In Table 6.2b, we report the well-balancing quantity (6.4.1) for two different meshes

and see that it also stays close to machine precision 0. We also compute the δ∞ error indicator

(a) H0 = 1m (b) H0 = 0.32m

(c) Top view of h + z with H0 =
0.32m.

Figure 6.3: Figures for well-balancing tests with conical island topography.

for the Saint-Venant model. In Figure 6.4, we plot the δ∞(t) indicator as a function of time over

the interval t ∈ [0, 200 s] for the Saint-Venant low/high-order schemes and the Hyperbolic Serre

low/high-order schemes. We see that all quantities for each test stay close to machine precision 0

for long times.

6.5 Riemann problem for Serre Equations

In this section, we investigate numerically the solution to the Riemann Problem for the Serre

model. It has been numerically observed that the solutions of the Riemann Problem can produce

solutions in the form of dispersive shock waves which can have practical applications in studying

undular bores. For a detailed study of the Riemann Problem for the Serre Equations, we refer the

reader to El et al. [17] and Gavrilyuk et al. [23] and the references therein.
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Figure 6.4: A plot of δ∞(t) as a function of time for t ∈ [0, 200 s] for the Hyperbolic Serre model
and the Saint-Venant model for the low and high-order schemes.

6.5.1 1D – Dam break over wet bed

We consider a one-dimensional dam-break problem introduced in El et al. [17, Sec. 7] with

initial conditions:

h(x, 0) =


1.8 m, x < 0,

1 m, x > 0,

, q(x, 0) = 0.

The computational domain is defined to be D = (−300, 300 m). We set the mesh-size to be

h = 0.05 m corresponding to 12,000 P1 elements. The final time is set to T = 50 s and the CFL

number is chosen to be 0.05. In Figure 6.7, we show the computed water depth and momen-

tum (respectively) of both the hyperbolic Serre–Green–Naghdi model (4.4.1) and the Saint-Venant

model (2.2.1). The computed profiles for the hyperbolic Serre model (blue profiles) quantitatively

look similar to that of El et al. [17, Fig. 8] and Tkachenko [60, Fig. 2.4]. We see that in Fig-

ure 6.5, the hyperbolic Serre model produces dispersive a shock wave traveling to the right and an

expansion wave traveling to the left followed by a dispersive tail. This structure is fundamentally

different than the Saint-Venant solution (red profiles) which produces a right-going shock and a

left-going expansion wave.

We now modify the dam-break problem with a smaller jump in the initial water depth. That is,
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Figure 6.5: Numerical solution to 1D dam-break problem with dry bed with ∆h = 1.8 m.

we set the initial conditions to be:

h(x, 0) =


1.8 m, x < 0,

1.4 m, x > 0,

, q(x, 0) = 0.

The computational set-up is the same as above. We show in Figure 6.6 the comparison of the water

depth and flow discharge using both models. We see similar profiles as in Figure 6.5.
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Figure 6.6: Numerical solution to 1D dam-break problem with a wet bed with ∆h = 0.4 m.
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6.5.2 1D – Dam break over dry bed

We consider a one-dimensional dam-break over a dry bed. This test case highlights the ability

of the proposed numerical methods to handle dry states. We set the initial conditions to be:

h(x, 0) =


1.8 m, x < 0,

0 m, x > 0,

, q(x, 0) = 0.

The computational domain is defined to be D = (−300, 300 m). We set the mesh-size to be

h = 0.05 m corresponding to 12,000 P1 elements. The final time is set to T = 30 s and the CFL

number is chosen to be 0.05. In Figure 6.7, we show the computed water depth and momen-

tum (respectively) of both the hyperbolic Serre–Green–Naghdi model (4.4.1) and the Saint-Venant

model (2.2.1).
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Figure 6.7: Numerical solution to 1D dam-break problem with a dry bed with ∆h = 1.8 m.

6.5.3 2D – Circular dam break

We now consider a two-dimensional circular dam-break problem. A similar test case was

proposed in Tkachenko [60, Sec. 5.2]. Let the still water depth be H0 = 1 m. We initialize circular

dam at rest with amplitude 0.8 m centered at (250 m, 250 m) with radius R = 40 m. That is to say,

the initial condition is set to:
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Figure 6.8: Initial profiles for circular and square Riemann Problems.

h(x, 0) =


1.8 m,

√
(x− 250)2 + (y − 250)2 < R,

1 m, otherwise,
, q(x, 0) = 0,

The initial condition is shown in Figure 6.8 (left). For this test case, we use the Ryujin software

described in §6.2. The computational domain is set to D = (0, 500 m)×(0, 500 m) with 4,004,001

Q1 nodes. The final time is set to T = 50 s with CFL number of 0.075. In Figure 6.9, we show the

water depth profiles for both the hyperbolic Serre model (top) and the Saint-Venant model (bottom)

at the times t = {10, 30, 50}s.

6.5.4 2D – Square dam break

We consider a two-dimensional square dam-break problem introduced in Tkachenko [60, Sec. 5.2].

Let the still water depth be H0 = 1 m. The square dam of side length ds = 80 m of amplitude 0.8 m

is initialized as follows:

h(x, 0) =


1.8 m, |x− 250| ≤ ds

2
and |y − 250| ≤ ds

2
,

1 m, otherwise,
, q(x, 0) = 0,

The initial condition is shown in Figure 6.8 (right). For this test case, we use the Ryujin software

described in §6.2. The computational domain is set to D = (0, 500 m)×(0, 500 m) with 4,004,001
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Figure 6.9: Circular dam break – Comparison with Hyperbolic Serre (top) and Saint-Venant (bot-
tom) at t = {10, 30, 50}s.

Q1 nodes. The final time is set to T = 50 s with CFL number of 0.075. In Figure 6.10, we show the

water depth profiles for both the hyperbolic Serre model (top) and the Saint-Venant model (bottom)

at the times t = {10, 30, 50}s.

6.6 Academic benchmarks

In this section, we reproduce several academic benchmarks seen in the literature. Since some

of these benchmarks have not been reproduced using the Serre–Green–Naghdi equations, the goal

is to highlight the computational results using the for such benchmarks. We also propose new

synthetic benchmarks with interesting structures not seen in the literature.
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Figure 6.10: Square dam break – Comparison with Hyperbolic Serre (top) and Saint-Venant (bot-
tom) at t = {10, 30, 50}s.

6.6.1 1D – Interaction of solitary waves

We now consider the the collision of multiple solitary waves in one spatial dimension. It is

known that the Serre Equations admit quasi-elastic collisions of solitary waves [16] when the am-

plitude is small (unlike the Korteweg–De Vries (KdV) equation which admits elastic collisions of

solitary waves). We say a collision is elastic if the solitary waves are unchanged after the colli-

sion. For the Serre Equations, the collision of two solitary waves of small amplitude will produce

two waves propagating in the opposite directions with similar shape and height with potentially

a small phase shift and loss of amplitude (or none at all). When the amplitudes of the colliding

waves are larger, there is a stronger interaction between the waves which leads to a larger phase

shift and loss of amplitude and the creation of a dispersive tail. We call this type of collision an
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inelastic collision. For the study of such phenomena, we refer the reader to [16, 51] and references

therein. Before discussing the different tests, note that for all computations in this section, the local

mesh-size is set to h = 0.5 m and the CFL number is set to 0.075.

The first test we consider is the collision of two solitary waves. In particular, we consider two

different cases that show the phenomena of quasi-elastic collision (when the wave amplitude is

small) and inelastic collision (when the wave amplitude is larger). The computational domain is

set to D = (0, 1000 m). To initialize the solitary waves, we use the profiles defined by (6.3.1).

We set the reference depth to h0 = 10 m. For the quasi-elastic case, we set the amplitude to be

α = 0.05h0 = 0.5 m. The first solitary wave (which travels to the right) is initiated at x1 = 250 m

and the second solitary wave (which travels to the left) is initiated at x2 = 750 m. For the second

solitary wave, we switch the sign of the wave celerity in (6.3.1) (i.e., c → −c) so that the wave

travels to the left. The final time is set to T = 60 s. We show in Figure 6.11 the results for the quasi-

elastic collision. In particular, we compare the final numerical solution with the exact solution (at

the final time) in Figure 6.11a and see that the profiles are close to each other. In Figure 6.11b, we

give a space-time plot which highlights the trajectory of the waves. For the inelastic collision, we

set the amplitude of both waves to be α = 0.1h0 = 1 m. We show in Figure 6.12 the results for the

inelastic collision. Again, we compare the numerical solution with the exact solution and see that

the numerical solution has produced small dispersive tails and a slight phase shift was introduced.

The second test we consider is the collision of four solitary waves. Again we consider two

cases that show the phenomena of quasi-elastic collision and inelastic collision. The computational

domain is set to D = (0, 2000 m). We set the reference depth to h0 = 10 m. For the quasi-

elastic case, we set the amplitude of each wave to be α = 0.05h0 = 0.5 m. The solitary waves

are respectively initiated at x1 = 250 m , x2 = 650 m , x3 = 1350 m , x4 = 1750 m. The final

time is set to T = 100 s. We show in Figure 6.13 the results for the quasi-elastic case. We see

again that the waves are hardly unchanged and closely match the final exact profiles. For the

inelastic collision, we set amplitude of each wave (left to right respectively) to be α1 = 2 m, α2 =

1 m, α3 = 1 m, α4 = 1 m. It is clear from Figure 6.14 that the larger amplitudes introduce stronger
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Figure 6.11: Two solitary waves – quasi-elastic collision
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Figure 6.12: Two solitary waves – inelastic collision
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Figure 6.13: Four solitary waves – quasi-elastic collision
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Figure 6.14: Four solitary waves – inelastic collision

interactions and affects the collision elasticity.

The next case we consider is the collision of 8 solitary waves. Since we have established the

quasi-elasticity property of the Serre–Green–Naghdi equations, this test shown here is to highlight

the robustness of the numerical method. The computational domain is set to D = (0, 4000 m). We

set the reference depth to h0 = 10 m. Letting the integer “1” denote the left-most solitary wave,

the amplitudes of the solitary wave are as follows: αi = 2 m for i = {1, 4, 5, 8} and αj = 1 m

for i = {2, 3, 6, 7}. The final time is set to T = 200 s. We show the computations for this test in
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Figure 6.15: Collision of Eight solitary waves

Figure 6.15.

6.6.2 2D – Dam Break over three obstacles with friction

We now consider the test case of a dam break over a dry bottom with three conical obstacles

introduced by Kawahara and Umetsu [38] (and reproduced by others: Guermond et al. [33], Huang

et al. [37], etc.). This benchmark tests the complex wetting/drying process and the method’s ability

to handle the Gauckler-Manning friction source. Here the Manning’s coefficient is set to n =

0.02 m−1/3s.

The domain is set to D = (0, 75 m) × (0, 30 m). The bathymetry consisting of three conical

obstacles is defined by z(x) := max{0, z1(x), z2(x), z3(x)} where

z1(x) = 1− 1
8

√
(x− 30)2 + (y − 6)2, (6.6.1a)

z2(x) = 1− 1
8

√
(x− 30)2 + (y − 24)2, (6.6.1b)

z3(x) = 3− 3
10

√
(x− 47.5)2 + (y − 15)2. (6.6.1c)
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are thre three obstacles. The initial state is set to

h0(x) =


1.875, x ≤ 16

0, otherwise,
q0(x) = 0.

For these computations, we use the Ryujin code described above. The mesh is composed of

rectangular elements with 2,307,361 Q1 DOFS. The final time is set to T = 20 s with CFL 0.075.

In Figure 6.16, we show the computational free surface elevation h + z at several time snapshots.

Then, in Figure 6.17, we show the comparison of the computations with the hyperbolic Serre

model (4.4.1) and the Saint-Venant shallow water equations (2.2.1). We observe that more realistic

structures are produced by the dispersive Serre model.

Figure 6.16: Dam break with bumps – Surface plot of the water elevation h + z at several time
snapshots.

6.6.3 2D – Circular Dam Break with divergence-free velocity

We now reproduce a modified version of the circular dam break problem introduced in Sec-

tion 6.5.3. Instead of initiating the dam at rest, we introduce a divergent-free velocity field so that

circular dam is initially “spinning”. More precisely, we initialize the circular dam with amplitude

0.8 m centered at (xc, yc) = (250 m, 250 m) with radius R = 40 m and set the initial conditions to
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Figure 6.17: Dam break with bumps – Comparison with Hyperbolic Serre (top) and Saint-Venant
(bottom) at t = {1, 7.8, 15}.

be:

h(x, 0) =


1.8 m,

√
(x− 250)2 + (y − 250)2 < R,

1 m, otherwise,
, q(x, 0) = h(x, 0)

(
y− yc,−(x−xx)

)
.

For this test case, we again use the Ryujin software. The computational domain is set to D =

(0, 500 m)×(0, 500 m) with 4,004,001 Q1 nodes. The final time is set to T = 10 s with CFL

number of 0.075. In Figure 6.18, we compare the water depth profiles for both the hyperbolic

Serre model (top) and the Saint-Venant model (bottom) at the times t = {1, 5, 10}s. Notice that

at time t = 1 s, the Hyperbolic Serre model is producing structures reminiscent of a circular

Kelvin–Helmholtz instability.

6.7 Laboratory experiments

We continue the numerical illustrations by reproducing several laboratory experiments that

have been documented in the literature.

6.7.1 Shoaling of solitary waves over sloped beach

We now consider the 1994 experiments of Guibourg [35] conducted at LEGI (Laboratoire

des Écoulements Géophysiques et Industriels) in Grenoble, France, to investigate the shoaling of

solitary waves over a sloped beach. We consider 4 series of experiments proposed in [35] with a
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Figure 6.18: Circular dam break with divergent-free velocity field – Comparison with Hyperbolic
Serre (top) and Saint-Venant (bottom) at t = {1, 5, 10}s.

reference water depth of h0 = 0.25 m and different solitary wave amplitudes (see: Table 6.5). We

simulate the experiments in one spatial dimension and reproduce the bathymetry as follows:

z(x) =


1
30

(x− 2.5)− h0, x ≥ 25

−h0, otherwise.

The computational domain is set to D = (−5 m, 35 m). For each experiment, we initialize the

solitary wave at x0 = 0 m with the profiles defined in (6.3.1) and the amplitudes shown in Table 6.5.

We run the computations to the final time T = 10 s on the three difference meshes with respective

mesh-size: h = {0.05 m, 0.025 m, 0.0125 m} (corresponding to 800, 1600, 3200 P1 elements). The

CFL number is set to 0.1. We set wall boundary conditions at both ends of the domain.

In the experiments, the wave elevation was measured with three wave gauges (WGs) which
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Case 1 Case 2 Case 3 Case 4
α/h0 0.096 0.2975 0.456 0.5343
WG1 7.75 m 5.75 m 4.25 m 4.25 m
WG2 8.25 m 6.25 m 5.0 m 5.0 m
WG3 8.75 m 6.75 m 5.75 m 5.75 m

Table 6.5: Solitary wave shoaling experiment [35] – configuaration values

were moved for each case. We report the location of the wave gauges in Table 6.5. In Figure 6.19,

we show the comparisons with the numerical computations and the experimental data for each

case. We observe that the numerical results match the experimental data very well. This set

of experiments reinforces that the dispersive hyperbolic Serre model captures well the shoaling

phenomenon induced by topography.
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Figure 6.19: Comparison of numerical results with experimental data for solitary wave shoaling
experiments of [35].
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6.7.2 Periodic waves propagation over a submerged bar

We now consider the 1994 experiments conducted in Beji and Battjes [7] which investigate the

propagation of periodic waves over a submerged trapezoidal bar. The goal of the experiments is to

model the interaction of highly dispersive waves, and in particular, the release of higher-harmonics

into a deeper region after the shoaling process.

We consider two of the experimental setups described in [7]: (i) sinusoidal long waves (SL)

with target amplitude a = 1 cm and period Tp = 2 s; (ii) sinusoidal high-frequency waves (SH)

with target amplitude a = 1 cm and period Tp = 1.25 s. We simulate these experiments in one

spatial dimension and reproduce the bathymetry of the submerged bar as follows:

z(x) =



1
20

(x− 6), 6 ≤ x ≤ 12

0.3, 12 ≤ x ≤ 14

0.3− 1
10

(x− 14), 14 ≤ x ≤ 17

0, otherwise.

The computational domain is set to be D = (−12.3 m, 37.7 m). We impose two relaxation zones
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Figure 6.20: Submerged bar set up with gauge locations.

in the domain for the generation and absorption of waves (as described in Chapter 2). The length
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of the generation zone for the SL case is 6 m (approximately 1.5 wavelengths) and 4 m for the

SH case (approximately 2.0 wavelengths). The absorption zone for both cases is set to Dabs =

(25 m, 37.7 m). We set the reference water depth to H0 = 0.4 m and initialize the water height

profile with h0(x) = H0 − z(x) and discharge q0(x) = 0. The periodic waves are introduced into

the domain via the generation zone with the profiles given by:

h(x, t) = h0 + a sin(kx− σt), u(x, t) =
a

h0

σ

k
sin(kx− σt),

where a is the amplitude, k the wave number and σ the wave frequency. Here, we define the wave

frequency by σ = 2π
Tp

and k is found by using the dispersion relation for the full Serre model:

k2 = 3σ2/(3gh0 − h20σ
2). We set the final time to be t = 60 s and run with CFL=0.175. We

run the computations on three different meshes with meshsizes h = {0.05 m, 0.025 m, 0.0125 m}

(corresponding to 1000, 2000, and 4000 P1 cells.).
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Figure 6.21: Illustration of period-folding with experimental wave gauge 1 with SL case (left) and
SH case (right).

In the original experiments, seven wave gauges (WGs) were used to measure the water eleva-

tion: WG1(x = 5.7 m), WG2(x = 10.5 m), WG3(x = 12.5 m), WG4(x = 13.5 m), WG5(x =

14.5 m), WG6(x = 15.7 m), WG7(x = 17.3 m). In Figure 6.20, we show the locations of these

wave gauges with respect to the bathymetry. The experimental data used here was obtained from
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the original author of the experiments, Serdar Beji. It was our experience that the experimental

data did not quite match the targeted values of the period mentioned above. To illustrate this, we

introduce a post-processing technique of the experimental data that we call period-folding. The

idea is that given some experimental time series that is supposedly periodic with period Tp in the

time interval [t0, Tfinal], the folding of the sequence obtained by the mapping t 7→ t− t0−b t−t0Tp
cTp

should represent the evolution of the signal during one period (here b·c is the floor function). Do-

ing this folding gives a better idea of the long time behavior of the experimental data than just

looking at one specific window of length Tp as often done in the literature. In particular it reveals

whether the signal is indeed periodic with period Tp. In Figure 6.21, we use period folding for the

experimental data at WG1 with the targeted values of Tp. This process shows that the experimental

data have not exactly the alleged period. We have been able to discover a good approximation of

the actual period T adj
p by doing the period folding with various values of Tp: (i) SL case, Tp = 2 s,

T adj
p = 2.019,75 s; (ii) SH case, Tp = 1.25 s, T adj

p = 1.262,15 s. We also note that the wave am-

plitude value for the SH case is closer to 0.014 m and this is what we use for our computations.

Using the adjusted values above and the period-folding technique, we compare in Figures 6.22

and 6.23 the experimental data and the results of the computations at the wave gauges 2–7 (Fig-

ure 6.22 for the SL experiment and and Figure 6.23 for the SH experiment). For the experimental

data, we choose t0 to be the time corresponding to the second maximum wave height of the signal

at WG2. For the numerical simulations, we choose t0 to be the time corresponding to the max-

imum wave height around t ≈ 40 s at WG2. We observe that the numerical results converge as

the mesh is refined. The SH experiment is relatively well reproduced at all the gauges. There are

slight deviations at the last two gauges behind the bar for the SL experiment. It is possible that

some wave breaking occurs between gauges 5 and 6 in this case.

6.7.3 Propagation of periodic waves over an elliptic shoal

We consider the 1982 experiments of Berkhoff et al. [8] conducted to study the propagation

of monochromatic waves over an elliptic shoal. The goal of the experiments were to model the

144



-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5 h = 0.0125
h = 0.025

h = 0.05
Gauge 2

Gauge 3 Gauge 4

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2
t(s)

Gauge 5

0 0.5 1 1.5 2

t(s)

Gauge 6

0 0.5 1 1.5 2
t(s)

Gauge 7

Figure 6.22: SL Case. Water elevation at seven gauges. Numerical results using three meshes,
h = {0.05 m, 0.025 m, 0.0125 m} (solid lines). Experimental data (red points).

refraction and diffraction of waves when propagating over a varying bottom. These experiment

have become a benchmark for validating dispersive wave models (see: Duran and Marche [15],

Ricchiuto and Filippini [52].)

The experimental basin is composed of a 1
50

sloping bottom which forms a 20◦ angle with the

y-axis and an elliptic-shaped shoal built on the ramp. We reproduce this bathymetry as follows.

We first define the rotated coordinates x 7→ xr(x):

xr := x cos(20◦)− y sin(20◦), yr := x sin(20◦) + y cos(20◦).
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Figure 6.23: SH Case. Water elevation at seven gauges. Numerical results using three meshes,
h = {0.05 m, 0.025 m, 0.0125 m} (solid lines). experimental data (red points).

Then we define the sloping bottom and elliptic shoal profiles as:

zramp(x) :=



1
50

(xr(x) + 5.82), −5.82 ≤ xr(x) ≤ 14

0.3964, 14 ≤ xr(x)

0, otherwise,

zshoal(x) :=


−0.3 + 1

2

√
1− (xr(x)

3.75
)2 − (yr(x)

5
)2, (xr(x)

3.75
)2 + (yr(x)

5
)2 ≤ 1

0, otherwise.

The full bathymetry is defined as z(x) := zramp(xr(x)) + zshoal(xr(x)). Note that this bathymetry

is slightly modified from that proposed in Berkhoff et al. [8] to include a flat portion at the right-end

of the basin.

The reference water depth is set to H0 = 0.45 m. We initialize the water height with h0(x) =
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(a) Free surface elevation and topography; mesh re-
finement 1

(b) Normalized view of wave heights; mesh refine-
ment 1

Figure 6.24: Elliptic shoal experiments

H0 − z(x) and discharge q0(x) = 0. For the simulation of the experiments, we use the Ryujin

code. The computational domain is set to be D = (−14, 18m)×(−10, 10m). We generate the

periodic waves via the generation zone methodology described in §2.4.3 with the profiles:

h(x, t) = h0 + a sin(kx− σt), u(x, t) =
a

h0

σ

k
sin(kx− σt),

The amplitude is set to a = 0.0232 m and the period to Tp = 1 s. The wave frequency is given by

σ = 2π
Tp

and k is found by using the dispersion relation for the full Serre model: k2 = 3σ2/(3gh0−

h20σ
2). The generation zone length and absorption zone length are set to 4 m, i.e., Lgen = Labs :=

4 m, and we set xmin := −14 and xmax := 18. We run the computations until the final time T = 60 s

to allow the waves to reach a steady state. To verify our results, we run the computations on three

different meshes composed of 657,025, 2,624,769 and 10,492,417 Q1 nodes labeled refinement

1, 2, and 3 respectively. In Figure 6.24, we show a snapshot of the free surface elevation and

topography at time T = 60 s and a normalized view of the generated wave heights (i.e., h+z(x)−H0

a
).

In the experiments, the water elevation is measured at eight sections throughout the basin.

147



These sections are:

section 1 : {x = 1 m,−5 m ≤ y ≤ 5 m}, section 2 : {x = 3 m,−5 m ≤ y ≤ 5 m},

section 3 : {x = 5 m,−5 m ≤ y ≤ 5 m}, section 4 : {x = 7 m,−5 m ≤ y ≤ 5 m},

section 5 : {x = 9 m,−5 m ≤ y ≤ 5 m}, section 6 : {y = −2 m, 0 m ≤ x ≤ 11 m},

section 7 : {y = 0 m, 0 m ≤ x ≤ 11 m}, section 8 : {y = 2 m, 0 m ≤ x ≤ 11 m}.

To properly compare our numerical results with the experimental data, we do the following: we

extract the data over the temporal window t ∈ [40 s, T ] of the reference water elevation h + z −

H0; we then take the maximum of this data over every period in the temporal interval. We then

normalize the wave heights with the incoming wave amplitude a = 0.0232 m. In Figure 6.25, we

show the comparison with the computational results for the three different meshes. We see that the

approximate solutions converge and we observe that the computational results compare reasonably

well with the experimental data.

6.7.4 Propagation of periodic waves over semi-circular shoal

We now consider the 1971 experiments of Whalin [63] performed at the U.S. Army Engineer

Waterways Experiment Station (now the U.S. Army Engineer Research and Development Center)

in Vicksburg, Mississippi. The goal of the experiments is to study the refraction and diffraction of

periodic waves propagating over a semi-circular shoal. In particular, we reproduce the experiments

conducted where the wave period is T = 2 s and amplitude a = 0.0075 m (see [63, Fig. 68]).

The experimental basin is designed to be 25.603 m in length and 6.096 m wide and the still

water elevation is set to 0.4572 m. Wse reproduce these experiments with the Ryujin code. We

define the computational domain as (−10, 33 m)× (0, 6.096 m). The lengths of the generation and

relaxation zones are defined to be Lgen = Labs = 8 m (which is roughly 2 wave lengths) with xmin =

−10 and xmax = 33. The bathymetry is reproduced as follows: Defining G(y) :=
√
y(6.096− y),
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Figure 6.25: Elliptic shoal – Comparison of numerical results (3 mesh refinements) with the ex-
perimental data along the 8 sections. Experimental data: red triangles.

we set

z(x) =


0, 0 ≤ x ≤ 10.67−G(y),

−0.04(10.67−G(y)− x), 10.67−G(y) ≤ x ≤ 18.297−G(y)

0.3048, 18.297−G(y) ≤ x

.

The computational domain is composed of a quadrilateral mesh with 265,761 Q1 dofs. We run the

numerical simulations until the time T = 60 s to allow the waves to reach a steady state. The CFL

number is set to 0.125.

In Whalin [63], the authors perform the harmonic analysis of the wave elevation data at the

centerline of the basin over one period. This is done to study the non-linear transfer of energy from
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lower to higher frequency components as the waves propagate and focus over the topography.

We numerically reproduce this harmonic analysis as follows: We interpolate the centerline y =

3.048 m with roughly 1400 points along the x-axis at every 0.001 s in the interval t ∈ [58, 60 s].

We then perform the discrete Fourier Transform of the time-series wave elevation data at each point

along centerline. In Figure 6.26, we show (a) the computational free surface elevation at T = 60 s;

(b) the comparison of the amplitude spectrum with the numerical first, second and third harmonics

(sold lines) and the experimental data of Whalin (black geometric shapes). The amplitude spectrum

of the waves in the numerical simulations is very close to the experimental one.

(a) Free surface elevation and topography at T =
60 s
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Figure 6.26: Whalin semi-circular shoal results

6.7.5 2D Solitary wave run-up over a conical island

We consider the 1995 laboratory experiments conducted by Briggs et al. [11] at the US Army

Waterways Experiment Station in Vicksburg, Mississippi (now the US Army Engineer Rsearch

and Development Center). The laboratory experiments were motivated by several tsunami events
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in the 1990s where large unexpected run-up heights were observed on the back (or lee) side of

small islands. Several authors have used this experiment to study the run-up phenomena using

the classical Shallow Water model and other dispersive models (see: Hou et al. [36], Lannes and

Marche [45], Kazolea et al. [39]).

Let r(x) by the radius from the center of the island located at (12.96 m, 13.80 m). Then the

conical island bathymetry is defined by

z(x) =


min (htop, hcone − r(x)/scone) , r(x) < rcone,

0, otherwise,
(6.7.1)

where htop = 0.625m, hcone = 0.9m and rcone = 3.6m. We reproduce two experiments, which we

call Case B and Case C, with α/h0 = 0.091 and α/h0 = 0.181 where h0 = 0.32 m and α is the

amplitude of the solitary wave.

The computations are done in the domain (0, 25 m)×(0, 30 m) until the final time T = 12 s with

wall boundary conditions and CFL number 0.25. We initiate the solitary wave at x0 = 9.36 − L
2

using (6.3.1) with L = 2h0
k

arccosh
√

20 and k =
√

3α
4h0

. Here x0 is the location of the experimental

wave gauge 3 (WG3) which was used to measure the free surface elevation away from the island.

In Figure 6.27, we show the surface plots of the free surface elevation h + z on a mesh composed

of 52,129 P1 nodes at t = {0, 5.8, 8 s}.

Figure 6.27: Experiment 4 – Surface plot of the water elevation h + z at several times for Case
C. The thin grey cylinders represent the wave gauges WG3, WG6, WG9, WG16, WG22 (left to
right).
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In the experiment, several wave gauges were placed around the island to measure the free sur-

face elevation and wave run-up. We compare the numerical results with the measurents at four of

the experimental wave gauges: WG6(9.36 m, 13.80 m), WG9(10.36 m, 13.80 m), WG16(12.96 m, 11.22 m),

WG22(15.56 m, 13.80 m). We show in Figure 6.28 the comparison with the experimental data and

numerical simulations for both Case B (on the left) and Case C (on the right). For both cases, the

numerical results show good agreement with the experimental data. We capture well the magni-

tudes of the run-up and draw-down at the front side of the island at WG9 with a slight overshoot in

Case C. For both cases, we see very good comparison with WG16 which corresponds to the run-up

and draw-down on the side of the island. We note that the experimental data shows subsequent free

surface oscillations after impacting the island which is most notable in WG9, but our numerical

simulation do not capture this effect. This phenomena is consistent with the literature and has been

observed by others (see: Lannes and Marche [45], Kazolea et al. [39], Yamazaki et al. [66]), and

is likely due to inconsistency in the original experiments.

6.7.6 Propagation over a solitary wave over a triangular shelf with conical island

We now reproduce the experiments of Swigler [59] and Lynett et al. [47] performed at the O.H.

Hinsdale Wave Research Laboratory of Oregon State University. The experiments were conducted

to study specific phenomena that are known to occur when solitary waves propagate over irregular

bathymetry such as shoaling, refraction, breaking, etc. Several others (see: Duran and Marche

[15], Kazolea et al. [40], Roeber and Cheung [53]) have used these experiments for validation.

We reproduce the bathymetry of the experiments as follows: Let r = 3, hcone = 0.45, d(y) :=

1 −min (1, |y| /13.25) , ax(y) := 12.5 + 12.4999(1 − d(y)), az(y) := 0.7 + 0.05(1 − d(y)). We

define separately the cone, base and triangular shelf portions of the bathymetry:

cone(x, y) =:= max

(
hcone −

√
(x− 17)2 + y2

( 3
0.45

)2
, 0

)
,
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Figure 6.28: Experiment 4 – Temporal series over the period t ∈ [0, 12 s] of the free surface elvation
h + z in meters at the four WGs (blue solid) compared to the experimental data (red circles) for
Case B (on the left) and Case C (on the right).

base(x, y) :=



0, x < 10.2,

0.5−0.0
17.5−10.2(x− 10.2), 10.2 ≤ x ≤ 17.5,

1 + 1−0.5
32.5−17.5(x− 32.5), 17.5 ≤ x ≤ 32.5,

1, otherwise

,

153



shelf(x, y) :=



0, x < 10.2,

az(y)
ax(y)−10.2(x− 10.2), 10.2 ≤ x ≤ ax(y),

0.75 + az(y)−0.75
ax(y)−25 (x− 25), ax(y) ≤ x ≤ 25,

1 + 1−0.5
32.5−17.5(x− 32.5), 25 ≤ x ≤ 32.5,

1, otherwise

,

Then the full bathymetry is defined by

z(x, y) := cone(x, y) + max(base(x, y), shelf(x, y)).

The setup of this complex bathymetry can be seen in Figure 6.29b.

The computations are done in the domain (0, 48.8 m)×(−13.25, 13.25 m). The solitary wave

is initiated at x0 = 5 m with reference water depth h0 = 0.78 m and amplitude α = 0.39 m using

(6.3.1). We run the computations until T = 40 s with a CFL number of 0.25. We note that for

this particular problem, it is our experience that no friction is needed to reproduce correctly the

experiment. In Figure 6.31, we show the surface plots of the free surface elevation h+ z on a mesh

composed of 57,854 P1 nodes at various times using the TAMU code.

In the experiments, nine wave gauges (WGs) are placed along the basin to capture the free sur-

face elevation along with three Acoustic Doppler Velocimeters (ADVs) that measure the velocity.

In Figure 6.29, we show on the left panel the coordinates of the wave gauges and ADVs, and their

respective locations on the bathymetry in the right panel of the figure. We show in Figure 6.30a,

the comparison between the free surface elevation values of the numerical simulation and the ex-

perimental data over the temporal period t ∈ [0, 40 s] using both codes. In Figure 6.30b, we show

the comparison between the numerical velocities and the experimental data from the ADVs. For

both the free surface and velocities, our results compare exceptionally well with the experimental

data. We also see that the results of the TAMU and Proteus codes agree very closely and are

almost indistinguishable. The Proteus computations were done on a mesh composed of 57,188
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Gauge x(m) y(m)
WG1 7.5 0.0
WG2 13.0 0.0
WG3 21.0 0.0
WG4 7.5 5.0
WG5 13.0 5.0
WG6 21.0 5.0
WG7 25.0 0.0
WG8 25.0 5.0
WG9 25.0 10.0
ADV1 13.0 0.0
ADV2 21.0 0.0
ADV3 21.0 -5.0

(a) WGs and ADVs coordinates.

(b) Overview of bathymetry with WGs (white spheres) and
ADVs locations (red boxes).

Figure 6.29: (a) Coordinates of the wave gauges and ADVs in meters; (b) Overview of their
respective locations on the bathymetry.

P1 nodes and CFL number of 0.25.
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Figure 6.30: (a) Temporal series over the period t ∈ [0, 40s] of the free surface elevation h + z
compared to the experimental data (red dashed). The TAMU code results are in blue (solid) and
Proteus code results in black (solid). (b) Temporal series over the period t ∈ [0, 40s] of velocity
v (blue solid) and experimental ADVs (red dashed).
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Figure 6.31: Surface plot of the water elevation h + z at several times.
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