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ABSTRACT 

 

The major challenge in designing oxy-fuel combustors in supercritical power generation 

cycles is the lack of fundamental understanding of the combustion process at high pressures 

exceeding the critical point of the fuel and oxygen (~200 bar). This combustion process becomes 

unique as it uses supercritical CO2 (sCO2) streams with high dilution rates to achieve lower 

combustor exit temperature (~1150ºC). In the absence of reliable combustion diagnostics at such 

high pressure and temperatures, a high-fidelity yet numerically efficient modeling framework is 

needed to enable the design of sCO2 oxy-combustors. Reactive turbulent combustion simulations 

are computationally very expensive which can be prohibitive when the combustion regime of 

interest is supercritical due to the challenges in implementing real-gas equation of state and 

considering multi-step species and reactions in combustion modeling. To overcome these 

challenges, two different computational frameworks have been developed in this study: (1) A 

Direct Numerical Simulation (DNS) integrated with a one-step chemistry mechanism and 

multispecies real-fluid properties to gain a fundamental understanding of supercritical mixing and 

combustion in the sCO2 oxy-combustor designed by Southwest Research Institute (SWRI). (2) A 

high-fidelity turbulent reacting flow simulation Large Eddy Simulation (LES) real gas solver at 

supercritical combustion using a detailed chemistry mechanism comprised of several species and 

reactions for methane combustion is developed. To enable computational feasibility a new high 

accuracy fast chemistry reduction tool using machine-learning based tools is developed and 

validated a-priori and a-posteriori. The developed tool is integrated with an open-source real-gas 

combustion solver and 3D Large Eddy Simulations (LES) are conducted for SWRI combustor.  
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The results indicate noticeable distinctions between mixing and combustion behaviors 

predicted by ideal- and the real-gas Equation of State (EoS), particularly in the near-inlet region. 

The reacting flow predicted by the real-gas EoS showed a wider density gradient barrier which 

tends to impede mixing, a longer wavelength at the flame edge, and a smaller flame edge thickness. 

Differences were also noted between the consumption/production rates of key species between 

real and ideal cases where the ideal-gas case predicted higher rates due to higher heat release rate 

caused by differences in density and specific heat. Combustion behavior at different %CO2 dilution 

showed that dilution has a major impact on key combustion metrics such as heat release rate, 

temperature, and flame edge thickness. Zero-D and DNS results showed a peak in heat release rate 

for a given air-fuel ratio and the lowest CO production for 75%-80% CO2 dilution with a maximum 

flame temperature of 2000 K. The results will provide crucial insight for designing sCO2 oxy-

combustors. A new reduction tool called the Supervised Learning Global Pathway Selection (SL-

GPS) is developed and validated with a standard deflagration flame (Sandia Flame D) experiment. 

The new tool is integrated with the real gas effects for ILES of the SWRI combustor. The SL-GPS 

is able to capture the flame characteristics within satisfactory error margin as compared to the 

detailed case. The ILES of SWRI combustor shows unique ignition and flame kernel expansion 

behavior. The ignition occurs in the radially outward region of the injection at a high turbulence 

zone. The ignition kernel is composed mainly of the CO mass fraction among the minor species 

which indicates incomplete combustion. This CO mass fraction reduces as the flame propagates 

and secondary oxidation takes over converting CO to CO2. The flame expands radially and axially 

and interacts with the wall where major swirl motion takes over and the flame collapses onto itself 

leading to formation of a thin stable flame centered on the axis. This stable flame is closer to the 

injection point as compared to the original ignition location. 
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1. INTRODUCTION 

1.1 Background and motivation 

The current energy crisis and rising atmospheric CO2 levels warrants a need for new 

technological solutions.[1-3] Renewable energy technologies such as solar, wind, hydro-electric 

and biomass have been an active area of research and while there has been a lot of improvements 

they still face cost and reliability challenges.[4] Nuclear power on the other hand poses safety 

concerns for  nuclear waste disposal. Using biofuels reduces the dependency on fossil fuels; 

however, it still contributes to CO2 emission. To overcome these challenges, carbon capture 

technologies have been developed to reverse the emission from conventional power generation 

systems. These technologies increase the capital costs and energy requirements.[5] Major 

advancements in moving toward carbon-neutral technologies from hydrocarbon combustion 

standpoint include: (1) the Integrated Gastification Combined Cycle (IGCC) system where coal is 

partially oxidized with pure oxygen at high pressures forming CO2 and H2 which is burned in a 

gas turbine combined cycle power unit; (2) Flue gas scrubbing using amine solvent; and (3) Oxy-

fuel combustion where a hydrocarbon fuel is burned in pure oxygen to eliminate NOx emission 

produced when air is used rather than oxygen. Oxy-fuel combustion uses greater than 95% pure 

oxygen which results in flue gas to be composed mainly of CO2 and H2O from which CO2 can be 

sequestrated by condensing H2O [6]. The main investment in oxy-combustion is the need for air 

separation unit (ASU). According to the exergy analyses [7, 8] the efficiency penalty for this 

method is 10.2% points where ASU contributes to 6.6% points. Research efforts have been 

directed towards reducing the irreversibility caused by the cryogenic distillation process used in 

air separation technologies. [9] These strategies contribute to higher electricity cost as compared 

to the hydrocarbon combustion without carbon neutral technologies. 
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Oxy-combustion with gaseous fuels has been used in Graz cycle [10], clean energy system 

(CES) [11] using water as the temperature moderator, semi-closed oxy-combustion combined 

cycle (SCOC-CC) [12], MATIANT cycle, [13] and Allam cycle. [14] The Allam cycle, a 

forerunner for direct-fired sCO2 power cycle is an emerging technology that operates as a 

recuperated, high-pressure, closed-loop Brayton cycle employing supercritical CO2 (sCO2) as 

working fluid and employs an oxy-fuel combustion process using sCO2 recirculation in the 

combustion chamber as a diluent. [6] This cycle, exploits the special thermodynamic properties of 

sCO2 by eliminating the energy losses that exists in steam-based Rankin cycles such as heat of 

vaporization. Apart from reaching high efficiencies, it does not require any additional 

equipment/cost for compressing CO2 which is a major by-product. The major challenge in 

commercializing the direct-fired sCO2 oxy-combustion cycle is the design of oxy-combustors for 

direct-fired sCO2 cycles. There is a lack of fundamental understanding of the supercritical oxy-

combustion process that involves high pressures (~200 bar) and considerable fuel-air mixture 

dilution due to incorporating a substantial fraction of CO2 recycled from the exhaust and injected 

back into the combustor to control the temperature rise and lower the turbine inlet temperature 

(~1150 ºC). Unique thermophysical properties of supercritical fluids, lower flame temperatures, 

and high dilution rates pose major challenges in understanding the ignition behavior and flame 

propagation in oxy-fuel combustors. In the absence of reliable experimental diagnostics at such 

high-pressure and temperatures, researchers have resorted to computational study of the oxy-

combustion process. [15, 16] Computational studies involve significant challenges such as 

numerical pressure oscillations, implementation of real-gas effects, lack of appropriate chemistry 

mechanisms at such high pressures and high diluent concentration, resolving turbulence-chemistry 

interactions, and high computational costs, particularly using realistic complex combustor 
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geometry. These major shortcomings motivate the present study. The computational tools and 

understanding gained from this study can contribute to the design of the next-generation of low-

carbon technologies and future design of high-pressure gas turbines that work with other fuels, 

e.g., hydrogen, ammonia, and biofuel blends.  

1.1.1 Allam Cycle 

Allam cycle was first introduced by Allam et al. [14] as a high-pressure, oxy-fuel, sCO2 

closed-loop cycle to generate power at a lower cost with near-zero emission which utilizes sCO2 

as the working fluid. The theoretical efficiency for a natural gas Allam cycle is 59% based on 

Lower Heating Value (LHV), i.e., the amount of heat released by combustion without the latent 

heat of vaporization of water. The traditional power systems, i.e., natural gas combined cycle 

(NGC), supercritical coal cycles integrated with gasification combined cycles (IGCC) have 

reached near the theoretical efficiency limits and involve prohibitive carbon capturing costs. [17] 

CO2 sequestration systems can increase the cost of electricity by 50 to 70% for capturing 90% of 

the CO2 generated. [18] The above challenges and considering the fact that fossil fuels will remain 

the dominant source for power generation and aviation makes the Allam cycle an alternative option 

to reduce the emission and enhance the cycle efficiency. The Allam cycle combines the benefits 

of oxy-combustion processes and sCO2 power cycles and overcomes limitations posed by earlier 

approaches. [19, 20] In addition, compactness of the power plant and smaller equipment footprint 

by operation at supercritical conditions has increased the interest in sCO2 power generation cycles. 

[14, 21, 22] A schematic of the Allam cycle is shown in Figure 1. High-temperature CO2 from the 

combustor exhaust is cooled and water is separated. High pressure CO2 is then recirculated back 

into the combustion chamber along with the oxidizer and fuel. Ideally, the higher the sCO2 

percentage dilution, the lower the consumption of fuel and oxidizer since the composition of fuel-
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oxidizer-diluent is constant. For a sCO2 combustor, this percentage can be as high as 95%. The 

use of oxygen gas as an oxidizer instead of air demands an extra Air Separation Unit (ASU) to 

separate the pure oxygen from air. However, recuperating CO2 recycle stream into the combustion 

chamber reduces the amount of fuel and oxygen required during combustion. Since CO2 is at a 

high pressure it can be removed from the system at a high purity level and above the pipeline 

pressures which facilitates carbon capture without the need for further pressurization. These 

advantages reduce the cost of carbon capturing and offer low-cost energy production compared to 

the current natural gas combined cycle plants.  

 

Figure 1. A schematic of the Allam cycle. Reprinted from [23] 

Many studies have suggested improvements to the original Allam cycle. [24, 25] Chan et 

al. [26] performed an exergy analysis of their  proposed improvement which showed 2.2 times the 

net power output than the original Allam cycle but the overall efficiency was only 49.32% which 

is higher than other oxy-combustion cycles, but 5% points lower than the original Allam cycle. 

The key result from this study is that the major portion of the exergy is lost in the combustors (~ 

26%). This indicates the importance of designing sCO2 combustors.  

In addition, a mixture of oxygen, methane, and CO2 at approximately 200-300 bar results 

in achieving an adiabatic flame temperature of ~2500 K. However, the use of recycled CO2 as the 

diluent can reduce the exit temperature of the combustor to ~1423 K. Although this low 

temperature regime allows a more homogeneous combustion process and lower turbine inlet 
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temperature, the lower flame speeds raise concerns about flame extinction and stability. Major 

challenges in designing high pressure sCO2 oxy-methane combustors is maintaining the flame 

stability at high pressure. [27] The challenge of running a turbine for thousands of hours of 

continuous operation while maintaining combustion efficiency requires a better understanding of 

the combustion process, material science, and life cycle analysis. Challenges in designing oxy-

combustors for direct-fired sCO2 cycles is the multitude of performance metrics that need to be 

accounted for. Some key design parameters include: injector design for mixing and flame stability, 

percentage split of recycled CO2 diluent between injectors and cooling areas, target flame 

temperature which controls non-condensable products, and strategies to inject the diluent CO2 for 

film cooling and thermal control. [28] High-fidelity combustion modeling integrated with 

appropriate chemical kinetics for the range of pressure and temperature relevant to sCO2 cycles, 

and high-pressure thermodynamics can pave the way toward innovative and efficient combustor 

design.  

Government (National Renewable Energy Laboratory (NREL), National Energy 

Technology Laboratory (NETL)), private (Southwest Research Institute (SwRI), Net Power, 

Cascade Technology, Combustion Research & Flow Tech.) and academic institutions (Georgia 

Tech and University of Central Florida [29] (UCF) among others) are working on developing a 

new combustor technology required for this sCO2 cycle. The collective effort is planning for a full-

scale 10 MWe Pilot facility for an indirectly heated closed-loop recompression Brayton cycle. Net 

Power has successfully tested an Allam cycle based power plant and delivered power to Electric 

Reliability Council of Texas (ERCOT) grid using a novel commercial scale 50 MW sCO2 oxy-

combustor designed by Toshiba at the La Porte facility in Texas, U.S. 
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1.1.2 Supercritical Phase 

The fluid behavior above its thermodynamic critical point (supercritical, Figure 2) is 

characterized by a gas-like viscosity and diffusivity, but liquid-like density and solvating 

properties. Low viscosity and high diffusivity can lead to interesting transport behavior not seen 

in subcritical liquid and gas phases. The surface tension of fluids in supercritical regime is 

diminished, and the pure fluid becomes single-phase above its nominal critical point. Due to such 

highly varying properties, efforts were made to express the behavior of supercritical fluids as 

liquid-like and gas-like. Experimental studies [30-36] have shown an extension of the co-existence 

curve of gas and liquid to the supercritical region, namely the Fisher-Widom line, [37] Nishikawa’s 

ridge, [30] the Frenkel line, [38] and the Widom line. [39] Banuti et al. [40] proposed a new and 

strongly defined cross-over across the Widom line that distinguishes between the liquid-like and 

gas-like regions in a homogeneous supercritical state space. A new interpretation of the Widom 

line, shown in Figure 3, is proposed based on the curvature of the Gibbs free energy where the 

supercritical cross-over is evaluated as a projection of the subcritical phase transition from a liquid 

to an ideal gas state to supercritical conditions. 
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Figure 2. Pressure-temperature phase diagram for carbon dioxide [Finney, B. & Jacobs, M. 

(2010). Retrieved from https://commons.wikimedia.org/wiki/File:Carbon_dioxide_pressure-

temperature_phase_diagram.svg.] 

 

This revised phase space distinguishes the liquid-like and gas-like regions by crossing the 

Widom line. The jump from Widom to Frenkel line occurs at high pressures (~10 times the 

nominal critical point). The identification of the liquid-like and gas-like supercritical fluids 

becomes important for transcritical flows where the fluid transitions from a liquid-like density in 

the dense fluid region to a gas-like density in supercritical regime. The transcritical flows are bound 

to pressure oscillations and many studies are focused on alleviating this problem. [41-43] 

Transcritical flows are beyond the scope of this study as the temperature and pressure range for 

https://commons.wikimedia.org/wiki/File:Carbon_dioxide_pressure-temperature_phase_diagram.svg
https://commons.wikimedia.org/wiki/File:Carbon_dioxide_pressure-temperature_phase_diagram.svg
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Allam cycle is 1800K-3000K and 100bar-200bar respectively,  which is well within the 

supercritical regime with respect to carbon dioxide.  

 

 

Figure 3. Revised pressure-temperature phase state for Argon shows the difference between the 

Widom and Frenkel lines separating liquid-like and gas-like regions Banuti et al. Reprinted from 

[40]. 

1.1.3 Supercritical Liquid Injection and Mixing 

Accurate prediction of non-reacting supercritical mixing is imperative for modeling 

supercritical combustion. Supercritical fluid mixing with subcritical or other supercritical fluids 

leads to a binary/mixed state with a critical point deviating from the critical point of each of the 

constituents. [44] This condition commonly occurs in high-pressure liquid-fuel injection, e.g. 

liquid rockets, internal combustion engines, and power/propulsive gas turbines where a liquid fuel 

is injected into a supercritical environment. [45-47] The dynamics of subcritical injection includes 

primary atomization, secondary droplet breakup, and dilute spray dynamics. A cascade of droplet 
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breakup followed by vaporization eventually leads to mass, momentum and energy transfer leading 

to combustion. A phase diagram for various combustors [45, 48-50] shown in Figure 4 classifies 

different regimes, namely classical spray regime, transitional regime, and supercritical fluid 

regime. This figure indicates that supercritical behavior is expected in high-pressure diesel engines 

and gas turbines.  

 

Figure 4: Combustion chamber behavior in practical combustors. Reprinted from [51]. 

 

Figure 5. Experimental images highlighting differences between subcritical (top) and super-

critical (bottom) injection. Reprinted from [44]. 

 

Figure 5 shows experimental images of subcritical and supercritical liquid injection. One 

major difference between subcritical and supercritical injection is the vanishment of surface 
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tension at supercritical conditions. [46, 52] In contrast to subcritical sprays, the dynamics of 

supercritical jet disintegration is dominated by diffusion rather than liquid atomization and spray 

formation. [51] Supercritical jets are subject to thermodynamic non-idealities and transport 

anomalies.  

To understand the mixing and combustion phenomenon at supercritical conditions, several 

experimental studies have reported the mean longitudinal profiles of a scalar (temperature, density 

or mass fraction) along the jet axis, [44] radial profiles, [53] dense core length [54] and jet angle. 

[53, 55] Mayer et al. [56] carried out a series of experiments for supercritical N2 injection in 

subcritical N2 environment. One of the first attempts at understanding multi-species supercritical 

mixing is the injection of liquid nitrogen (LN2) into gaseous hydrogen (GH2) carried out by 

Oschwald et al. [57] and showed the difference between subcritical and supercritical mixing. 

Mixing of liquid oxygen and gaseous hydrogen (LOX-GH2) by Ruiz et al. [58] has been widely 

used to validate models and gain a deeper understanding of the supercritical mixing. A common 

problem with experimental results is the limited resolution [58] which hinders the quantification 

of intermediate and small-scale turbulent structures. In addition, supercritical mixing does not 

follow the adiabatic mixing model and may lead to local heat absorption or heat release. [59] This 

may locally increase or decrease the temperature of the mixing layer. This behavior is not observed 

in subcritical fluid mixing where the mixed states are usually weighted average of thermal 

properties. 

At supercritical conditions, the intermolecular forces are non-negligible, and thus density 

and specific heat capacity deviate from their ideal gas counterparts and capturing this behavior 

invokes the use of real-gas Equation of State (EoS) and appropriate supercritical mixing rules. 

Wang et al. [61] performed a linear stability analysis comparing supercritical nitrogen using ideal 
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and real-gas approach which showed that strong density stratification was observed for the real-

gas case which tends to stabilize the mixing layer. 

 

Figure 6. Physical model of the supercritical fuel disintegration process.𝚷𝒗 is entropy generation 

due to viscous dissipation and.𝚷𝒒 entropy generation due to heat transport. Reprinted from [60]. 

Another study [60] provides an insight into supercritical N2 injection using an entropy 

generation analysis by identifying regions of mean entropy generation through viscous dissipation 

and heat transport. While the initial mixing phase was dominated by viscous dissipation, later 

stages of mixing were dominated by thermal transport. Based on this analysis, a physical model 

was proposed for supercritical fuel disintegration process shown in  

Figure 6 as follows: potential core stage, separation stage, pseudo-boiling, and turbulent 

mixing. The peak in thermal expansion causes sudden density drop and a peak in isobaric specific 

heat capacity acting as an energy sink similar to the latent heat of vaporization. [62] The knowledge 

gaps from the literature search are highlighted in Table 1. 
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Table 1. Knowledge gaps identified from literature review 

1. Experimental Challenges 2. Chemical Kinetics Data 

 Difficult to get data from an actual 

sCO2 oxy-combustor due to high 

pressure and high temperature 

conditions. 

 Transient data for mixing and 

combustion required to understand the 

unique combustion strategy. 

 Experimental data for mechanism 

limited. 

 Relevant mechanism for the highly 

varying combustor conditions required. 

 High CO2 dilution and high pressure 

makes this combustion strategy 

chemically unique. 

3. Supercritical Thermodynamics 4. Computational modeling of real gas comb. 

 Highly varying thermal properties have 

to be modeled. 

 Thermal effects of sCO2 dilution on 

mixing and flame not well understood. 

 Low temperature flame can have 

varying thermal behavior depending on 

the proximity to ignition location. 

 For LREs: Combustion layer mostly 

ideal. 

 May not be true for sCO2 oxy-

combustor. 

 Sub-critical combustion assumption 

will not hold true. 

 Computational cost for modeling of 

sCO2 oxy-combustion for practical 

combustors expensive because of 

chemistry mechanism and real gas 

thermal properties. 
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1.1.4 DNS vs LES  

The major benefits and drawbacks of each method is discussed in Table 2. 

Table 2. DNS vs LES 

# DNS LES 

1 Computationally expensive Less expensive 

2 Good for understanding underlying physics 

for canonical problems 

Good for solving practical design and 

engineering problems 

3 Resolved down to the Kolmogorov scale Resolved enough to capture large eddies, 

smaller eddies are modeled  

4 Reactive simulations with only one-step 

mechanism possible for real gas DNS of 

complex systems 

Reactive simulations with multi-step 

mechanism possible but with appropriate 

reduction for LES 

5 Provides good insights for steady state Provides insights for transient effects as 

well since it captures multi-step reactions 

6 Provides insights on mixing region and 

flame edge thickness 

Provides insights on lift-off length and 

ignition delay 

7 Quenching-re-ignition phenomenon cannot 

be captured due to one-step global 

mechanism 

Quenching-re-ignition can be captured and 

details on achieving stable combustion can 

be extracted 
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1.2 Research Objectives 

The main objective of this research is to understand the effect of percentage dilution on the 

highly varying thermo-chemical behavior of supercritical oxy-combustion process. Due to the lack 

of experimental data at such high pressure and temperature, the main research objective is achieved 

by developing a high fidelity yet low-cost computational framework to enable three-dimensional 

Computational Fluid Dynamic (3D CFD) integrated with finite-rate chemistry and real-gas effects 

relevant to supercritical carbon dioxide (sCO2) oxy-methane combustion. The major challenges in 

modeling sCO2 oxy-methane combustion involve (1) implementation of real-fluid behavior at high 

pressure (200 bars) with large sCO2 dilution that affect the ignition, combustion process, and flame 

stability; (2) incorporating the multi-step and multi-species detailed chemical kinetics mechanisms 

relevant to high pressures and high diluent concentration in 3D simulations; (3) resolving 

turbulent-chemistry interactions at high pressures and high dilution rates. To overcome these 

challenges, this study is divided into the following four chapters: 

Chapter 2: Direct Numerical Simulation of one-step supercritical oxy-combustion with real-gas 

effects. 

Chapter 3: Developing reduced chemistry mechanisms for high-pressure oxy-combustion. 

Chapter 4: Implementing Large Eddy Simulation of supercritical oxy-combustion using multi-

step and multi-species reduced detailed mechanisms and identifying the flame morphology and 

flame stability by characterizing the DNS and LES results. 

The successful completion of these phases has contributed towards a better understanding 

of high-pressure high-dilution supercritical combustion processes to enable designing future 

supercritical oxy-combustors. These combustors are key to improving the next generation of 

supercritical CO2 cycles. 
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2. SCO2 OXY-COMBUSTION USING SINGLE STEP COMBUSTION 

2.1 Introduction 

2.1.1 Supercritical CO2 Mixing 

The first step towards understanding sCO2 oxy-combustion is resolving the mixing of sCO2 

and oxygen before combustion. Sengupta et al. [61] employed a DNS approach using a low-Mach 

number and fully-compressible solver of sCO2 flow between a hot and cold plate. The key findings 

from this study are: (1) the density fluctuations near the wall that can alter the turbulence are more 

significant using a real-gas EoS compared to ideal-gas EoS and (2) the compressible effects were 

considerable even considering low Mach numbers. Ovais et al. [62] considered the mixing of 

CH4/CO2, CH4/O2, CO2/O2 streams at a supercritical pressure of 300 bar using a DNS approach 

and Peng-Robinson Equation of State(PR-EOS) is used to model the real-gas behavior while mass 

and heat flux vectors were derived from non-equilibrium thermodynamics and fluctuation theory. 

High density gradients were observed for all three mixing layers with increased presence of heavier 

fluid species within the mixing region. This study claimed that no significant departure from 

perfect gas was observed in all three cases. Purushottam et al. [63] assessed the effects of fluid 

compressibility and thermodynamic nonlinearities on the dynamics of sCO2 mixing using an LES 

approach and showed that density gradients with respect to pressure and temperature are important 

modulators of the temperature and pressure field evolution.  

2.1.2 Computational Modeling of Supercritical Combustion 

Studies focused on supercritical combustion are historically relevant to liquid rocket 

applications involving liquid oxygen and gaseous hydrogen (LOX-GH2). The interest in 

supercritical methane-oxygen combustion is growing as methane is accepted as an alternative fuel 

for rocket propulsion. Recent studies have focused on understanding the mixing and combustion 
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behavior of methane as a fuel for rocket propellant, [64-67] Moderate or Intense Low oxygen 

Dilution (MILD) combustion, [68-70] and power generation. [71-73] Among which, MILD 

combustion and oxy-fuel combustion at low pressure and subcritical regime are not relevant to this 

study. SCO2 oxy-combustion significantly differs from this paradigm as the flow speed is 

significantly lower. In this section, the common practices in computational modeling of reacting 

flows are first discussed followed by recent findings on computational modeling of supercritical 

combustion. 

Common approaches employed in computational modeling of reacting flows include 

Direct numerical Simulation (DNS), Large Eddy Simulation (LES), and Reynolds Averaged 

Navier Stokes (RANS). DNS becomes computationally expensive and is not feasible for flows 

relevant for engineering problems. In LES approach, spatial filtering is performed, and large eddies 

are solved while those that do not pass the filter are modeled. With the advancement in 

computational capabilities, LES has emerged as the prominent turbulence model [74]. The reacting 

flow simulations are based on finite rate chemistry and flamelet modeling. In finite rate chemistry, 

the species concentrations are solved as transported scalars with the chemical source terms solved 

using a stiff ordinary differential equation (ODE) solver. The reaction timescale of different 

species can vary during the simulations. Therefore, special ODE solvers, e.g., DVODE, [75] 

CVODE [76], Seulex, [77] Rosenbrock [78] is used to solve the system of stiff ODEs (i.e., the 

Jacobian matrix). Chemistry mechanism reduction methods reduce the number of species and 

reactions in finite rate chemistry modeling to enable computationally feasible simulations. In 

flamelet modeling however, the chemistry calculations are made a priori and tabulated based on 

key flow parameters, i.e., mixture fraction, and scalar dissipation rate to reduce the computational 

time without a need for solving the stiff ODE system during simulations. Another aspect of 
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reacting flow simulation is turbulence-chemistry interaction (TCI). Flamelet tables represent the 

connection between the mixture fraction and scalar dissipation rate which accounts for TCI. In 

finite rate chemistry models, TCI is implemented through the use of  eddy dissipation models, e.g., 

Eddy Dissipation Concept (EDC) [79] for multi-step reaction and Eddy Dissipation Model (EDM) 

[80] for one-step reaction.  

2.1.3 Combustion of Liquid Oxygen-Gaseous Hydrogen (LOX-GH2) 

One major challenge in modeling supercritical combustion is controlling the spurious 

pressure oscillations using the nonlinear real-gas EoS. Matheis and Hickel [81] studied multi-

component vapor-liquid equilibrium (VLE) in modeling high-pressure fuel injection using cubic 

EOS and VLE calculations that represents the coexistence of supercritical states and subcritical 

two-phase states using a homogeneous mixture approach. This study also highlights the use of the 

fully conservative (FC) formulation in comparison to the quasi-conservative (QC) formulation. In 

the QC formulation, the traditional approach of total energy conservation is replaced by a pressure-

evolution equation, which accounts for the variation of pressure with density, and provides an 

efficient and accurate means of modeling compressibility effects in high-speed flows. A benefit of 

using a QC formulation is a reduction in spurious oscillations when compared to a fully FC 

formulation at coarse grid levels. However, the use of QC formulation comes with the 

disadvantage of a loss of energy conservation, which can lead to incorrect temperature predictions. 

As the grid levels are refined, the QC energy losses and FC spurious oscillations reduce. Lacaze 

et al. [82] compared three methods to model supercritical mixing based on internal energy, 

pressure, and enthalpy and showed that the enthalpy-based formulation is the most accurate with 

least pressure oscillations.  
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The DNS benchmark configuration by Ruiz et al. [58] has been extensively used in the 

literature to understand supercritical mixing and combustion. Ma et al. [83] validated their 

proposed entropy-stable hybrid scheme to avoid spurious oscillations. Banuti et al. [84] ran LES 

simulations for the same configuration and showed that real-gas mixing is observed for the inert 

case. For the reactive case, the real mixing layer is thinner and is separated from the stoichiometric 

line as shown in Figure 7. Another computational study [85] that developed a combined approach 

for calculating the flamelet tables at sub and supercritical pressures conducted for a wider range 

of pressures for hydrogen and methane combustion also reported limited effects of real-gas 

behavior on the supercritical combustion layer. 

 

Figure 7. Domains of inert and reactive LOX (bottom stream) GH2 (top stream) shear layers at a 

nominally supercritical pressure. Light and dark blue denote ideal-gas and real-fluid behavior, 

respectively. Real mixing is marked red and the flame is yellow. The black line corresponds to 

the stoichiometric mixture fraction. Reprinted from [84]. 
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Oefelein et al. [86] employed DNS to understand the mixing and combustion of cryogenic 

oxygen-hydrogen shear-coaxial jet flame. The study reported that diffusion-dominated combustion 

occurs in the presence of large thermophysical property gradients, where transport processes play 

a dominant role in determining the combustion behavior. Particularly, the OH production rate 

profiles showed a significant drop, possibly due to fluctuations in heat release that might act as a 

triggering mechanism for combustion instabilities. Mardani and Barani [87] considered the effects 

of turbulence models, real EOS, chemical mechanisms, and chamber pressure. Comparing the 

results from the experimental results for OH emission, [88] the study showed that Soave-Redlich-

Kwong EOS and k-ω turbulence model predicted the OH concentration with higher accuracy. 

Other studies [89, 90] employed the real-gas combustion model and showed that the flamelet 

model is able to better capture the temperature profile than the EDM model. However, it should 

be noted that the flamelet model used in this study was based on Peter's implementation [91, 92], 

which does not take into account real-gas effects. As the density and specific heat exhibit 

significant deviation from ideal values at supercritical conditions, these effects become 

increasingly relevant and should be considered in models. Although the real-gas EoS is used to 

predict density and Chung’s transport[93] laws for predicting viscosity and thermal conductivity, 

the real-gas effects are not integrated with the governing equations. These shortcomings will be 

addressed in this study.  

2.1.4 Combustion of Methane and Oxygen (CH4-O2) 

Due to higher flame thickness, combustion of supercritical methane (CH4-O2) is subject to 

flame instability compared to LOX-GH2 flames [94] which hinders anchoring of the CH4-O2 

flames. Other experimental flame stability studies [95-97] showed the impact of the injector 

geometry and effect of combustor pressure on the flame. However, another study [95] showed that 
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the flame anchoring in methane combustion is similar for LOX-GH2 flames, possibly due to the 

differences in injector geometry. The investigation revealed that, in addition to flame anchoring, 

the radial expansion of the flame greatly increases during the combustion of supercritical oxygen 

and methane, as compared to the combustion of transcritical oxygen and gaseous oxygen, and 

subcritical oxygen and gaseous oxygen. [98] This phenomenon is clearly depicted in Figure 8. 

2.1.5 Computational Modeling of Supercritical CO2 Oxy-Combustion 

Unlike propulsion applications that involve high flow speeds and significant compressible 

effects, sCO2 oxy-combustion occurs at lower speeds; thus, a variable density, low-Mach number 

approach is widely recognized as the most reliable and computationally feasible method for 

modeling sCO2 oxy-combustion. [99-101] The low-Mach number approach is based on the 

assumption that the velocity scales are much smaller than the speed of sound, thereby eliminating 

the need to model the effects of acoustic waves. The low-Mach number approach either employs 

a density-based compressible approach [51, 102-105] or an extension of the pressure-based 

incompressible solvers.  

  

Figure 8. Schematic representation of cryogenic flames: (A) Subcritical oxygen-gaseous 

methane. (B) Transcritical oxygen- gaseous oxygen. (C) Transcritical oxygen-transcritical 

methane. Reprinted from [98]. 
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Due to their highly expandable gas-like behavior and liquid-like density, momentum 

balance equations in supercritical fluids have a weak coupling between velocity and pressure. 

However, the accurate modeling of supercritical fluids, especially near the critical point, requires 

consideration of the equation of state (EoS) due to the significant density variation with 

temperature. To this end, numerical difficulties arise in calculating the heat propagation by 

thermoacoustic coupling in supercritical fluids. For low-Mach number flows however, this 

problem can be avoided by decoupling the density from the dynamic pressure that depends on both 

space and time. [106-109]  

Computational studies of sCO2 oxy-combustion so far are mainly focused on using an LES 

approach. There is only one recent study which applied a 2D-DNS [110] approach and two skeletal 

chemical mechanisms relevant to the oxy-combustion conditions, namely, (University of Central 

Florida) UCF-Mech [111] and (Georgia Tech) GT-Mech. [112] While the study provides valuable 

insight into the ignition process, it is important to note that a 2D mixing layer configuration was 

employed, which deviates from the typical configuration of a jet in practical combustors. In 

addition, the real-gas effects were not considered in modeling the reacting source terms in transport 

equations that become necessary in modeling supercritical combustion. These shortcomings 

indicate the need for DNS studies for practical combustors as will be discussed in this study.  

Computational modeling of sCO2 oxy-combustion using an LES approach has been 

discussed in recent studies. Strakey [15] provided important insights into the modeling of a 

canonical, single injector direct-fired sCO2 combustor. A comparison of various Turbulence 

Chemistry Interaction (TCI) modeling approaches, i.e., laminar, flamelet, and Filtered Density 

Function (FDF) on CO production and flame characteristics have been compared to the 

equilibrium values calculated using the GasEQ code. [113] The laminar model overpredicted CO 
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concentration compared to the FDF due to the latter having a robust treatment of turbulent reaction 

rates. Flamelet models have been found to perform better at higher O2 concentrations, while they 

tend to perform poorly for lower O2 concentrations. This is because the flamelet assumption, which 

assumes a steady-state balance between the chemical reaction and turbulence, is invalid at the 

lowest O2 concentration where chemical kinetics are slow as compared to turbulent mixing. At low 

O2 concentrations, the combustion becomes more sensitive to the detailed reaction mechanism, 

and a more detailed kinetic model or a fully resolved LES approach may be required. Although 

the results shown by FDF models were most physical, the model is 10 times more computational 

expensive than the flamelet model.  

Several studies [114-116] have developed a three-feed flamelet model which is of 

importance to sCO2 oxy-combustion in which fuel, oxidizer, and diluent (CO2) are considered as 

the three feeds.  Doran et al. [115] created a flamelet formulation for a two-fuel stream and a 

single-oxidizer stream. Yu et al. [116] performed LES simulations with different formulations of 

a three-feed combustion system (fuel, oxidizer and CO2 diluent) incluidng non-adiabatic quasi-

two-dimensional flamelet (Q2DF). The authors concluded that the scalar dissipation rate 

associated with the diluent stream plays a critical role in cases where the diluent mixture fraction 

is high. Furthermore, they highlighted the necessity of considering the mixing of the diluent stream 

with other streams in order to obtain accurate predictions. The model agreed with the experimental 

measurements of thermo-chemical scalars at one bar which is not relevant to supercritical 

combustion. Kasuya et al. [114] employed an LES/flamelet approach for a three-feed sCO2 oxy-

methane combustor at 300 bar. The results showed that the flamelet scheme can better capture the 

temperature at the combustor outlet. Zambon et al. [28] extended the flamelet progress variable 

approach (FPV) for a three-stream configuration at 300 bar including another CO2 stream for film 
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cooling. However, the implementation of the real-gas EOS with FPV tables and treatment of 

reacting source terms in transport equations to account for real-gas behavior were not addressed. 

Keum et al. [117] employed a combination of detailed finite-rate chemistry and large eddy 

simulation (LES) to gain insights into swirl stabilized combustion. Their results indicates that the 

flame brush and turbulent intensity are directly proportional and decrease as the background 

pressure increases. Kumar et al [118] investigated the effects of CO addition on a direct-fired oxy-

fuel combustor using a numerical simulation approach. The study found that the addition of CO to 

the oxidizer stream resulted in an increase in the flame temperature and a decrease in the flame 

length. Furthermore, the study showed that the CO present in the exhaust gas, which is recirculated 

with the CO2 stream, does not form a feedback loop, indicating that CO2 capture and storage is not 

compromised in the presence of CO. The first attempt at designing and successfully testing a sCO2 

turbine and combustor system with varying percentage of O2 in the inlet stream was made by Iwai 

et al. [16] The oxygen percentages significantly affected the maximum combustor temperature and 

the length of the recirculation zone. The combustor was successfully tested by ramping up the 

combustor pressure by gradually increasing the fuel, oxidizer and sCO2 mass flow rate. The 

equivalence ratio at 300 bar pressure is reported to be between 0.82-0.92. However, the 

equivalence ratio varied between 0.3-0.9 during the ramping up phase. The maximum combustion 

exit temperature achieved is reported to be 1673 K.  

While the above studies provide a preliminary understanding of the sCO2 oxy-combustion, 

there are key questions that are yet to be answered. Several assumptions made in current studies 

need to be revisited to reflect the nature of supercritical combustion with sCO2 dilution. 

Supercritical combustion relevant to liquid rocket engines occurs at conditions where fluids are 

cryogenic. Thus, combustion occurs after liquid jet atomization and transitions from subcritical to 
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supercritical conditions. For sCO2 combustion however, the ambient CO2 and the mixing layer are 

in a supercritical phase and two-phase effects do not likely occur unless a major drop in pressure 

occurs. Therefore, implementing the real-gas effects in reacting flow simulations becomes 

imperative. This study proposes incorporating the real-gas effects while calculating the chemical 

source terms and delineating the turbulence and thermal mixing effects using finite-rate chemistry 

in 3D modeling using practical combustor designs. 

2.2 Computational Methods 

A DNS-based solver integrated with real-gas effects has been developed for this study to 

capture the supercritical effects. The presented simulations are considered “DNS-like” [119] as the 

mesh size is slightly larger than the Kolmogorov scale as detailed in Appendix. To this end, the 

NGA [120] code is employed which is a high-order, fully conservative, low Mach number, and 

variable density solver that has been extensively validated for both non-reactive [121, 122] and 

reactive flow simulations.[123, 124] The governing equations for one-step combustion are as 

follows: 

Mass conservation 
∂𝜌

∂𝑡
+ ∇ ⋅ (𝜌𝐮) = 0 (1) 

 

 

Momentum 

conservation 

∂𝜌𝐮

∂𝑡
+ ∇ ⋅ (𝜌𝐮 ⊗ 𝐮) = −∇𝑝 + ∇ ⋅ 𝝉 

                         𝜏 = 𝜇(𝛻𝒖𝑡 + 𝛻𝒖) −
2

3
𝜇𝛻 ⋅ 𝒖𝑰 

(2a) 

 

(2b) 

Species conservation 

∂𝜌𝑌𝑖

∂𝑡
+ ∇ ⋅ (𝜌𝐮𝑌𝑖) = 𝜌�̇�𝑖 + ∇ ⋅ (𝜌𝐷𝑖∇𝑌𝑖) 

 

(3) 
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Energy conservation 
∂𝜌𝑇

∂𝑡
+ ∇ ⋅ (𝜌𝐮𝑇) = 𝜌�̇�𝑇 + ∇ ⋅ (𝜌𝐷𝑇∇𝑇), (4) 

where, 𝜌 is the fluid density, 𝐮 is the velocity vector, 𝑝 is the pressure, 𝝉 is the shear stress tensor, 

𝑌𝑖 is the mass fraction of the ith species, 𝑇 is the temperature. 𝐷𝑖 and 𝐷𝑇 represent the mass 

diffusivity of the ith species and thermal diffusivity, respectively. �̇�𝑖 and �̇�𝑇 are combustion source 

terms calculated based on the one-step combustion model [125] discussed in Appendix.  

Properties such as density, specific heat, viscosity, and diffusivity can significantly vary 

between real-gas and ideal-gas conditions. Therefore, unlike the original solver that uses an ideal 

EoS, Peng-Robinson [126] EoS is implemented in this study to calculate the real-gas density. As 

multiple species in the real-gas regime are mixed, the properties of the mixture are calculated using 

the mixing rules developed by Chung et al. [93] To find the real-gas specific heat, an adjustment 

is made to the ideal gas specific heat by implementing a departure function. Chung’s transport rule 

[93] is used to obtain viscosity and diffusivity. The averaged mass diffusion coefficient, i.e. 𝐷𝑖 is 

calculated using the Fickian law.[127] The binary diffusion coefficient 𝐷𝑖,𝑗 is calculated using 

Fuller’s model [128] and Takahashi’s correction.[129] The thermal, transport and mixing rules 

implemented in the code are detailed in Appendix. 

2.3 Results and Discussion 

2.3.1 Non-Reacting Supercritical Mixing  

 

In this section, we demonstrate the differences in predicting supercritical mixing behavior 

using ideal-gas and real-gas EoS for two supercritical mixing cases: (1) single-species (N2 injected 

into N2) and (2) multi-species (H2 injected into N2) which have been commonly used in validating 

computational models at supercritical conditions. Understanding the differences observed in the 

mixing behavior between ideal- and real-gas predictions in this section will shed light on the 

combustion behavior at supercritical conditions. 
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2.3.2 Single-Species Supercritical Injection 

The injection of supercritical N2 into subcritical N2 based on Mayer et al. [56] experiment 

which is widely used for validating numerical models is used to validate our developed DNS-based 

solver with real-gas thermal and transport rules as described in Appendix. The basic configuration 

of the experiment is the injection of N2 at 140 K into N2 at 40 bar pressure and 298 K temperature. 

Validation of the thermal and transport properties is performed against the NIST database 

discussed in Appendix. In addition, more details of the experimental conditions for the validating 

case and computational setup are provided in Appendix. 

The results from the real-gas mixing for N2-N2 injection are shown in Figure 9. The contour plots 

of density and temperature in Figure 9a-d show that the density gradient between the two streams 

is initially significant for the real-gas case due to the higher temperature difference between the 

injected and ambient N2. This leads to a highly dense supercritical N2 core mixing with a lower-

density N2 environment. The core disintegration occurs further downstream of the inlet as 

compared to the ideal-gas case and the flow starts moving radially outward once the core 

completely disintegrates and supercritical mixing prevails. This behavior is reflected in Figure 9e-

f which shows the density gradient contours. For the ideal-gas case, more enhanced mixing is 

noticed near the injection region with the incoming stream. For the real-gas case, the density 

gradient drastically decreases after mixing is improved due to thermal diffusion. This drop in 

density reduces the density gradient allowing for the shear layer to develop and form small eddies 

around the less dense core region which contributes to the disintegration of the core and motivates 

mixing and radial expansion of the jet Figure 9g-h shows the vorticity contours (𝝎 = |∇ × 𝒗|) 

superimposed with the iso-line of density gradient set as 2×105 kg/m.4 As the initial sharp density 

gradient vanishes, vortical structures penetrate into the core region.  
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Quantitative analysis of the density gradient for the real-gas case is shown in Figure 10. As 

mentioned earlier, the density gradient is significantly larger near the injector and the core 

disintegrates between x = 10 to 15 mm where the density gradient drops (Figure 9e-f). Post x =15 

mm, the flow becomes more homogeneous as supercritical turbulent mixing takes over. Larger 

density gradients create a barrier that delays the core disintegration and the subsequent turbulent 

mixing. Subcritical injection is characterized by a breakup process involving the development of 

ligaments and break up into liquid droplets that evaporate and mix with the ambient fluid. In 

supercritical injection, however, instead of the formation of ligaments and droplets, the core starts 

to heat up from the periphery leading to a decrease in density gradient. The peripheral region then 

becomes susceptible to the shear layer of the hot and low-density ambient nitrogen which leads to 

turbulent mixing in the absence of phase change and surface tension effects that tend to delay the 

mixing at subcritical conditions. Current simulations with the real-gas EoS capture the 

experimental data for density reasonably well for the simulation data averaged over 50 ms as 

shown in Figure 11. An average error of 12% is noticed at x/D =30. The mismatch near the nozzle 

has been attributed to wall heating effects and the lack of accurate measurements in that region as 

highlighted in previous studies.[132, 133] In addition, the coarsening of the mesh due to scaling 

can lead to a loss of accuracy in the axial direction. 
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 Ideal Gas Real Gas 

 (a) (b) 

𝝆 

  

 (c) (d) 

T 

  

 (e) (f) 

𝛁𝝆 

  

 (g) (h) 

ω 

  

Figure 9. Contour plots for N2 at 140 K injected into N2 at 40 bar pressure and 298 K 

temperature at t = 0.64 s and comparison between ideal-gas and real-gas EoS predictions: (a-b) 

density; (c-d) temperature; (e-f) density gradient and (g-h) vorticity overlapped on iso-line for 

density gradient at 2×105 kg/m4. 
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Figure 10. Comparison of radial distribution of the density gradient at t = 0.64 s for N2 injection 

(real gas EOS). 

 

Figure 11. Centerline density compared with Mayer et al. experiments [56] averaged for t = 

0.59-0.64 s (real gas EOS). 

2.3.3 Multi-Species Supercritical Injection 

To test the mixing rules implemented in the DNS solver (described in Appendix), the 

injection of H2 into N2 is considered and the results are validated against the experiments of 

Oschwald et al. [57] The basic configuration of this experiment is the injection of a nitrogen jet at 

140 K with a hydrogen co-flow at 270 K into a nitrogen environment at 298 K temperature and 40 

bar pressure. The details of the experimental and computational setup are described in Appendix 

and a brief discussion of the properties calculated using the mixing rules is presented in Appendix. 
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Figure 12 shows the comparison of the N2-H2 injection using the ideal-gas EoS versus the PR-

EoS. Major differences are observed in the flow structures including a shorter core length (Figure 

12a-d) and lower density gradient (Figure 12g-h) between the injected and ambient nitrogen 

predicted by the ideal-gas EoS. The real-gas case exhibits a longer core length due to higher density 

gradients that delay the core disintegration similar to the N2-N2 injection.  

 Ideal gas Real gas 

 (a) (b) 

𝝆 

  

 (c) (d) 

T 

  

  (e) (f) 

𝒀𝑯𝟐
 

  

 (g) (h) 
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𝛁𝝆 

  

 (i) (j) 

𝝎 

  

Figure 12. Contour plots for N2-H2 mixing compared between ideal-gas and real-gas EoS: (a-b) 

density, (c-d) temperature, (e-f) H2 mass fraction, (g-h) density gradient, and (i-j) vorticity. 

The ideal-gas EoS predicts a lower density than the real-gas at supercritical conditions 

evident from the lower density gradients for the ideal-gas case in Figure 12(g-h). Such lower 

density gradient promotes vorticity generation due to the fast-moving H2 stream and quick 

disintegration of the core which further enhances mixing. For the real-gas case however, the high-

density gradient creates a barrier between the two fluids which impedes the penetration of vortical 

structures into the core region and delays the core disintegration (Figure 12b, d, f, and h). The 

ideal-gas case shows a more enhanced mixing behavior and larger eddies very close to the inlet 

where the core disintegrates which are less pronounced in the real-gas case as seen in Figure 12i-

j. This behavior is highlighted in Figure 13 which focuses on the mixing behavior in the near-

injector region by showing the vorticity contours overlapped with the iso-line of constant density 

gradient set at 3×105 kg/m4. For the ideal-gas case, the core disintegration is seen upon jet 

introduction to the ambient, and a higher vorticity is observed near the jet axis when the density 
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gradient vanishes (Figure 13a). For the real-gas case, the density barrier between H2 and N2 streams 

is evident by the integrated density gradient iso-line (red solid box) which is broken in the ideal-

gas case. As N2 is heated by the ambient fluid, the density gradient decreases due to heat transfter 

and creates vortical structures that further promote jet core disintegration (red dashed box). Figure 

13 also shows that thermal diffusion promotes the generation of turbulent vortical structures 

downstream of the inlet (red dash-dot box). As thermal diffusion heats the core region, the vortices 

disintegrate the core which results in an improved mixing. These results highlight the significance 

of implementing the real-gas effects at supercritical conditions for accurate prediction of the 

mixing behavior prior to combustion.  

Finally, a quantitative comparison of the radial distribution of density at different axial 

locations downstream of the inlet in Figure 14 indicates that the real-gas model agrees with the 

experiments. The mismatch seen near the injection point is observed in previous studies [130, 131] 

and has been attributed to the nozzle wall heating due to the incoming nitrogen stream. 

Figure 13. Comparison of the vorticity contours overlapped with the iso-line of density gradient 

(3×105 kg/m4) for (a) ideal and (b) real-gas mixing behavior for N2-H2 mixing. The solid red box 

in the real-gas case (b) shows that the density gradient creates a barrier that impedes the 

penetration of vortical structures in the coflow. The dashed red box shows the drop in density 

(a) Ideal Gas               (b) Real Gas 
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gradient caused by thermal diffusion, and the red dash-dot box shows the enhanced mixing 

region. (Size of domain is different, with real gas case zoomed out to show mixing behavior) 

 

Figure 14. Comparison of the axial density profile for N2 following Oschwald et al. experiments. 

[57]  

2.3.4 Supercritical CO2 Oxy-Methane Combustion using SWRI Combustor Configuration  

Computational Model 

The combustor design proposed by SWRI [132] with 86% sCO2 dilution is adopted for 

modeling the mixing and combustion behavior of sCO2 oxy-combustion using 2D-DNS and a 

single-step chemistry mechanism for methane combustion. The swirl angle has been neglected and 

fuel, oxidizer and CO2 streams are assumed to be completely mixed at the inlet as detailed in 

Appendix along with the reduced computational domain. A schematic of the computational 

domain, initial conditions for fuel and oxidizer, and boundary conditions are shown in Figure 15. 

Methane, oxygen, and sCO2 with 86% dilution as a premixed stream at 913 K enter the combustion 

chamber filled with pure CO2 at 988 K and 200 bar. Simulations have been repeated for both real-

gas and ideal-gas EoS and the results are compared for non-reacting and reacting flow conditions. 

The properties for fuel, oxidizer and sCO2, case setup, total grid points, numerical schemes, and 

the one-step chemistry mechanism are given in Appendix. 
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Figure 15. A schematic of the SWRI case setup and the initial and boundary conditions (i.e., 

BC). 

 

 

Mixing Behavior and Flame Propagation using Ideal- and Real-Gas EoS 

The non-reacting flow simulation results for the SWRI configuration depicted in Figure 16 

show the behavior of supercritical mixing of oxygen and methane mixture with sCO2 by portraying 

the contour plots for density, temperature, density gradient, and the iso-line of density gradient 

(3×105 kg/m4) overlapped with vorticity contours. The density gradient iso-line is extended further 

downstream (x = 0.2 m) for the real-gas case while it ends at a shorter distance downstream of the 

inlet (x = 0.015 m) for the ideal-gas case. This behavior is similar to the supercritical two-species 

mixing cases before where the onset of core disintegration was closer to the inlet for the ideal-gas 

case. As a result, mixing is enhanced for the ideal-gas case in the absence of the large density 

gradient barrier which occurs in the real-gas case. The density gradient iso-line shown in the 

vorticity contours of Figure 16 further highlights the density gradient barrier for the real-gas case 

and higher vorticity for the ideal-gas case.  
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The effects of such discrepancy in predicting the mixing behavior on the combustion 

behavior are shown in the contour plots of density, temperature, and density gradient for the 

reacting case in Figure 17. Difference in density contours is noticed downstream where more 

entrainment is seen for the real gas case owing to the higher flame edge wavelength which will be 

discussed later.Although the overall flame propagation behavior visible in temperature and density 

contours appears to be similar between ideal- and real-gas cases, noticeable differences are 

observed in the density gradient which is substantially higher for the real-gas case, particularly 

near the inlet.  

 Ideal Gas Real Gas 

𝝆 

  

T 

  

𝛁𝝆 

  

𝝎 

  

Figure 16. Contour plots for density, temperature, density gradient, and the iso-line of density 

gradient (3×105 kg/m4) overlapped with vorticity contours for the non-reacting SWRI case. 
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Figure 11 shows that the heat release rate (HRR) for the ideal- and real-gas cases appear the same 

despite the discrepancies observed particularly along the axial direction. Quantitative comparison 

of HHR along the radial direction at two different axial locations (i.e., 𝑥 = 5 mm and 10 mm) 

denoted by red arrows in Figure 18a-b are shown in Figure 18c-d, respectively. Figure 18c shows 

that the HRR peak occurs at a further radial distance for the ideal-gas case which indicates that the 

flame has a wider radial span at 𝑥 = 5 mm. At 𝑥 = 10 mm (Figure 18d), this trend is reversed. The 

peak in HRR in the real-gas case is extended more radially compared to the idea-gas case. The 

higher HRR for the ideal-gas case closer to the inlet is due to more enhanced mixing in that region 

consistent with the non-reacting flow behavior shown in Figure 16. For the real-gas case, the 

mixing is improved further downstream of the inlet which is consistent with the HRR radial profile 

where the HRR peak lags the ideal-gas case in the near-inlet region and catches up further 

downstream. To further reflect on the effects of mixing behavior on combustion behavior, Figure 

19 shows the radial distribution of density gradients at three different axial locations, i.e., x = 1, 5, 

10, and 15 mm from the inlet.  
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Figure 17. Contour plots for density, temperature, and density gradient for the reacting SWRI 

case. 

Figure 18. Contour plots for the heat release rate (HRR) for the SWRI case: (a) ideal gas; (b) 

real gas; radial profiles of HRR at (c) x = 5 mm and (d) x = 20 mm in the axial direction. 
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The real-gas case shows a wider region with a high-density gradient (spanning to ~3 mm) 

compared to that of the ideal-gas case (~1.5 mm) confirming the existence of the density gradient 

barrier predicted by the real-gas EoS which persists further downstream (x = 15 and 20 mm in 

Figure 19) which results in different mean flame wrinkle wavelengths as shown in Figure 20. The 

distance between two consecutive peaks in the temperature profile shown in Figure 20a-b is 

considered as the flame wrinkling wavelength denoted by 𝜆 in Figure 20c. A longer wavelength is 

observed for the real-gas case owing to its higher density gradient barrier since the flame wrinkling 

occurs when turbulent eddies penetrate the reacting zone. 

𝒙 = 𝟏 𝒎𝒎 𝒙 = 𝟓 𝒎𝒎 

  
𝒙 = 𝟏𝟎 𝒎𝒎 𝒙 = 𝟏𝟓 𝒎𝒎 

  
Figure 19. Radial distribution of density gradient at different axial locations for ideal- and real-

gas cases. 
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The scatter plot of vorticity as a function of density gradient for the dataset encompassing 

the entire computational domain shown in Figure 21 indicates that vorticity is strongly correlated 

with density gradient. This figure shows that at higher density gradients (∇𝜌 = 1 to 2 kg/m4) which 

is correlated with the near-inlet behavior (red box), the ideal-gas case exhibits higher vorticity 

compared to the real-gas case. This is consistent with Figure 18 that showed more enhanced mixing 

and a higher HRR is observed for the ideal-gas case near the inlet. As the density gradient decreases 

downstream of the inlet where the core fuel and oxidizer stream entirely disintegrates 

corresponding to ∇𝜌 = 0 to1 kg/m4, the difference in vorticity magnitude between the ideal and 

real-gas diminishes (yellow box) and a peak in vorticity is observed at significantly lower density 

gradient which is approximately the same for both cases at ∇𝜌 ~ 0.3×106 kg/m4 (green box). In 

general, a lower vorticity magnitude is seen for higher density gradients as mixing/vortex 

formation is opposed by the density gradient barrier which becomes more significant for the real-

gas case.  

(a) (b) (c) 

  

Figure 20. Contour plots of temperature showing the flame wrinkling wavelength: (a) ideal-gas; 

(b) real-gas case; (c) axial profile of temperature showing the difference between flame 

wrinkling wavelengths calculated based on the distance between two consecutive peaks in 

temperature contours. 
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Figure 21. Scatter plots showing the relationship between vorticity magnitude and density 

gradient calculated for the entire computational domain for ideal- and real-gas cases. 

To further probe into the sCO2 oxy-combustion behavior affected by the choice of EoS, 

the scalar dissipation rate is defined based on the temperature gradient as 𝜒 = 𝛼𝛁𝑻. 𝛁𝑻. The 

thermal diffusivity (𝛼) which is predominantly a function of temperature is constant on an 

isothermal line and therefore can be neglected for simplicity consistent with previous studies. [133] 

The conditional scalar dissipation rate (CSDR) at an isothermal line 𝑇 = 𝑇0 is defined as the square 

of the temperature gradient as shown in Eq. 5: 

𝜒𝑇=𝑇0
= 𝛁𝑻. 𝛁𝑻                                (5) 

The Probability Density Function (PDF) of the conditional scalar dissipation rate is shown in 

Figure 22 and the solid vertical lines denote the mean values for the entire dataset. It has been 

shown [133] that CSDR is inversely related to the local flame thickness in premixed combustion. 

Higher dissipation rates are also indicative of a smaller flame edge thickness as the flame edge 

thickness (𝛿𝐿) is defined as: 

𝛿𝐿 =
𝑇𝑏−𝑇𝑢

|𝛁𝑻|𝑇=𝑇0

,                                                       (6) 
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where 𝑇𝑏 and 𝑇𝑢 are the burnt and unburnt gas temperatures, respectively and the gradient is 

calculated at an isothermal line of 𝑇0 =1500 K which is the average temperature between burnt 

and unburnt gases. The flame edge thickness is a key parameter in identifying the premixed 

combustion regimes and indicates the thickness of the region at which heat release occurs between 

the burnt and unburnt gases.  

            (a)            (b) 

  

Figure 22. PDF of (a) conditional scalar dissipation rate; (b) flame thickness (vertical solid lines 

show the average values.) 

A smaller flame edge thickness promotes flame wrinkling due to the inability of turbulent 

eddies to penetrate the flame edge region[91]. This type of combustion regime characterized by 

Ka < 1 (Karlovitz number: the ratio between the chemical timescale to Kolmogorov timescale) 

occurs when the flame is turbulent but the flame propagation speed is close to the convective speed 

[91]. Figure 22 indicates higher scalar dissipation rate values and a smaller flame thickness for the 

real-gas case. The ideal-gas case exhibits a larger flame edge thickness (Figure 22b) which is 

consistent with the HRR plot in Figure 18 that showed a radially wider region of heat release for 

the ideal-gas case. The real-gas case, on the other hand, shows a more distributed heat release 
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along the flame edge which leads to a thicker flame edge. Repeating this analysis at an iso-line 

temperature of 1400 K showed that the flame edge thickness varied within 1% when the 

temperature is changed from 1400 to 1500 K which shows that the choice of temperature does not 

have a strong effect on the calculation of the CSDR and flame edge thickness in this study. 

Species Production and Consumption Rates 

Figure 23 shows the consumption/production rates for the fuel, i.e., CH4 (𝜌𝜔)̇ 𝐹 and carbon 

dioxide (𝜌𝜔)̇ 𝐶𝑂2   along the axial direction. Differences are observed for all species with a common 

trend of lower rates for the real-gas case with peaks further downstream compared to the ideal-gas 

case. The differences noticed in Figure 23 can be attributed to the differences in density, and 

specific heat predicted by real- and ideal-gas EoS that can affect the HRR as shown in Figure 24. 

The differences in density and specific heat lead to a difference in the peak of heat release rate 

resulting in the discrepancies observed in the consumption and production rates of key species 

through the one-step combustion model. 
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        (a)          (b) 

  

       (c)       (d) 

  

Figure 23. Axial profile of production/consumption rates for ideal- and real-gas cases: (a) 

consumption rate of methane; (b) consumption rate of oxygen; (c) production rate of carbon 

dioxide; (d) production rate of water. 

  

Figure 24. Axial profile of density, specific heat, and HRR for ideal and real-gas cases 

In summary, comparing the ideal- and real-gas cases displays key differences mainly in the 

near-inlet region. For the non-reacting case, the real-gas case exhibits a longer intact flow region 
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with limited initial mixing compared to the ideal-gas case. This behavior is linked to the higher 

density gradients predicted by the real-gas EoS which acts as a barrier that tends to shift the 

complete mixing between fuel and the background CO2 to further downstream locations. The 

reacting flow predicted by the real-gas model showed a wider density gradient barrier, a longer 

wavelength at the flame edge, and a smaller flame edge thickness. The higher flame propagation 

rate is evidenced by the location of the HRR peak which was further downstream for the real-gas 

case. Differences are noted between the consumption/production rates of key species between real 

and ideal cases where the ideal-gas case predicted higher rates due to higher heat release rate 

caused by its higher specific heat.  

% CO2 Dilution Effect 

A qualitative comparison of temperature distribution for 65, 80, and 90% CO2 dilution is 

shown in Figure 25 and the radial distribution of temperature for these three cases at different axial 

locations is depicted in Figure 26. It is shown that there is a significant difference in the maximum 

flame temperature that varies from 3200 K at 65% to 1700 K at 90% dilution. In addition, the 

flame propagation length is reduced from 30 mm to 25 mm with an increase in dilution rates as 

shown in Figure 25. Moreover, the radial expansion of the flame decreases with an increase in CO2 

dilution as can be seen from the qualitative comparison which is consistent with higher flame edge 

thickness for higher dilution rate that will be discussed in Figure 26. 
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65% CO2 

 

80% CO2 

 

90% CO2 

 

Figure 25. Temperature contours for different CO2 dilutions for SWRI oxy-combustor 

configuration. 

The axial distribution of density, specific heat, and the maximum HRR as shown in Figure 

27 shed light on the discrepancies observed in temperature distribution for different dilutions. The 

higher dilution case, i.e., 90% exhibits a much higher density in the axial direction due to the higher 

content of sCO2 in the mixture; however, the specific heat is lower for lower dilution rates (i.e., 

65% and 80%). Due to higher specific heat, the 65% case shows a higher HRR and ignites in a 

region very close to the inlet which leads to a much higher flame temperature as shown in Figure 

25 and Figure 26. The peak in HRR is lower and shifted further downstream of the inlet for the 

80% and 90% dilution which exhibit a lower specific heat. This behavior is consistent with the 0D 

simulation that showed a shorter IDT at lower dilution rates. For the highest dilution rate, the peak 
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in HRR is expanded over a wider axial region which indicates less reactivity in the mixture 

compared to lower dilution rates. Comparing the radial distribution of the density gradient shown 

in Figure 28 indicates that the highest percentage dilution displays a lower density gradient in the 

radial direction at different axial locations and the differences between the cases increase 

downstream.  

           (a)           (b) 

 
 

 

          (c)                                           (d) 

 

 

 

Figure 26. Radial profiles of temperature at different axial locations for different CO2 dilutions: 

(a) 1 mm; (b) 5 mm; (c) 10 mm; and (d) 15 mm. 



 

47 

 

 

This behavior shows that increasing the dilution rate enhances the mixing with the ambient 

CO2; however, it ignites further downstream due to its lower specific heat and HRR (see Figure 

27) and results in a lower flame temperature as shown in Figure 26. 

         (a)      (b)    (c) 

   

Figure 27. Axial profiles for (a) density, (b) specific heat, and (c) HRR for different % sCO2 

dilution. 

Figure 29 depicts the axial distribution for production/consumption rates for the fuel, i.e., 

CH4, oxidizer, CO2, and H2O for different %CO2 dilution. This figure clearly shows that the 

ignition occurs further downstream of the inlet (~x = 0.6 mm) for the 90% dilution case which is 

consistent with the temperature distribution shown in Figure 25 and Figure 26. Interestingly, the 

production/consumption rate remains the highest for the intermediate CO2 dilution, i.e., 80% 

dilution that exhibited an HRR distribution very close to the 65% dilution as shown in Figure 27c. 

In addition, the ignition occurs very close to the inlet for the 80% dilution. This indicates that there 

is an optimum CO2 dilution that leads to the highest HRR at a distance very close to the inlet with 

minimal fuel/oxidizer consumption and lower adiabatic flame temperature which is highly 

desirable in designing sCO2 oxy-combustors.  
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       (a)       (b) 

  

     (c)      (d) 

  

  

Figure 28. Radial profiles of density gradients at different axial locations: (a) 1 mm; (b) 5 mm; 

(c) 10 mm, and (d) 15 mm. 
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Figure 29. Axial profiles for production/consumption rates of the fuel, i.e., CH4, oxidizer, CO2, 

and H2O for different %CO2 dilution. 

 

Figure 30. PDF of (a) CSDR; (b) flame edge thickness for different dilution rates. Vertical lines 

represent the average values. 

Figure 30 illustrates the PDF of conditional scalar dissipation rate (CSDR) and the flame 

edge thickness for different dilution rates following the approach discussed before. The 

temperature is set to T0 =1500K to be consistent across all the cases. The average values for CSDR 
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and flame thickness are shown with vertical lines in Figure 30. Figure 30a shows that CSDR 

decreases with increasing % dilution and the highest dilution case, i.e., 90% displays the lowest 

CSDR. As shown in Figure 27, this case exhibited the lowest HRR and highest density which 

indicate less reactivity. Figure 30b shows that the highest value of flame edge thickness is observed 

for the 65% dilution case. This can be attributed to the competing effects of temperature difference 

in unburnt and burnt gases and the length over which the temperature gradient is calculated. Even 

though the gradient of temperature is larger for the 65% case as shown in Figure 25 and Figure 26, 

the difference in the unburnt and burnt gases is also higher for this case which leads to a larger 

flame edge thickness for the lowest dilution. 

The premixed turbulent combustion regime diagrams defined based on the velocity and 

length scale ratios have been proposed by Borghi and Peters [91] and Abdel-Gayed and Bradley. 

[134] Figure 31 shows the combustion regime for different % dilutions on the Borghi-Peters 

diagram. The non-dimensional numbers are Damkohler number (Da) which indicates the liquid 

residence time to reaction time, and Karlovitz number (Ka) which compares the chemical 

timescale to the Kolmogorov timescale. The horizontal and vertical axes represent the length scales 

and velocity scales, respectively. The flame speed 𝑠𝐿 is calculated using the following equation 

[135]: 

𝑑𝑟𝑓

𝑑𝑡
= 𝑣𝑢 + 𝑠𝐿 ,                                                     (7) 

where 𝑑𝑟𝑓 is the displacement of the flame front in time and 𝑣𝑢 of the unburnt mixture velocity. 

The turbulent velocity fluctuations, i.e., 𝑢′ and the integral length scales, i.e., 𝐿𝑥 are calculated as 

detailed in Appendix. In this study, the flame front tracking method is based on the location of the 

maximum temperature gradient across the entire computational domain. The flame edge thickness 

is calculated following Eq. 6 based on the definition of CSDR given in Eq. 5. Figure 31 shows that 
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the sCO2 oxy-combustion behavior for SWRI configuration resides within the corrugated flame 

regime for all tested CO2 dilution. The 90% dilution case is closer to the thickened corrugated 

flame regime. These results are in contrast to the RANS analysis performed by Strakey et al. [15] 

where the combustion regime is shown to be prone to the thickened corrugated flame regime. This 

discrepancy is mainly linked to differences in dilution, oxidizer concentration, and simplifying 

assumptions involved in the RANS approach. 

 

Figure 31. Regime identification for different dilutions on the Borghi-Peters diagram [91]. 

In summary, the percentage dilution comparison shows an increase in flame temperature 

and HRR as the % CO2 dilution is decreased. The flame edge thickness is higher for the lower 

dilution. An optimum dilution exists which leads to the least consumption rate of fuel/oxidizer that 

is desired to lower the turbine inlet temperature. The results presented in this section provide the 

design metrics to achieve favorable operating conditions for sCO2 oxy-combustors. Moreover, the 

DNS datasets generated will serve as validation for computationally less expensive and lower 

fidelity approaches such as RANS and LES which is discussed in Chapter 4.  
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2.4 Summary and Conclusions 

The Allam cycle is a direct-fired supercritical CO2 (sCO2) power cycle that operates as a 

recuperated, high-pressure, and closed-loop Brayton cycle and employs sCO2 as the working fluid 

and uses sCO2 recirculation in the combustion chamber as a diluent. SCO2 dilution used for 

moderating the combustor exit temperature, as well as high pressure, and high preheat temperature 

in sCO2 oxy-combustors pose a unique combustion behavior compared to the conventional air-

breathing propulsion systems. This study provides an in-depth understanding of the mixing and 

combustion behavior in sCO2 oxy-methane combustion with high sCO2 dilution which does not 

currently exist due to experimental challenges at such high pressure and temperatures. A reacting 

flow DNS framework using a single-step chemistry model for methane combustion and 

implementing PR EoS for considering the real-gas effects at supercritical conditions is developed 

and validated for non-reacting supercritical mixing for single and multiple species. The DNS 

solver is then used for modeling the sCO2 oxy-methane combustor by adopting the SWRI 

combustor for the first time. The effects of using an ideal gas EoS under non-reacting and reacting 

conditions are thoroughly studied. Finally, three test cases with different CO2 dilutions are studied 

using 0D reacting simulations followed by DNS for the same SWRI combustor using the real-gas 

model. The following conclusions are made from the results: 

1. The validation cases show that the solver can accurately capture the flow physics by 

comparing the mixing metrics with the experimental results for supercritical mixing of 

single and multiple species. 

2. Comparing the ideal- and real-gas model for SWRI combustor configurations shows key 

differences mainly in the near-inlet region. For the non-reacting case, the real-gas case 

exhibits a longer intact incoming flow region with limited initial mixing compared to the 
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ideal-gas case. This behavior is linked to the higher density gradients predicted by the real-

gas EoS which acts as a barrier that tends to shift the complete mixing to downstream 

locations.  

3. The reacting flow predicted by the real gas EoS showed a wider density gradient barrier, a 

longer wavelength at the flame edge, and a smaller flame edge thickness. The higher flame 

propagation rate is also evidenced by the axial location of the maximum HRR which is 

further downstream for the real-gas case. The flame edge wavelength is higher for the real-

gas case and the flame morphology for the ideal-gas case is more radially expanded which 

indicates a higher flame edge thickness.  

4. Differences are observed between the consumption/production rates of key species 

between real- and ideal-gas cases where the ideal-gas case predicted higher rates due to 

higher heat release rate caused by differences in density and specific heat. 

5. The 0D simulations indicated a strong dependence of ignition delay time on %CO2 dilution 

and weak dependence on equivalence ratio. Based on CO mole fraction and ignition delay 

time calculations, the optimum combustion condition occurs with an equivalence ratio (0.5-

0.65) and intermediate %CO2 dilution (75-90%). 

6. The comparison of different %CO2 dilutions indicates clear differences in the structure and 

behavior of the flame. For higher CO2 dilutions, lower flame edge thickness is seen with 

lower HRR and lower peak temperature. The density gradient barrier has a wider span for 

the lower dilutions and therefore the heat release is spreads more across the flame edge. 

7. An optimal %CO2 dilution exists between 65%-80% which exhibits the highest HRR, 

lower production/consumption rates, and lower maximum adiabatic flame temperature 

desired to lower the turbine inlet temperature leading to a favorable combustor design. 
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8. The results predict that the sCO2 oxy-combustion process using the SWRI configuration is 

closer to the corrugated flame regime across all dilution cases tested in this study. 
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3. DETAILED CHEMISTRY REDUCTION * 

3.1 Introduction 

3.1.1 Chemical Kinetics for sCO2 Oxy-Combustion 

A major aspect where the sCO2 oxy-combustion technology development is clearly lagging 

is the development of chemical mechanisms that can capture high-pressure kinetics with 

significant CO2 dilution. Figure 32  clearly shows the knowledge gap in the field of oxy-methane 

combustion with CO2 dilution while well-developed mechanisms mainly cover up to 20 bar and 

CO2 is mainly a product and not a diluent.  

Experimental Studies 

A series of relevant experimental data for high-pressure and high-dilution methane 

combustion are presented in studies from Petersen et al. [136-138]. However, the mixture dilution 

was considered using nitrogen and Argon rather than sCO2. 

 

Figure 32: Mechanism space: Pressure vs. CO2 dilution. Experimental data available for low 

pressure and low dilution while data becomes sparse as pressure and CO2 concentration 

increases. Reprinted from [139]. 

 

 

* Part of this chapter is reprinted with permission from “Adaptive global pathway selection using 

artificial neural networks: A-priori study” by Mishra., R., Nelson, A., Jarrahbashi, D., 2022. 

Combustion and Flame, Volume 244, Copyright 2022 by Elsevier.  
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Pryor et al. [29] conducted shock tube experiments at high pressure and high CO2 dilution 

to indicate the ignition delay time for oxy-methane combustion. The temperature and pressure 

ranges were 1300-2000 K and 6-31 atm, respectively with CO2 dilution up to 85%. Well-known 

mechanisms such as Aramco 1.3 and GRI3.0 were able to predict the ignition delay times as 

reported in the experiments. The key finding is that CO2 decelerates the overall reaction rate, 

thereby increasing the ignition delay time.  Karimi et al. [140] reported methane auto-ignition 

delay time for diluted CO2 environment for 100-200 bar pressure and 1139-1433 K temperature. 

The Aramco 2.0 mechanism was found to perform the best in predicting autoignition compared to 

other tested mechanisms. Laich et al. [141] performed a series of shock tube experiments for 

methane/O2 mixtures in high-dilution environments of N2 and CO2 at 16 bar and the data was 

compared to Aramco 2.0 and GRI3.0. The results showed that these two mechanisms were not 

able to capture the ignition delay time especially at lower temperatures. The impurities are reported 

to significantly change the ignition delay time in sCO2 methane-oxy-combustion process. 

Impurities due to NOx are shown to reduce CO formation while the presence of H2S increases the 

CO formation. [142] Therefore, the GRI3.0 chemistry mechanism was adjusted to account for C1-

C3, H2S oxidation [143], and NOx formation [144] to capture the ignition delay time accurately. 

The final mechanism which showed better prediction of ignition delay time compared to Aramco 

3.0 includes 106 species and 916 reactions and is applicable to both low pressure (30 bar) and high 

pressure ranges (275-300 bar). Park et al. [145] conducted a series of experiments relevant to 

Allam cycle conditions (310-450 K and 0-150 bar) and showed that the density and speed of sound 

were following the National Institute of Standards and Technology Reference Properties (NIST 

REFPROP) [146] data even for these extreme regimes. Karimi et al. [147] conducted high-pressure 

shock tube experiments to measure the ignition delay times of syngas (H2/CO=95:5) at 95.5% CO2 
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dilution at 10 MPa and 20 MPa for a temperature range of 1161-1365 K. These conditions were 

repeated for a second set of experiments using Argon as the diluent instead of CO2. Globally, CO2 

does not significantly alter the ignition delay time compared to Argon. This study shows that the 

following reaction (H+O2(+M) → HO2(+M)) is critical in controlling the ignition for both the 

cases. This study also showed that Aramco 2.0, FFCM-1, HP-Mech, and USC Mech II better 

captured the experimental ignition delay times. Due to challenges in high-pressure shock tube 

experiments with high dilution rates, Gonzalez et al. [148] performed atomistic molecular 

dynamics simulations of syngas oxy-combustion in sCO2 and identified that CO2 → CO + O 

reaction is dominant at high temperatures and high CO2 dilution and increasing CO2 dilution and 

decreasing O2 concentration delays the ignition.  

Computational Studies 

Coogan et al. [139] showed that USC-2 mechanism can better capture high-pressure, high-

dilution oxy-methane combustion. By showing that ignition delay time changes within 3% for the 

pressure range up to 85 bar, the authors justified the use of ideal-gas assumption in their analysis. 

Liu et al. [149] developed a 13-species mechanism from USC Mech II for 150 atm to 300 atm and 

900 K to 1800 K and equivalence ratio of 0.7 to 1.3. This new mechanism was tested for predicting 

autoignition delay and was found to be within 12% error to that of USC Mech II. The above studies 

operate based on extrapolating the experimental data available for mechanisms at low pressure and 

low CO2 dilution to account for combustion at elevated pressures and high CO2 dilutions. 

Manikantachari et al. [111] reduced the Aramco 2.0 mechanism which has shown high capabilities 

in predicting high-pressure, high-CO2 dilution methane combustion. A 23 species gas-phase 

mechanism is derived by employing Path Flux Analysis (PFA) analysis and validated for ignition 

delay time in a range of pressure and equivalence ratios. It was reported that the choice of EoS 
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does not have a significant impact on the ignition delay time of supercritical CH4/O2/CO2 mixtures; 

however, it influences the supercritical H2/O2/CO2 mixtures.  

Summary: The above studies introduced several reduced chemistry mechanisms relevant 

to sCO2 oxy-combustion conditions. The reduced chemical mechanisms developed for sCO2 oxy-

combustion entail uncertainty as the reduction is made from a detailed mechanism which was not 

developed for high dilution conditions. Even though the reduced mechanisms introduced in this 

section can perform well in 0D simulations, their ability to capture 3D turbulent reacting flows has 

not been examined.  The existence of several species and reactions in chemistry mechanisms and 

the use of real-gas EoS needed for accurate prediction of mixing and combustion at supercritical 

conditions poses computational costs as major challenges. To overcome these challenges, we adopt 

different chemistry mechanisms techniques using Machine Learning (ML) techniques to enable 

high-fidelity yet computationally feasible simulation of oxy-combustion at supercritical conditions 

using detailed chemistry mechanisms. A brief survey of chemistry reduction techniques is 

discussed below. 

3.1.2 Chemistry Mechanism Reduction 

The first group of chemistry mechanisms techniques are considered as sensitivity and rate 

analyses approach require removing certain species and reactions while examining the effect of 

their removal on the model predictions to determine the species needed to be included in the 

reduced mechanism. Although effective, these methods do not provide the timescales of different 

reaction groups or the Quasi Steady-State (QSS) and partial equilibrium groups automatically. 

[150] The second group of mechanism reduction techniques includes reaction Jacobian analysis, 

e.g. Computational Singular Perturbation (CSP) [151] and Intrinsic Low-Dimensional Manifolds 

(ILDM) [152] methods. In the CSP method, the eigenvalues and eigenvectors of independent 
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reaction modes are calculated to rank the fast and slow reactions. In the ILDM approach, the 

Jacobian matrix of the system’s governing equations is initially used to obtain a set of eigenvectors. 

These eigenvectors are then used to find subsets of the composition space to define the slow 

reactions, which are assumed to dominate the system's behavior after a short time, while the fast 

reactions have already reached equilibrium. This assumption allows for a significant reduction in 

the number of reactions that need to be modeled explicitly, making the ILDM approach 

computationally efficient for simulations of complex combustion systems.  

Parameterization techniques are based on the integration of the stiff ODEs a priori and 

storing them in tables. Flamelet tables are classified under this broad category of reduction. In-

Situ Adaptive Tabulation (ISAT) [153] is one of the examples of this type of chemistry reduction. 

ISAT simplifies chemistry integration by tabulating the integration results. The data is used to 

produce a function called reaction mapping, which relates initial and final compositions for a fixed 

timestep. During subsequent iterations, if the initial composition resembles a state from the 

tabulated data, the algorithm uses the mapping function by employing a linear approximation to 

find the next composition instead of direct integration. Finally, reaction path relation methods are 

used to analyze chemical reactions and determine the degree of interaction among species. Such 

methods are based on the concept that chemical reactions follow reaction paths consisting of 

sequences of elementary steps involving the formation and dissociation of chemical species. These 

methods can be used to identify the key species and reactions that contribute to the overall reaction 

process, and to construct reduced reaction mechanisms that capture the essential features of the 

complex reaction system. Directed Relation Graph (DRG), [154] Directed Relation Graph with 

Error Propagation (DRGEP), [155] Path Flux Analysis (PFA), [156] and Global Pathway Selection 

(GPS) [157]  are among the reaction path relations methods.  
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3.1.3 Machine Learning-Based Chemistry Mechanism Reduction 

Application of ML tools is gaining traction in aiding expensive computational simulations 

through reducing the number of species and reactions in chemistry mechanisms. [158] Zhang et. 

al. [159] trained artificial neural networks (ANNs) to predict the gradient of thermo-chemical 

scalars at each timestep used for time stepping and the neural network was used to advance the 

simulation in time instead of classical numerical integration methods. In 0D simulations of 

dimethyl ether combustion, such ANN integrator achieved similar accuracies with computational 

times 20 times faster compared with a previously developed numerical integration method, i.e., 

hybrid multi-timescale (HMTS). [159] A similar method developed by Ranade et. al. [160] used a 

two-layer ANN combined with the hybrid chemistry (i.e., HyChem) approach which decoupled 

the pyrolysis and oxidation stages of combustion. Using experimental data from the shock tube, 

ANNs were used to produce temporal profiles of various species. In that approach, the chemical 

states were mapped to the derivatives of the temporal profiles using a deeper ANN used to integrate 

the simulation. [160] Sample-Partitioning Adaptive Reduced Chemistry (SPARC) is a method 

developed by D’Alessio et. al. [161] that employs unsupervised learning to map local reduced 

mechanisms to a multi-dimensional flame simulation. It first takes a dataset containing the 

composition space and temperature and pre-partitions the dataset into a set of kinetically 

homogenous clusters using an unsupervised learning algorithm. For each cluster, a reduced 

mechanism is generated using the DRGEP approach. This method was effectively used to model 

both steady-state and transient 2D laminar flames. [161]  

The promise shown by these ML studies motivates the application of ML in reducing the 

chemistry mechanisms for modeling sCO2 oxy-combustion. A novel approach that will be pursued 

in this study is the use “on-the-fly” or dynamic chemistry mechanism reduction using ML tools 
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where for different range of pressure and temperature, the reactions, and species relevant to those 

conditions are called during the simulations. This approach significantly reduces the costs of 3D 

reacting flow simulations. The wide range of conditions relevant for sCO2 oxy-combustion can 

only be reliably and more efficiently modeled using an on-the-fly ML-based reduction tool that 

will be introduced in this study. The key knowledge gaps and unresolved questions are summarized 

in the next section. 

3.2 Computational Methods 

Cantera [162] is a powerful open-source software suite for chemical kinetics, thermodynamics, 

and transport processes. It provides a range of solvers for simulating chemical systems, including 

a 0D solver. The 0D solver in Cantera is designed to simulate the behavior of a well-stirred, 

perfectly mixed reactor, also known as a batch reactor. In a 0D simulation, the reactor is assumed 

to have uniform temperature, pressure, and composition throughout. The solver models the time 

evolution of the chemical system by solving a system of ordinary differential equations (ODEs) 

that describe the rates of change of the species concentrations. Here is a general description of the 

0D solver workflow in Cantera: 

 

1. Defining the chemical system: This step involves specifying the thermodynamic and 

kinetic properties of the species involved in the reaction. Cantera provides a flexible 

interface to define the chemical system using various input formats, such as Chemkin, CTI, 

and YAML. 

2. Setting initial conditions: Specify the initial values of the species concentrations, 

temperature, and pressure in the reactor. 
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3. Defining the reactor: Create a reactor object and set its parameters, e.g., volume, 

temperature, and pressure. Cantera supports different reactor types including ideal gas 

reactors, constant-pressure reactors, and constant-volume reactors. 

4. Specifying the simulation time span: Set the start and end times for the simulation. 

5. Integrating the ODE system: Use the 0D solver in Cantera to integrate the system of ODEs 

over the specified time span. The solver uses numerical integration techniques, such as 

implicit or explicit methods to approximate the solution. 

6. Access the results: After the integration is complete, one can access the time-dependent 

evolution of species concentrations, temperature, and other relevant quantities. Cantera 

provides functions to extract and analyze the simulation results. 

 

Mass and energy conservation equations play a crucial role in describing the behavior of 

chemical systems, including well-stirred reactors. These equations ensure that the total mass and 

energy within the system remain constant, accounting for reactant consumption, product 

formation, and any associated heat effects. Here are the details on mass and energy conservation 

equations: 

 

Mass Conservation Equation: 

The mass conservation equation, also known as the continuity equation, states that the rate 

of change of species mass within a control volume is equal to the net rate of mass transfer into or 

out of the volume, considering reaction rates and flow rates: 

𝜕(𝜌𝑖𝑉)

𝜕𝑡
= ∑(−𝑣𝑖

′𝐴)

𝑖

 

where: 
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𝜌𝑖 is the density of species i, 𝑉 is the volume of the reactor, 
𝜕(𝜌𝑖𝑉)

𝜕𝑡
 is the rate of change of species 

mass within the volume with respect to time, 𝑣𝑖
′ is the stoichiometric coefficient of species i in the 

reaction (negative for reactants, positive for products), 𝐴 is the surface area through which mass 

transfer occurs. 

The right-hand side of the equation represents the sum of the mass fluxes due to reaction 

and mass transfer across the control volume boundaries. 

Energy Conservation Equation: 

The energy conservation equation accounts for the energy balance within the well-stirred 

reactor, considering heat effects, temperature changes, and the enthalpy of the species involved: 

𝜌𝐶𝑣𝑉
𝜕𝑇

𝜕𝑡
= ∑(−𝑣𝑖

′∆𝐻𝑖𝐴)

𝑖

+ ∑(−𝑣𝑖
′∆𝐻𝑖,𝑓𝐴) + 𝑄

𝑖

 

where: 

𝐶𝑣 is the heat capacity at constant volume of the reactor mixture, T is the temperature, 
𝜕𝑇

𝜕𝑡
 is the 

rate of change of temperature with respect to time, ∆𝐻𝑖 is the enthalpy change associated with the 

reaction of species i, ∆𝐻𝑖,𝑓 is the standard enthalpy of formation of species i, 𝑄 represents any heat 

exchange with the surroundings (e.g., heat transfer through the reactor walls). 

The first term on the right-hand side represents the heat of reaction, accounting for the heat 

released or absorbed due to the stoichiometry of the reaction. The second term accounts for the 

heat of formation of the species. The third term, Q, represents any external heat added or removed 

from the reactor. 

Species Conservation Equation: 

𝜕(𝜌𝑖𝑌𝑖𝑉)

𝜕𝑡
= ∑(−𝑣𝑖𝑘

′ 𝐴𝜌𝑖𝑘)

𝑘
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where: 

𝑌𝑖 is the mass fraction of species i, 𝜌𝑖𝑘 is the partial density of species i due to the kth reaction (𝑣𝑖𝑘
′  

is the stoichiometric coefficient for species i in the kth reaction) 

The left-hand side of the equation represents the rate of change of the total mass of species 

i within the reactor volume with respect to time. The right-hand side consists of the sum of the 

contributions from each reaction, where 𝑣𝑖𝑘
′ is the stoichiometric coefficient for species i in the kth 

reaction, 𝐴 is the surface area through which mass transfer occurs, and ρᵢₖ is the partial density of 

species i due to the kth reaction. 

In the case of a well-stirred reactor, the species conservation equations are typically 

coupled with the mass and energy conservation equations, as well as the reaction rate expressions, 

to form a system of ordinary differential equations (ODEs). The numerical integration of this 

system of equations allows for the simulation of species concentrations, temperature, and other 

relevant quantities as a function of time. 

By considering mass, energy, and species conservation equations together, a 

comprehensive representation of the behavior of a well-stirred reactor can be achieved, accounting 

for the evolution of species concentrations, temperature, and the associated chemical reactions. By 

simultaneously solving the mass conservation equation and the energy conservation equation, 

along with the appropriate reaction rate expressions, it is possible to simulate the time-dependent 

behavior of a well-stirred reactor, including the evolution of species concentrations and 

temperature. 

3.2.1 Chemistry Reduction Tool (Python – Cantera, TensorFlow) 

In this section, we first describe the algorithm of the classical Global Pathway Selection 

(GPS) method [157] and then introduce a new adaptive GPS approach and compare the predictions 
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of this model with detailed mechanism and classical GPS method. We will then introduce our 

supervised learning-aided GPS method and validate it for three cases of 0D methane and ethanol 

auto-ignition using the detailed mechanism and classical and adaptive GPS methods. A sensitivity 

study is conducted on the SL-GPS method for various architectures and training sizes to see their 

effect on ignition delay time error. Finally, the SL-GPS method’s prediction of ignition delay time 

will be tested on 120 cases of methane combustion and 120 cases of ethanol combustion and 

compared to the predictions of the classic GPS and DRGEP methods.    

3.2.2 Classical Global Pathway Selection Method 

To determine the species and reactions that are most active in the combustion of a particular 

fuel, data from a “training simulation” using a detailed mechanism is required. The primary 

information from this simulation that GPS uses as a criterion to determine which species are 

important is the rate of atoms of a given element passing through that species, a quantity called 

element flux. The element flux for element e from species i to species j is given by  

 𝐴𝑒,𝑖→𝑗 = ∑ 𝑎𝑒,𝑟,𝑖→𝑗,𝑟  (1) 

where 𝑎𝑒,𝑟,𝑖→𝑗 is the element flux from i to j for reaction r. For each reaction, the flux is given by  

 𝑎𝑒,𝑟,𝑖→𝑗 = max(0, 𝐶𝑒,𝑟,𝑖→𝑗�̇�𝑟), (2) 

where �̇�𝑟 is the net reaction rate for r and 𝐶𝑒,𝑟,𝑖→𝑗 is the element flux associated with a single 

stoichiometric occurrence of the rth reaction represented by  

 𝐶𝑒,𝑟,𝑖→𝑗 = {
𝑛𝑒,𝑟,𝑗

𝑛𝑒,𝑟,𝑖

𝑛𝑒,𝑟
,   𝜈𝑒,𝑟,𝑗𝜈𝑒,𝑟,𝑖 < 0

0,              otherwise
, (3) 

where 𝑛𝑒,𝑟,𝑖 = 𝜈𝑟,𝑖𝑁𝑒,𝑖 is the net number of atoms of element e transferred to species i in a single 

occurrence of reaction r. 𝜈𝑟,𝑖 is the stoichiometric coefficient (negative if reactant, positive if 

product) for species i in r, and 𝑁𝑒,𝑖 is the number of e atoms in a molecule of species i. 𝑛𝑒,𝑟 is the 
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total number of e atoms involved in reaction r [157]. By defining this directed edge between any 

two species, a measure for the total element flux passing through a single species to and from any 

other species is defined as 

 𝛼𝑒,𝑖 =
max(∑ 𝐴𝑒,𝑖→𝑘𝑘 ,∑ 𝐴𝑒,𝑘→𝑖𝑘 )

max
M

(∑ 𝐴𝑒,𝑀→𝑘𝑘 ,∑ 𝐴𝑒,𝑘→𝑀𝑘 )
. (4) 

Eqn. 4 is used as a metric for a species’ contribution to the overall combustion, and by 

comparing 𝛼𝑒,𝑖 to a threshold parameter, i.e., 𝛼𝑐𝑟𝑖𝑡, several critical “hub species” are chosen. For 

each of these hub species, multiple pathways from source to target passing through the hub species 

are found and the fastest K pathways are considered for each hub (K = 1 for all applications in this 

study). The speeds of the various pathways are ranked using a graph based on the reciprocal of the 

element flux following the Yen et al. approach [163]. Each of these pathways consists of a series 

of chemical steps as one species is converted to the next, and each of these steps includes 

contributions from multiple reactions. 𝛽𝑒,𝑖→𝑗 is another metric defined for the normalized element 

flux of the top 𝑛𝑟 contributing reactions for a given conversion step from species i to j as follows 

 
∑ 𝑎𝑒,𝑟,𝑖→𝑗

𝑛𝑟
𝑟=1

𝐴𝑒,𝑖→𝑗
= 𝛽𝑒,𝑖→𝑗,𝑟=1~𝑛𝑟

 (5) 

𝛽𝑒,𝑖→𝑗 is compared to another threshold parameter 𝛽𝑐𝑟𝑖𝑡 (0.5 for all applications in this study) for 

each value of 𝑛𝑟. For the lowest value of 𝑛𝑟 for which 𝛽 exceeds this threshold, the top 𝑛𝑟 reactions 

(and all associated species) are included in the mechanism. This process is repeated for each step 

of each pathway for each hub species and all selected species. This entire process is repeated for 

each relevant element and combination of source and target at several chemical timesteps of the 

training simulation from which the flux graph is derived. Finally, the reduced mechanism is 

produced from the union of all included species and all reactions in the detailed mechanism that 
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include only those selected species [157]. The algorithm for the classic GPS method is 

schematically illustrated in Figure 33. 

3.2.3 Adaptive GPS Method 

As the mechanism derived from GPS is based on the detailed results from a training 

simulation, the element flux and chosen species and reactions are dependent upon the conditions, 

such as temperature, pressure, and initial mole fractions under which that simulation was 

performed. For instance, species that are typically produced at 1 atm and 1300 K may not be 

actively involved in reactions at 40 atm and 1800 K. As GPS takes the union of all species and 

reactions throughout the training simulations, species relevant to certain conditions (e.g., low 

pressure and temperature) will be carried throughout the simulation even when those conditions 

no longer hold, leading to needless computational costs and complexity. The novel approach 

proposed by the authors is to perform the reduction process adaptively, where at certain time 

intervals during the main simulation a new detailed simulation is adopted for the next time interval. 

The initial conditions of this training simulation are based on the current conditions of the main 

simulation, and GPS is trained using this shorter time interval simulation. The new reduced 

mechanism produced by GPS will be used for simulating the next several chemical timesteps of 

the main simulation until the change in conditions warrants adopting a new mechanism.  



 

68 

 

 

 

Figure 33. Algorithm for classic GPS adopted from Gao et al. [157]. Reprinted from [164]. 

The code for the novel concept of adaptively updating the mechanism is developed by the 

authors using Python 3, with the Cantera 2 module for the chemistry simulation and adopting the 

GPS repository developed by Gao et al. [157]. By following the adaptive reduction scheme at the 

start of a certain time interval, a new background simulation using the detailed mechanism is 

produced under the same initial conditions as the main simulation. The training simulation 

proceeds until the start of the next time interval. A new GPS-reduced mechanism is trained using 

the element flux generated by this training simulation and this reduced mechanism is used to 

simulate that interval in the main simulation. The use of a new training simulation at each time 

interval ensures that the element fluxes used by GPS to construct the reduced mechanism represent 

the chemistry associated with the main simulation during that specific time. Once the next time 
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interval is reached, a new training simulation is performed, a new reduced mechanism is generated, 

and the main simulation proceeds with that updated reduced mechanism. During conditions where 

rapid changes occur in species states, the adaptive GPS reduced mechanism must be updated in 

response to these changes more rapidly. Therefore, the lengths of the time intervals at which the 

mechanisms are updated (hereafter referred to as the “GPS interval”) are reduced when the 

simulation reaches a period of exceptionally high reactivity, e.g., during autoignition. The heat 

release rate (HRR), the rate at which energy is generated by the combustion, correlates with 

chemical reactivity, and consistently peaks during ignition. Thus, HRR is used as an indicator for 

further refining the GPS intervals. Once the HRR rises above a set threshold, the GPS interval is 

reduced to a fraction of its original value until HRR falls below the threshold again. The initial 

GPS interval, reduced interval, and HHR threshold are input by the user at the start of the main 

simulation. By following this approach, the mechanism adapts itself to the sudden changes in the 

reaction space. The computational time required for the training simulation and the GPS algorithm 

would outweigh any gains from simpler mechanisms and limits its applications in 2D and 3D 

reacting flow simulations. However, the strategy of producing a series of smaller reduced 

mechanisms rather than a single, large mechanism is necessary for the supervised learning 

algorithm which addresses these computational concerns, as will be discussed in Section 3.2.5.  

The adaptive GPS algorithm is represented schematically in Figure 34. 

 

Figure 34. Schematic of the developed algorithm for the adaptive GPS method. 
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3.2.4 Comparing Adaptive GPS Method with Classical GPS Method and Detailed Mechanism 

To demonstrate the benefits of the adaptive GPS algorithm, a simulation of 0D methane 

autoignition is performed using Cantera at an initial temperature of 1505 K, 1.05 atm pressure, and 

an equivalence ratio of 1.05. Temperature, HRR, and relevant mole fractions are plotted against 

time in Figure 35. Each plot shows three sets of results: the first is precited using the GRI 3.0 

detailed mechanism [165]; the second is obtained by developing a single GPS mechanism using 

the GRI 3.0 results as the training simulation, and the third uses the adaptive reduction scheme 

described in 2.2.  Each plot in Figure 35 shows the change in the corresponding state variable 

during the time just before and after ignition which occurs at around 1.2 ms. Comparing the mole 

fraction of CH4, CO2, CO, OH, O, H, H2O, CH3, and CH2O, as well as temperatures and HRR in 

Figure 35 shows that the adaptive GPS predictions follow the results of the detailed mechanism 

far more closely than the classic GPS. This implies that our developed adaptive GPS approach can 

replicate the predictions of the detailed chemistry more accurately.  
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Figure 35. Temperature, mole fraction of various species, and HRR using the detailed 

mechanism (red), classic GPS (green square symbols), and adaptive GPS methods (blue circle 

symbols). The initial reactor temperature is 1505 K, pressure is 1.05 atm, and the equivalence 

ratio is 1.05. Classic GPS skeletal results not available for CH mole fraction as CH was not 

included in the reduced mechanism. 
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Figure 36. Number of species (top) and reactions (bottom) for T = 1505 K, equivalence ratio = 

1.05, and pressure = 1.05 atm obtained using adaptive GPS (blue) and classic GPS (green). 

Shown in Figure 36 are the number of species and reactions used in the adaptive GPS, 

which vary during the simulations, compared to the total number of species used in the classic 

GPS approach, which remains constant throughout the simulation. Figure 36 shows that the 

adaptive GPS approach invokes consistently lower numbers of species and reactions compared to 

the classic GPS mechanism, except for a short duration after ignition at about 1.2 ms. Therefore, 

in addition to more accurate prediction of mole fractions of various species, temperature, and HHR 

(as was shown Figure 35), the adaptive GPS method delivers a reduced mechanism with 

substantially lower numbers of reactions and species throughout the simulations. Such reduced 

mechanisms are essential for conducting 3D turbulent reacting flow simulations as will be 

discussed later. 
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3.2.5 Supervised Learning-Aided GPS Method (SL-GPS) 

Although the adaptive GPS method is more accurate compared to the classic GPS method, 

the additional computational costs of running GPS multiple times as discussed in the previous 

section needs to be reduced before using this approach in practical 3D simulations. To address this 

problem, we propose integrating the adaptive GPS method with supervised machine learning (SL) 

techniques to produce an adaptive reduction scheme that is computationally feasible.  

Figure 37 shows a flowchart representing the proposed algorithm that includes a training stage 

followed by a simulation stage. Training involves a set of 0D autoignition simulations conducted 

across a space of initial conditions with a selected detailed chemistry mechanism for methane (GRI 

3.0 with 53 species and 325 reactions [165]) and ethanol (PCRL-Mech1 with 67 species and 1016 

reactions [166]). For training the GPS method based on the results from methane combustion in 

the GRI 3.0 mechanism, we considered 7 initial temperatures varying between 1300 K to 1900 K, 

3 equivalence ratios varying between 0.6 to 1.4, and 7 pressures varying from 1 atm to 100 atm, 

for a total of 245 cases. For ethanol combustion using the PCRL-Mech1 mechanism, we varied 

the temperature for 5 values from 1000 to 1400, 3 equivalence ratios from 0.6 to 1.4, and 5 

pressures from 1 to 100 atm for total of 75 simulations. These were simulated using Cantera, where 

each simulation was ended at steady state, as signified by the heat release rate dropping below a 

specified threshold. After each simulation, the element flux data was taken at the GPS intervals 

and used to produce the reduced mechanisms using the adaptive GPS algorithm. For each base 

mechanism, the 𝛼𝑐𝑟𝑖𝑡 parameter described in Eq. 4 was set at a constant value: 0.001 for GRI and 

0.1 for PCRL. Similar to the adaptive GPS, these time intervals were reduced during or close to 

ignition using an HRR threshold. For each simulation, the initial GPS interval was defined as the 

length of the detailed simulation divided by a constant (10 for GRI 3.0 and 7 for PCRL). The 
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ignition GPS interval was defined as a third of the normal interval, and an HRR threshold was 

defined as the maximum HRR of the detailed simulation divided by a constant (700 for GRI and 

100 for PCRL). 

  This approach ensures that a sufficient number of mechanisms are created for each 

simulation despite the wide variability in ignition delay time across the range of tested initial 

conditions. Larger GPS intervals and HRR thresholds were used for the PCRL mechanism to 

reduce the necessary computational time to gather the mechanism data, which was larger compared 

to GRI due to the PCRL’s relative complexity. Each mechanism produced at each GPS interval of 

each simulation yields a list of species that GPS selected as important. The list of important species 

is collected with the corresponding temperature, pressure, and mole fraction conditions under 

which they were selected. 
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Figure 37. Supervised learning algorithm for adaptive GPS method constructed of a training 

stage followed by the simulation stage. 

 

These mechanisms are converted to binary lists, where 1 indicates that a species is present 

and 0 indicates otherwise. The frequency of each species’ inclusion is determined, and those 
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species which are included more than 99% of the time are marked to be always included, and those 

which are included less than 1% of the time will be excluded. The remaining species and their 

normalized temperature, pressure, and mole fraction data are included in the binary data set to train 

an artificial neural network (ANN) as illustrated in Figure 38.  

 

Figure 38. Neural network architecture for species selection in the GRI 3.0 showing the number 

of neurons in each layer. nspec refers to the number of species chosen for training, and nvar refers 

the number of species which have not been marked as always or never included. 

 

Two hidden layers are used, and the number of neurons in each layer is tailored to each 

base mechanism to ensure proper training. For GRI 3.0, the first layer has 256 neurons, and the 

second layer includes 128 neurons. Data training for this case is run through the model for 150 
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epochs where an epoch is one full run-through of the training data. For the PCRL mechanism, the 

first layer has 512 neurons, the second has 256, and the training data is run through the model for 

500 epochs. Both use mini batching with batch sizes of 32 and use the Adam optimizer [167]. 

After training, the developed ANN is used as a function that takes temperature, pressure, and mole 

fraction data as input and outputs binary data that encodes a list of species to include in the reduced 

mechanism. Using the mole fraction data from the entire list of species in the detailed mechanism 

as input would introduce needless complexity and training time to the neural network. Therefore, 

for each base mechanism, only the mole fraction of the set of important species is used as input. 

For GRI 3.0, CH4, H2O, OH, H, CO, O2, CO2, O, CH3, CH were selected and for the PCRL, 

C2H5OH, H2O, OH, H, CO, O2, CO2, O, and CH3 are chosen as important species. The network’s 

output is a number between 0 and 1 that decides whether a species is included (> 0.5) or excluded 

(≤ 0.5). The network’s loss function used in this study is binary cross entropy (BCE), which is 

standard for binary classification problems [168]. The network’s loss function is a measure of the 

ANN’s inaccuracy that is minimized as the model is trained. 

The rationale for the choice of ANN architecture is illustrated in Figure 39, Figure 40, 

Figure 41 and Figure 42. In Figure 39 and Figure 40 , bar charts are shown for the binary cross 

entropy (BCE) of the model’s output (as compared to the actual GPS binary species lists) on a test 

dataset calculated based on a 20-80% test/train split of the GPS data for various numbers and 

arrangements of hidden neurons. These cases include double and single hidden layer cases, where 

for simplicity the number of neurons in the second layer is selected as half the number in the first 

layer. Each case was trained until the loss function failed to decrease for five consecutive epochs 

or until a maximum of 600 epochs was reached. We adopted a two-layer model as they exhibited 

a slight decrease in error compared to the single-layer models for all first-layer neuron counts (see 



 

78 

 

 

Figure 39). Two-layer models allow greater adaptability and more flexibility in modeling complex 

nonlinear relationships that can be beneficial in chemistry reduction. In Figure 39, the 256/128 

model that implies 256 neurons in layer one and 128 neurons in layer two showed a significant 

decrease in error compared to 128/64 and 64/32 cases. However, doubling the number of neurons 

as in the 512/256 case actually increased the BCE. The same trend was detected for the 512/256 

model using the PCRL mechanism in Figure 40. Therefore, the optimum architecture is 256/128 

for the GRI mechanism and 512/256 for PCRL. The learning curves for the binary accuracy and 

BCE versus the number of epochs over which the model is trained are shown for the GRI 3.0 and 

PCRL in Figure 41 and Figure 42, respectively. The binary accuracy is defined as the percentage 

of the species that the ANN’s predictions correctly identify as included or excluded. The learning 

curves of both metrics are relatively flattened by 150 epochs for GRI or 500 epochs for PCRL. To 

avoid overtraining and reducing the computational time, the number of epochs of training is 

truncated to 150 and 500 for GRI and PCRL, respectively.  

 

Figure 39. Binary cross entropy (BCE) for predictions of GPS-trained ANN. N1/N2 label 

indicates the number of neurons in the first and second hidden layer, respectively. Training 

performed using GRI 3.0. 
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Figure 40. BCE for predictions of GPS-trained ANN. N1/N2 label indicates the number of 

neurons in the first and second hidden layer, respectively. Training performed using PCRL. 

  

 

Figure 41. Learning curves for binary accuracy and binary cross entropy for GPS-trained ANN. 

Training performed using GRI 3.0 with αcrit = 0.001. 
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Figure 42. Learning curves for binary accuracy and binary cross entropy for GPS-trained ANN. 

Training performed using PCRL-Mech1 with αcrit = 0.1. 

 

In the simulation stage, we will replace the adaptive GPS method with the trained ANN 

model discussed above. During the simulation stage, the current state of the system is passed to 

the ANN as input at the GPS intervals. The output of the ANN model is a new list of species. The 

list of species is used to create a new mechanism, more representative of the current state, which 

will be used for simulating the GPS interval, similar to the adaptive GPS. Unlike adaptive GPS, 

updating the mechanism requires only a pre-trained neural network call, rather than a new training 

simulation. The outcome is a more accurate reduced chemistry mechanism with reasonable 

computational efficiency. In the next sub-section, we investigate the performance of adaptive GPS 

and the supervised learning algorithm for 0D simulations of methane and ethanol combustion using 

GRI 3.0 and PCRL detailed mechanisms. The variation in the species rankings by element flux 

over the course of simulations and the advantages of the adaptive over classic GPS are discussed. 
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3.3 Results and Discussion 

3.3.1 Comparing the SL-GPS with Classical and Adaptive GPS Methods & Detailed Mechanism 

The initial conditions and base mechanisms used for seven 0D simulations of methane and 

ethanol combustion are outlined in Table 3. The base mechanisms include the GRI 3.0 mechanism 

for methane combustion (V1) and the PCRL mechanism for ethanol combustion (V2). Results are 

shown for the detailed mechanisms and the three reduction algorithms discussed in this study i.e., 

a single mechanism produced by a single pass of GPS (Classic GPS) (2.1), adaptive GPS algorithm 

(2.2), and the GPS-trained ANN method, referred to as SL-GPS in the following sub-sections. The 

initial conditions are chosen to represent the conditions at which the neural network is trained 

including long ignition delay time (low temperature and pressure) at fuel-lean conditions (C1), 

long ignition delay time at fuel-rich conditions (C2), short ignition delay time (high temperature 

and pressure) with near-stoichiometric equivalence ratio (C3), and a fourth case for the GRI 3.0 

mechanism similar to the conditions of the simulation shown in Figure 35 (C4). If the neural 

network is overfit on the training data, it “memorizes” the output species for the training inputs 

without learning their meaningful relationship to the state vector. To avoid this issue and properly 

train the model, we selected test conditions such that they do not quite lie at the boundaries of the 

training space, or any exact point of the training space.  
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Table 3. Initial conditions for validation cases. 

 

  

Test Case 

Detailed 

Mechanism 

Temperature (K) 

Pressure 

(atm) 

Equivalence 

Ratio 

V1-C1 

GRI 3.0 (Methane)  

1310 1.1 0.65 

V1-C2 1310 1.1 1.35 

V1-C3 1890 99 1.05 

V1-C4 1505 1.05 1.05 

V2-C1 

PCRL-

Mech1(Ethanol) 

1110 1.1 0.65 

V2-C2 1110 1.1 1.35 

V2-C3 1390 99 1.05 
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3.3.2 Methane Combustion 

We first present Figure 43, which shows the results for each methane validation case, 

including temperature, heat release rate, and mole fractions for OH. For brevity, the comparison 

for other species e.g. (CH4, CH2O CO2, CO, O, H, H2O, and CH3) are shown in Appendix. 

Comparing the results obtained using the classic GPS, adaptive GPS, and SL-GPS reduction 

schemes shows that the adaptive and SL results follow the detailed results more closely than the 

classic GPS predictions for temperature, OH mole fraction, and HRR for all cases. 

This is particularly noticeable in case V1-C4, where the classic GPS mechanism results for 

all three metrics are far from the detailed results as compared to the adaptive GPS and SL-GPS 

predictions that closely follow the temperature, OH, and HRR variations obtained using the 

detailed mechanism. This suggests that the mechanisms produced by the adaptive GPS and SL-

GPS are capable of replicating the results of the detailed GRI 3.0 mechanism with greater accuracy 

than the classic GPS method. 

Figure 44 shows the number of species and reactions in the reduced mechanism for each 

method at each GPS interval during the simulations. Note that the species and reaction count for 

classic GPS are constant across the GPS intervals, as it uses a single mechanism created before the 

start of the simulation. For most of the simulation duration, the number of species and reactions in 

both the SL-GPS and adaptive GPS mechanisms remains below that of the classic GPS 

mechanism, except for a spike in the number of species and reactions close to ignition time which 

can rise above those of the classic GPS mechanism. 
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Figure 43. Temperature, OH mole fraction, and HRR for methane combustion cases using 

detailed (solid red line), classic GPS (open green square symbol), adaptive GPS (open blue circle 

symbol), and SL-GPS (open purple triangle) mechanisms. 

 

However, as the spike generally comprises a small fraction of the total time of the 

simulation, it does not negate the advantages of the adaptive GPS mechanism over the classic GPS 



 

85 

 

 

method. In fact, it suggests that the proposed adaptive algorithm can distinguish between periods 

of high reactivity that require consideration of a larger number of pathways (e.g., during ignition) 

and accurately identifies periods of low reactivity. As the adaptive algorithm encounters a shift in 

reactivity, it automatically adds new pathways which are important for that time period and 

removes the excessive pathways and species at other times to conserve computational costs. The 

reduction in species and reactions is especially dramatic in case V1-C3, where the SL-GPS reaction 

count drops to as low as 56 after ignition compared to the classic GPS count of 196, and even 

during the ignition spike, the adaptive and SL species and reaction count only barely reach the 

classic GPS count. Combined with the improved accuracy seen in Figure 43, the reduction in 

species and reactions indicates that using the proposed adaptive GPS mechanism enhances the 

predictions of species, temperature, and HRR compared to the detailed mechanism and can 

potentially lower the computational time of higher order reacting flow simulations by reducing the 

number of species and reactions as will be discussed later.  

Figure 43 and Figure 44 indicate that the SL-GPS method performs at a similar accuracy, 

species count and reaction count to the adaptive GPS and significantly better than the classic GPS. 

This is important to the practicality of the previously observed benefits of the adaptive GPS 

method, as the SL-GPS method employs the same principles as the adaptive GPS, i.e., updating 

the mechanisms in response to changes in chemical reactivity, without the prohibitive cost of 

running GPS at each GPS interval. Instead, it only requires a call of the trained ANN to select 

species from a state vector, which incurs very little computational cost. Although the SL-GPS 

appears to perform at a greater accuracy than adaptive GPS in Figure 43 for case C1-V4, this is 

not indicative of increased performance since in Figure 44 we can see that SL-GPS often uses a 

larger number of species and reactions than adaptive GPS for that test case. 



 

86 

 

 

 

Figure 44. The number of species and reactions in the reduced mechanisms obtained using the 

classic GPS (blue), adaptive GPS (green) and SL-GPS (purple) methods for methane 

combustion. 

As the ANN in SL-GPS is trained based on the GPS data, we would not expect any 

improvement in mechanism prediction from the adaptive to SL-GPS, however, the accompanying 

increase in computational efficiency makes the latter far more practical. As mentioned previously, 

the most significant accuracy increases from classic to adaptive and SL-GPS are seen in case V1-



 

87 

 

 

C4 in Figure 43, while the most significant reductions in species and reaction count were seen in 

case V1-C3. The adaptive and SL methods for the other two cases, performed at lower 

temperatures and pressures, showed less dramatic improvements in accuracy and reaction 

reductions, but still displayed improvements over the classic GPS. This indicates that adaptive and 

SL-GPS Equation 4) selected by GPS at each GPS interval are shown. The top four species are 

shown for the GRI 3.0 validation cases.  

 

Figure 45. Hub species rankings using Classic GPS for methane combustion. 

 

To demonstrate how the adaptive GPS mechanism outperforms the classic GPS, we 

examined the evolution of hub species for case V1-C3 in Figure 45. At the first GPS interval, CH4 

is ranked first, followed by CH3, O2, and HO2, respectively. This corresponds to the brief 

dominance of the chain initiating reactions that convert CH4 to the more reactive methyl radical 

(CH3) following R.1-3 reactions. 

 OH + CH4 → CH3 + H2O (R.1) 

 H + CH4 → CH3 + H2 (R.2) 
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 O + CH4 → CH3 + OH (R.3) 

The CH3 produced here is then converted via several parallel pathways to CO, which is, in turn, 

oxidized to the target species CO2 primarily via: 

 OH + CO → H + CO2. (R.4) 

As CH3 accumulates from the initiation reactions, the pathways from CH3 quickly become the 

dominant reactions, as indicated by the long period from the initial GPS interval to about 0.014 ms 

where CH3 switches places with CH4 and becomes the highest-ranked hub species. These reaction 

pathways strongly depend on the presence of free radicals like O, H, OH, and HO2 to proceed, as 

indicated by the presence of HO2 and OH at rank 4 throughout the initiation and CH3-dominant 

periods. 

 

Figure 46. Top four hub species ranked by 𝜶 vs. time for adaptive mechanisms in methane 

combustion for cases outline in Table 3. 
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As the reactions continue, more of these radicals are produced through chain-branching reactions, 

where one radical combined with a stable species yields two or more radicals. Examples of such 

reactions are: 

 H + O2 → OH + O (R.5) 

 O + H2 → OH + H. (R.6) 

This causes the net production of radicals to be positive, which increases the concentration 

of radicals and that in turn increases the rate of chain-branching reactions. This gradual buildup of 

radicals explains the gradual rise in species and reaction count before ignition as seen in Figure 44 

for V1-C3. As the number of radicals increase, reaction rates increase and more chemical pathways 

that depend on those radicals become important, necessitating more reactions in the reduced 

mechanisms. Eventually, at around 0.014 ms, these branching reactions begin to produce radicals 

much faster than chain-terminating reactions that convert radicals to stable species. This leads to 

an exponential explosion of radicals, as observed in the sudden spike of OH mole fraction in the 

V1-C3 plot in Figure 43. The sudden abundance of radicals, in turn, causes a sudden increase in 

speed of the CH3 → CO reaction pathways and an increase in reactivity, temperature, and heat 

release rate during ignition. The expedited pathways rapidly deplete the system of CH3 and CH4, 

at which point the dominant reactions become the conversion of CO to CO2, as in R.4. This 

behavior explains that rank 1 is taken by CO after ignition for case V1-C3, generally occupied by 

CO2, OH, and H. Once the focus shifts to the oxidation of CO, the complex network of reactions 

involved in the CH3-CO conversion becomes largely irrelevant. Therefore, the adaptive GPS is 

able to detect this behavior. This is evident from Figure 44 and case V1-C3 where the number of 

species and reactions used in the mechanism suddenly drops at around 0.015 ms right after the 

ignition. The proceeding mechanisms are then able to model the CO oxidation without being 
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burdened by the needless complexity of the CH3-CO pathways. However, the classic GPS method 

cannot adapt to such shifts in the dominating pathways. As seen in Figure 45 for case V1-C3, the 

significance of species measured by classic GPS, based on the entire detailed simulation, ranks 

CH4 and CH3 first. As the classic GPS uses this mechanism throughout the simulation, it must 

consider the reaction pathways relevant to CH4 and CH3 throughout the simulation. Considering 

these pathways imposes an additional computational effort for the post-ignition CO oxidation 

phase. Although this discussion was based on the results for V1-C3, a similar argument holds for 

the other three methane combustion cases. That is, the transition from CH3-dominated chemistry 

to CO oxidation is seen for cases V1-C1, V1-C2, and V1-C4. It is also notable in Figure 46 that 

the average frequency of mechanism updates, relative to the total simulation time, increases with 

increasing the initial temperature and pressure. This is apparently due to the larger HRR expected 

in high temperature and pressure combustion, which causes the threshold for GPS interval to be 

met earlier in the combustion process. This can be seen in V1-C1 where the smaller GPS intervals 

are only used just before and after the ignition, whereas in case V1-C3 the smaller GPS intervals 

are always used except for the very first reduced mechanism.  

The post-ignition phase is better captured using the adaptive GPS method. Based on the 

hub species identification this phase can be further divided into two phases namely: initial post 

ignition (hub species ordered by rank: CO-CO2-OH-O2) and final post ignition (hub species 

ordered by  rank: CO-H-OH-O2). The initial post-ignition phase is dominated by the oxidation of 

CO to CO2 using OH and O2 as oxidizers. This leads to the second heat release event that needs to 

be accurately predicted in hydrocarbon combustion. Noticeably, this secondary heat release is not 

sustained for the entire post-ignition phase as the hub species in the later half (defined as final 

post-ignition phase) focuses on H radical instead of the CO2 stable species. This characterizes the 
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formation of water molecules when the hydrogen and hydroxyl radicals react and contribute to the 

chain termination reaction (i.e., H + OH → H2O). The above discussion proves that the adaptive 

GPS method captures both pre-ignition and post-ignition events more accurately than the classic 

GPS method for methane combustion. 

3.3.3 Ethanol Combustion 

                In this sub-section, we investigate the performance of the adaptive GPS and SL-GPS in 

predicting the temperature and combustion products for ethanol that entails a more complex 

detailed chemistry mechanism compared to methane. Figure 47 shows the prediction of 

temperature, OH mole fraction, and HRR for the three ethanol combustion cases Table 3.For 

brevity, the comparison for other species is shown in Appendix. The adaptive and SL-GPS 

mechanisms yield results far more accurate to the detailed mechanism predictions than classic 

GPS, to an even greater extent than seen in the methane cases (see Figure 43). Figure 48 shows 

the species and reaction counts for each mechanism. Similar to methane combustion, far fewer 

species and reactions are invoked by the SL-GPS and adaptive GPS to produce the superior 

accuracy seen in Figure 47, although the spike in species and reactions is observed right before 

ignition similar to methane combustion (see Figure 44). The use of a more complex detailed 

mechanism as in PCRL-Mech1 forces the adaptive GPS and SL-GPS methods to more frequently 

update the reduced mechanism during simulation. Therefore, these two methods outperform the 

classic GPS more noticeably for the more complex chemistry mechanisms in ethanol combustion. 
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Figure 47. Temperature, OH mole fraction, and HRR for ethanol combustion using detailed 

(solid red line), classic GPS (open green square symbol), adaptive GPS (open blue circle 

symbol), and SL-GPS (open purple triangle) mechanisms. 
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Figure 48. The number of species and reactions in the reduced mechanisms obtained using the 

classic GPS (blue), adaptive GPS (green), and SL-GPS (purple) methods for ethanol combustion 

across different cases. 

 

Figure 49 shows the top two ranked hub species for the ethanol cases, again using the 

normalized element flux α as a metric. Although the kinetics for ethanol combustion involves far 

more species and reactions than for methane, we can still identify a transition in species importance 

around the time of autoignition analogous to the CH3-CO shift for methane as seen in case V2-C3 

at 0.003 ms. At that instant of time, the mechanism goes from being dominated by C2H5OH 

(ethanol), O2, and C3H5O2 to a larger variety of species like OH, H, CH2CO, CO3 (1046) and 

(3061), CO2, and C2O3 (1043). Although CH3 and CO do not appear to play as large a role in this 
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transition as in the methane combustion, the shift in species importance is due to the explosion of 

free radicals caused by chain branching reactions represented by R.5 and R.6 which rapidly reduce 

the mole fraction of initial reactants, e.g., C2H5OH and the significance of the chain initiating and 

propagating reactions that they tend to facilitate. Therefore, similar to the methane combustion, 

the adaptive GPS method eliminates these reactions in post-ignition reduced mechanisms. This 

yields faster computing times compared to classic GPS which considers all these reactions 

throughout the simulation. Our future work will focus on a posteriori study of the proposed 

adaptive and SL-GPS method in 3D reacting flow simulations to illustrate the effectiveness of 

these methods in practice. 

 

 

Figure 49. Top two hub species ranked by 𝜶 vs. time for adaptive mechanisms in ethanol 

combustion cases. 
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So far, we discussed the benefits of the new SL-GPS method for two mechanisms. This 

targeted study helped in understanding the capabilities of the SL-GPS method to identify 

combustion phase-specific hub species and its superior prediction while using fewer species. The 

architecture of neural network can still be improved for the entire range of conditions. In sub-

section, a sensitivity study is conducted to identify the ideal architecture for a given mechanism 

with respect to both ANN architecture and the data size used for training. In sub-section, the 

optimum trained neural network identified in previous sub-section is implemented to validate the 

SL-GPS method with a range of conditions on the ignition delay time. 

3.3.4 Sensitivity Study with respect to the Ignition Delay Time 

To further optimize the implementation of our SL-GPS strategy, a sensitivity study was 

conducted to determine the effect of various network architectures and training data sizes on the 

performance of the proposed reduction method. Figure 50 and Figure 51 present the relative errors 

in ignition delay time using SL-GPS for methane combustion with the GRI 3.0 mechanism. These 

were averaged over 20 sets of initial pressure, equivalence ratio, and temperature chosen randomly 

from ranges of 0.1 atm to 100 atm, 0.6 to 1.4, and 1300 K to 1900 K, respectively. Figure 50 

displays the error’s variation for 100, 300, and 500 detailed simulations conducted for training and 

testing the SL-GPS, each randomly chosen from the same range of initial conditions as above. This 

is shown for network architectures of 1, 2, and 3 layers of neuron counts. The ANNs were trained 

for as many epochs before no improvement in binary cross entropy over a specified tolerance was 

found for 20 consecutive epochs. The 20 sets of conditions are the conditions used for the GPS-

SL simulations using the trained and tested ANN, which are averaged to derive the results shown 

in Figs. 19-22 for the sensitivity study. It is apparent from the trend that the relative error is 

minimized for most architectures at 500 cases, except for the 256, 128, 64 and 128, 64 neuron 
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structures, the latter of which spikes at 500 cases. This spike in error is likely due to the network 

being overfit that typically occurs when the network memorizes the species selected for each 

training data point without learning the physical principles underlying their selection. The network 

applied to 20 sets of conditions different from the training cases might result in significant error. 

By increasing the number of training cases from 300 to 500 cases compared to the 16, 128 and 16, 

8 neuron architectures the predictions do not exhibit significant improvements. This shows that 

large architectures (256, 128 and 256, 128, 64 neurons) are more prone to overfit. The architectures 

with 256, 128 and 256, 128, 64 neurons do not show error spike at 500 cases and often produce 

smaller errors than the simpler architectures. This behavior might be due to the random way 

training cases are selected. The randomly selected conditions under which overfitting occurs is 

within the range of 20 sets training dataset. If this network is applied to a general condition 

randomized further or averaged over more random dataset (50 sets of conditions in comparison to 

20 sets used) we expect a spike in error similar to 128, 64 neuron networks. Regardless, for the 

simpler architectures at least, the largest possible number of training simulations is desirable for 

more accurate prediction.  

Figure 51 shows the variation of relative error with the GPS interval during ignition. This 

interval was determined from the time the detailed simulation takes to reach steady state (defined 

as the heat release rate dropping below a certain threshold, 200,000 J/m3-s for this study). A 

specified fraction (either 0.005, 0.01, or 0.02) of this time was taken and used as the GPS interval 

during ignition (defined as the heat release rate being above a certain threshold, determined by 

dividing the maximum heat release rate of the detailed simulation by 400 for methane combustion 

and 100 for ethanol combustion). Prior to ignition, a GPS interval five times the size of the ignition 

interval was used. From Figure 20, it appears that most of the architectures have minimum error 
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at a GPS interval of 0.01 of the simulation time except for the smaller architectures of 16 and 16, 

8.  

Figure 52 and Figure 53 show the maximum number of species in any reduced mechanism 

predicted by the SL-GPS over the twenty random cases as they vary over the number of train/test 

cases and the GPS interval. It is seen that the simple architectures of 16 neurons and 16, 8 neurons 

yield smaller number of species, which suggests simulations with mechanisms predicted by these 

architectures will further reduce the computational cost. Reducing the size of the GPS interval also 

appears to reduce the maximum number of species for the simpler architectures. This is likely 

because each GPS mechanism used to train the network is based on a smaller time range of 

simulation data (the time range from one update to the next). If this interval is smaller, the 

chemistry will have less time to evolve and there will be less time for more species to become 

relevant. This will cause GPS to include fewer species in the generated reduced mechanism. In 

turn, the neural network trained on this mechanism predicts fewer species. In summary, the 16-

node architecture demonstrated the lowest number of maximum species at the 0.005 GPS interval, 

and the relative error correlated negatively with the number of training/testing cases for the simple 

architectures (indicating that they are not overfit). Therefore, the 16-node architecture 

trained/tested with 500 cases at a GPS interval that is 0.005 of the detailed simulation time is 

selected as the ideal configuration of SL-GPS for the values studied for the GRI 3.0 mechanism in 

this study. 
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Figure 50. Ignition delay errors for different training set sizes. 

 

 

Figure 51. Ignition delay errors for different sizes of GPS interval. 
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Figure 52. Maximum species counts for different training set sizes 

 

 

Figure 53. Maximum species counts for different sizes of GPS interval 

 

3.3.5 Ignition Delay Time Validation for Methane and Ethanol Combustion 

A validation study was conducted to compare SL-GPS’s efficiency in predicting ignition 

delay time to other reduction methods, i.e., classic GPS and DRGEP, across a wide range of 

conditions for both methane (using GRI 3.0) and ethanol (using PCRL) combustion. The ideal 
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network and training set identified in section 2.6 was used here, but an additional hidden layer of 

8 neurons was added to the network architecture for the ethanol cases to account for the increased 

complexity of the PCRL mechanism for a total of two hidden layers with 16 and 8 neurons. The 

16, 8 architectures showed no change in maximum species count as the GPS interval was changed 

from 0.010 to 0.005 in Figure 53. Therefore, a 0.010 GPS interval was used for the ethanol cases. 

The range of parameters considered for this study are described in Table 4 and Table 5, where 

temperature, pressure, and equivalence ratio are varied at uniform increments from a lower to an 

upper limit (except for pressure, which is varied at log-uniform increments). All permutations are 

tested for a total of 120 cases. These ranges are identical to those used to train the reduction ANN. 

However, the cases used for training are chosen randomly rather than at increments. Two values 

for each parameter outside the training range were also used with one case for each permutation 

for a total of 8 outlier cases. This is to test the prediction capabilities of the ANN model on data 

ranges it was not previously trained on. 

Figure 54 and Figure 55 shows the distribution of relative errors in ignition delay time 

across the 120 training range cases for the methane and ethanol results, respectively. In both 

figures, SL-GPS possesses a high narrow peak near zero, while DRGEP exhibits a wider peak and 

is shifted to either side of the 0-error mark. The error of the SL-GPS exceeded the maximum error 

of DRGEP for ethanol combustion in a few cases for ethanol combustion, but the majority of 

DRGEP cases clearly had a larger error than the bulk of the SL-GPS cases. Classic GPS shows a 

wide peak at zero for methane combustion, and two small peaks (one around 0 and another around 

0.10) for ethanol combustion. Compared to the other methods, SL-GPS demonstrated a 

significantly tighter distribution of errors that suggests a greater reliability in accurately predicting 

ignition delay time for both mechanisms.  
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This is confirmed by the average absolute-value relative errors reported in Figure 56 and 

Figure 57. SL-GPS’s average error over the 120 cases is nearly a full order of magnitude lower 

than both the Classic GPS and DRGEP mechanisms for methane combustion and it is significantly 

lower than the Classic GPS error and slightly lower than DRGEP’s error for ethanol combustion. 

Figure 56 and Figure 57 also report the average computational time for a single chemical timestep, 

which constitutes the Jacobian evaluation and advancing the simulation by a single integration 

step. In addition to demonstrating significant improvements in accuracy, SL-GPS’s mechanisms 

took less time on average to solve the necessary chemistry at each chemical timestep for both 

methane and ethanol combustion. This suggests that SL-GPS is made more efficient than current 

reduction methods by adaptively changing the mechanism at intervals to fit the detailed chemistry. 

Figure 58 and Figure 59 show the variation of ignition delay time predicted by SL-GPS as 

temperature and pressure are changed, overlaid with the detailed results for an equivalence ratio 

of 0.6. The results for 1.0 and 1.4 are given in Appendix. SL-GPS clearly succeeds in predicting 

the expected positive log relationship of ignition delay time with the inverse of temperature (scaled 

by a factor of 1000), and its decrease with greater pressure at lean, stoichiometric, and rich 

equivalence ratios for both fuels. 

To assess whether the ANN of SL-GPS is capable of extrapolation outside of its training 

range, the average errors and chemical timestep computational times are reported for 16 outlier 

cases (8 for each fuel) in Figure 60 and Figure 61. For methane combustion (Figure 58), the error 

for SL-GPS is still significantly lower than that of classic GPS while exhibiting slight improvement 

over DRGEP. However, while SL-GPS’s computational time is still lower than Classic GPS, 

DRGEP appears to perform better at these conditions. This suggests that SL-GPS’s efficiency is 

reduced when predicting mechanisms for methane combustion under conditions outside its training 
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range due to the limitations of its neural network in extrapolating data. SL-GPS demonstrates 

accuracy and computational times comparable to DRGEP and better than classic GPS under such 

conditions. This behavior indicates that the neural network has not been overfit and has 

internalized the physical principles that underpin GPS. As those principles apply just as well in 

conditions outside the training range as within, GPS-SL is still able to select reasonable species 

for reduction under the outlier conditions. For ethanol combustion (Figure 59), a significant 

reduction in both error and computational time for SL-GPS as compared to DRGEP and Classic 

GPS is seen. SL-GPS (used with ethanol combustion) is therefore capable of extrapolating beyond 

its training range to maintain its superior efficiency at extreme temperatures, pressures, and 

equivalence ratios, unlike for the methane cases. This may support the previous conclusion that 

the improvements in efficiency that SL-GPS offers are more pronounced for more complex 

mechanisms like PCRL-Mech1, where the more complex and varied chemistry has greater need 

for adaptive reduction. 

Table 4. Initial conditions used for SL-GPS ignition delay time validation for GRI 3.0. 

Parameters Temperature (K) Pressure (atm) Equivalence Ratio (-) 

Lower Limit 1300 0.1 0.6 

Upper Limit 1900 100 1.4 

Number of Increments 10 4 (logarithmic) 3 

Lower Outlier 1200 0.05 0.4 

Upper Outlier 2000 200 2.0 

Table 5. Initial conditions used for SL-GPS ignition delay time validation for PCRL-Mech1. 

Parameter Temperature (K) Pressure (atm) Equivalence Ratio (-) 

Lower Limit 1000 1 0.6 
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Upper Limit 1400 100 1.4 

Number of Increments 10 4 (1, 10, 50, 100) 3 

Lower Outlier 900 0.1 0.4 

Upper Outlier 1500 200 2.0 

 

 

 

Figure 54. Histogram of relative error in ignition delay time for methane combustion. Kernel 

density estimated probability functions are shown for each method. 
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Figure 55. Histogram of relative error in ignition delay time for ethanol combustion. Kernel 

density estimated probability functions are shown for each method. 

 

Figure 56. Computational times and relative errors for training range cases for GRI 3.0. 



 

105 

 

 

 

Figure 57. Computational time and relative error for training range cases (Table 5) for PCRL-

Mech1. 

 

 

Figure 58.  Ignition delay time for training range cases at an equivalence ratio of 0.6 (Table 4) 

for GRI 3.0. 
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Figure 59. Ignition delays for training range cases at an equivalence ratio of 0.6 (Table 5) for 

PCRL-Mech1. 

 

 

Figure 60. Computational times and relative errors for outlier cases for the GRI 3.0 mechanism 

for methane combustion. 



 

107 

 

 

 

Figure 61. Computational times and relative errors for outlier cases for PCRL-Mech1. 

3.3.6 0D – Chemical Analysis of sCO2 oxy-combustion 

Large amounts of sCO2 dilution used for moderating the combustor exit temperature, high 

pressure and high preheat temperature in sCO2 oxy-combustors make this environment very 

different from conventional air-breathing propulsion systems [6]. Different percentage dilutions 

of CO2, i.e., 65%, 80%, and 90% defined by mole fraction are considered in this study for the same 

SWRI configuration while maintaining the same oxidizer and fuel ratio of 0.25 for all cases 

outlined in Table 6. The results include the auto-ignition behavior in 0D configuration at the 

conditions outlined in Table 6. 

Table 6. Different %CO2 dilution keeping the fuel-air ratio constant (
𝒏𝒇𝒖𝒆𝒍 

𝒏𝒂𝒊𝒓
= 𝟎. 𝟐𝟓). 

Case # %CO2 %O2 %CH4 

1 90 8 2 
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2 80 16 4 

3 65 28 7 

 

Preliminary 0D auto-ignition simulations are conducted using GRI 3.0 mechanism and Redlich-

Kwong EoS to capture the real-gas effects embedded in Cantera. [162] Simulations are initiated 

with the mass fractions given in Table 6 at 200 bar pressure and 1200 K in a real-gas reactor. 

Investigating the role of chemistry mechanisms on ignition behavior is of high importance yet 

beyond the scope of the current study and will be pursued in our future paper. Although several 

new chemistry mechanisms relevant to sCO2 oxy-combustion have been proposed recently, e.g., 

UCF with 23 species reduced from the Aramaco 2.0 mechanism, this preliminary study adopts 

GRI 3.0 to understand the effects of sCO2 dilution on the ignition delay time (IDT) consistent with 

previous studies due to the uncertainties that might exist in the newly developed mechanisms. 

[140] Figure 62 shows the temporal profiles of major and important intermediate species, e.g., 

CH4, O2, CH3, H2O, CO2, CO, OH, and CH. CO2 mole fraction does not change significantly over 

the duration of combustion indicating the limited chemical role of CO2 dilution in line with the 

experimental observations [140] which highlighted the key pathways that govern sCO2 

combustion. The concentration of three key intermediate species, i.e., CH3, C2H6, and CH3O are 

plotted for different equivalence ratios, i.e., 𝜙= 0.5, 1.0, 1.5 and % dilutions, i.e., 65, 80, and 90% 

in Figure 63. We consider the following chemical pathways highlighted in a previous study [140]: 

CH3 → CH3O (Promotes) 

CH3 → C2H6 (Hinders). 

At 90% CO2 dilution and equivalence ratio equal to 1 and 1.5, the hindering effect of C2H6 

formation is shown as the C2H6 mole fraction is diminished shortly after the ignition. The criteria 
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considered for ignition delay time in this study is based on the time it takes from the start of 

simulations to reach a peak in CH concentration which is about ~0.02 s at 90% dilution. C2H6 

formation prevents the further transformation of CH3 and limits the chain propagating reactions 

and follows a different pathway. The two reaction pathways highlighted by Karimi et al. [140] are: 

CH4→CH3→CH4O→CH2O→HCO→CO 

CH4→CH3→C2H6→C2H5→C2H4→C2H3→CH2CHO→CH2CO→HCCO→CO. 

The second pathway is preferred and is reflected in Figure 64a where higher CO2 dilution 

and higher equivalence ratio values lead to higher CO generation. Although the hindering effect is 

most pronounced for higher percentage dilution, the intermediate dilution (i.e., 80%) with an  

  

Figure 62. Temporal profile of different species for 90% sCO2 dilution and equivalence ratio 

equal to one. 

𝝓 CH3 C2H6 CH3O 

0.5 
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Figure 63. Important intermediate species for different sCO2 dilution and equivalence ratios. 

equivalence ratio equal to 1.5 also exhibits the hindering effect. Formation of C2H6 decays after 

ignition which in turn delays CH3 oxidation. However, at lower equivalence ratios, only the higher 

% dilution shows the slow propagation as evidenced by slow oxidation of CH3 post ignition. 

In summary, higher equivalence ratios and higher dilution rates result in slower oxidation 

of CH3 due to the hindering pathways discussed above that can cause incomplete combustion and 

higher CO formation. Figure 64a shows that there is a region between 75% and 90% and an 

equivalence ratio between 0.5-1 that exhibits the lowest CO production. Figure 20b shows that 

IDT calculated based on the same criteria discussed above is very sensitive to the percentage 

dilution while it does not vary significantly with the equivalence ratio. IDT is an order of 

magnitude higher with 90% dilution compared to 65%. Figure 64c shows the IDT contours for the 

entire vector space of % dilutions and equivalence ratios. It can be noted that IDT increases beyond 

the 80% CO2 dilution and is lower at smaller equivalence ratios. Therefore, the 0D analysis 

presented here shows that an optimum combustion condition with low CO production and low IDT 

can be achieved at lower equivalence ratios (0.5-0.65) with intermediate dilution (75-90%) based 

on IDT and CO mole fraction results. 
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3.4 Summary and Conclusions 

In this study, we introduced a new adaptive GPS approach and a new supervised learning 

aided GPS (SL-GPS) method trained on the developed adaptive GPS approach and validated both 

methods against 0D simulation of methane and ethanol combustion using detailed mechanism and 

classical GPS methods. Validations are performed for methane combustion with the GRI 3.0 

mechanism at temperatures from 1310 to 1890 K, pressures from 1.1 to 99 atm, and equivalence 

ratios from 0.6 to 1.4, and ethanol combustion with the PCRL-Mech1 mechanism at temperatures  

 

(a)       (b)                        (c) 

 
 

  

Figure 64 (a) CO mole fraction across dilution rates and equivalence ratios for different CO2 

mole fraction; (b) IDT vs. different dilution rates and equivalence ratios; (c) IDT across dilution 

rates and equivalence ratios and CO2 mole fraction. 

from 1110 to 1390 K, pressures from 1.1 to 99 atm, and equivalence ratios from 0.6 to 1.4. The 

main conclusions from this work are summarized below: 

 Adaptive GPS method predicted the results of detailed mechanism (temperature, HHR, 

and species mole fractions) with greater accuracy and generally fewer species and 

reactions than the classic GPS mechanisms. This is true of all temperature, pressure, and 

equivalence ratios tested, and for both methane and ethanol combustion. The enhanced 

performance was particularly noticeable in the high temperature/pressure cases for 
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methane combustion.  

 The only major exception to the adaptive GPS algorithm using fewer species and reactions 

was limited spikes in adaptive species and reaction counts, which may be indicative of 

the adaptive algorithm’s ability to distinguish between periods of high reactivity that 

warrant a greater number of reactions in the reduced mechanism and periods of low 

reactivity that do not require all those reactions.  

 The enhanced performance of the adaptive GPS algorithm over the classic GPS 

mechanism is attributable to the former’s ability to exclude reactions once they become 

irrelevant, such as the CH3 to CO conversion pathways in methane combustion after 

ignition occurs, whereas the classic GPS considers such reactions throughout the entire 

simulation period. 

 Since adaptive GPS requires a new detailed simulation and a call of a full reduction 

algorithm at each GPS interval it is not computationally feasible in reacting flow 

simulations. To overcome this limitation, a supervised learning ANN trained using the 

adaptive GPS is proposed in this study. This SL-GPS method gives the benefits of the 

reduced mechanisms of adaptive GPS with much lower computational costs. 

 SL-GPS mechanisms performed with similar accuracy and similar species and reaction 

counts to the adaptive GPS mechanisms and likewise outperformed the classic GPS, 

despite involving far less computational cost compared to both classic and adaptive GPS. 

 An ideal architecture was identified for the SL-GPS method for both the mechanisms. In 

general, relatively simpler architecture tend to perform better due to the nature of the 

problem. However, an increase in complexity is required as the mechanisms involve more 

species and reactions. 
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 Validation of ignition delay time demonstrates the improved accuracy of the SL-GPS 

method over the classic-GPS and DRGEP. The main highlight of SL-GPS method was 

the improved computational time and accuracy in comparison to the existing methods. 

For ethanol combustion, this extended to cases outside the training conditions. 

 Successful validation in 0D simulations proves the high potentials of the proposed SL-

GPS to improve simulation capabilities for 2D and 3D turbulent reactive flow simulations. 

It is noted that the number of GPS execution can increase to enhance the accuracy and 

lower the number of species included in the reduced mechanism. As we are only limited 

by the chemical timescale, we can execute GPS at finer timescales than the current order 

of refinement which is 10 times the chemical timescale. Therefore, the scope of 

improvement of the SL-GPS method is improved in both accuracy and computational 

times in higher order simulations. 
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4. SCO2 OXY-COMBUSTION USING FINITE RATE CHEMISTRY 

4.1 Introduction 

4.1.1 Application of the SL-GPS Method to Higher-Order Simulations 

As shown in Figure 44, the SL-GPS method is capable of predicting a larger number of 

species just before ignition, compared to the classic GPS method. However, it generally uses a 

smaller number of species. Although larger numbers of species do not pose a problem in 0D 

simulations, it becomes computationally expensive to simulate reactions with a large number of 

species in 1D/2D/3D simulations. This is because the governing equations of the combustion 

process need to be solved for each species, and the computational cost increases exponentially 

with the number of species. Therefore, methods such as SL-GPS that can predict combustion with 

fewer species without compromising accuracy are desirable for large-scale simulations.  

We propose two approaches for reducing the maximum number of species predicted by the SL-

GPS algorithm near ignition time: (1) set a strict upper bound to the number of maximum species 

through the GPS accuracy parameter (i.e., 𝛼.) By increasing 𝛼, fewer species will be included in 

the reduced mechanism while the accuracy of the SL-GPS is reduced just for a very short duration. 

This approach will limit the maximum number of species to that predicted by the classic GPS 

algorithm; (2) increase the number of GPS executions during certain time intervals where the 

number of species in the reduced mechanism surpasses that predicted by the classic GPS algorithm. 

It is noted that the number of GPS executions can increase to enhance the accuracy and lower the 

number of species included in the reduced mechanism. Since we are only limited by the chemical 

timescale, we can execute GPS at finer timescales than the current order of refinement which is 10 

times the chemical timescale. Therefore, the scope of improvement of the SL-GPS method is 

improved in both accuracy and computational times. 
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In summary, from the start of simulation until the SL-GPS reaches the maximum species 

limit (i.e., close to the ignition time), only the species predicted by the SL-GPS at a particular time 

during combustion, which is smaller than those predicted by classic GPS method, will be 

transported. This approach will reduce the computational time required for solving additional 

diffusive and convective terms. In addition, the time required to setup and evaluate the Jacobian 

matrix of reacting species is based on the number of source terms that need to be solved. This step 

is dependent on the total number of species participating in the entire combustion while all non-

participating species are considered as 3rd body. Since SL-GPS mainly predicts smaller number of 

species in the reduced mechanism, we expect a much lower computational cost using SL-GPS. 

The use of SL-GPS in 2D and 3D reacting flow simulations is investigated in the following 

sections. 

4.1.2 Extending the code for real gas effects 

For running full-scale 3D CFD ILES of SWRI combustor, apart from the necessary 

reduction mentioned above the OpenFOAM solver needs to be expanded for the real-gas effects. 

As discussed in the case of DNS, the OpenFOAM code has also been augmented with Peng-

Robinson EOS, mixing and transport rules. The same set of models are used for ILES as were used 

for the DNS to maintain consistency. These models initially implemented in OpenFOAM by 

Nguyen et al.[169] has been used in this study and fortified with the chemistry reduction tools to 

simulate oxy-combustion by leveraging the SWRI combustor. 
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4.2 Computational Methods 

4.2.1 Tabulation of Dynamic Adaptive Chemistry (TDAC) 

The state-of-the-art algorithm for reduction of computational expense in solving the 

reactive simulation is called the Tabulation of Dynamic Adaptive Chemistry [170]. This method 

integrates two commonly used approaches to reduce computational time namely: tabulation and 

reduction. The tabulation technique used in this method is In-Situ Adaptive Tabulation (ISAT) 

[153] while the reduction technique used is the Dynamic Adaptive Chemistry (DAC) [171]. The 

ISAT tabulates an existing chemical mapping with new ODE solutions corresponding to new 

compositions dynamically as the CFD simulation proceeds. The DAC is an on-the-fly chemistry 

reduction tool that is an extension to the DRGEP method. Another feature of DAC is considering 

the active species only and passing them to the ODE solver, thereby creating a compact Jacobian 

matrix without the inactive (third body) species. The TDAC method as the name suggests is an 

integration of ISAT as the tabulation technique and DAC as the reduction technique. This 

integration further enhances the computational speed while maintaining the required accuracy.  

4.2.2 Tabulated Supervised Learning – Global Pathway Selection (TSL-GPS) 

A new reduction library is developed as the Tabulated Supervised Learning – Global 

Pathway Selection (TSL-GPS). The schematic for TSL-GPS is shown in Figure 65. The dashed 

arrow going from ISAT to CFD block in the figure represents the retrieval of existing mapping 

from the ISAT table. If the solver identifies a new composition of mass fraction, the 

addition/growth pathway is triggered as highlighted by the blue arrows. The SL-GPS then 

identifies the active species to be solved for and only the active species and their relevant reactions 

are passed to the ODE solver. The new mapping is computed and passed back to the ISAT where 

the existing table is extended by adding the new mapping. By implementing this approach, the 
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algorithm can efficiently retrieve tabulated values for similar compositions without the need for 

time-consuming iterations. This optimization significantly improves computational speed and 

reduces processing time.   

 

Figure 65. Schematic of the TSL-GPS method and its implementation in OpenFOAM. 
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4.2.3 Real gas Implicit Large Eddy Simulation (ILES) 

Implicit Large Eddy Simulation (ILES) is a simulation approach employed in 

computational fluid dynamics (CFD) to model turbulent flows. It integrates elements from both 

Large Eddy Simulation (LES) and implicit numerical methods. In LES, turbulent structures at 

large scales are explicitly resolved, while smaller scales are represented using subgrid-scale 

models. This method captures the prominent turbulent features while reducing computational costs 

compared to simulating all scales explicitly. In ILES, the numerical scheme utilized to solve the 

governing equations of fluid flow incorporates implicit time integration. This allows for larger 

time steps, resulting in more efficient computations. By using an implicit approach, ILES focuses 

on capturing the larger, more dominant turbulent structures while implicitly representing the 

effects of smaller scales. While the smaller scales are not directly resolved, their influence is 

indirectly incorporated through the implicit numerical scheme, providing stability and accuracy to 

the simulation. The ILES code used for simulation of sCO2 oxy-combustion is originally 

developed by Nguyen et al. [169] to enable modeling real-gas behavior in OpenFOAM v6. The 

base code is further expanded in this study to enable chemistry reduction techniques such as TDAC 

and the TSL-GPS. 

4.2.4 Governing Equations 

The ILES solver in OpenFOAM solves the unsteady Navier-Stokes equations coupled with 

additional equations for modeling combustion. These equations describe the conservation of mass, 

momentum, energy, and species transport. For incompressible, reacting flows, the governing 

equations are as follows: 

 Conservation of Mass 

The continuity equation is as follows: 
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Conservation of Momentum 

The momentum equation is expressed as: 
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where τ  represents the viscous stress tensor defined by 𝝉 = −
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Conservation of Energy: 

The energy equation is modified to include the effects of combustion: 
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Where sh  is sensible enthalpy, K is kinematic energy and  
rQ  represents the heat release due to 

combustion. 

Species Transport 

Additional transport equations are solved for each species involved in the combustion 

process. These equations account for the transport and reaction of species coupled with the other 

governing equations.  

 
   i

i i i

Y
Y Y w

t

 
   


    v Vi  

where iY , Vi , 
,s ih , iw  are mass fraction, diffusion velocity vector, the individual sensible enthalpy 

and the net reaction rate of the ith species.   is the thermal conductivity, 
pc is the specific heat 
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capacity, sh is the sensible enthalpy, K is the kinematic energy, and 
rQ is the net heat of 

combustion. 

4.2.5 Numerical Discretization 

The ILES solver in OpenFOAM employs a finite-volume discretization scheme to 

numerically solve the governing equations. The computational domain is divided into a mesh 

consisting of cells, and the equations are integrated over these control volumes. 

a. Spatial Discretization 

The spatial derivatives in the governing equations, including those for species transport, 

are approximated using a cell-centered approach. The variables are defined at the center of each 

cell, and the discretized form of the equations results in a system of algebraic equations for each 

cell. 

b. Temporal Discretization 

The ILES solver utilizes an implicit time integration scheme to discretize the unsteady 

terms in the governing equations including the reactions. The time derivatives are approximated 

implicitly, resulting in a system of algebraic equations solved iteratively. 

4.2.6 Sub-models 

Subgrid-Scale Modeling 

Similarly, the subgrid-scale turbulence modeling is achieved through the inherent 

numerical dissipation of the discretization scheme, without requiring explicit turbulence models. 

The unresolved turbulent fluctuations are damped by the implicit treatment of the equations, 

effectively filtering out small-scale turbulence. Overall, ILES strikes a balance between accuracy 

and computational efficiency by capturing the dominant turbulent features explicitly while 

indirectly incorporating the effects of smaller scales through the implicit numerical scheme. 
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Combustion Modeling 

The ILES solver enables the modeling of combustion through additional terms and 

equations including the calculation of heat release due to combustion (
rQ ) in the energy equation 

and the transport equations for species involved in the combustion process. Different combustion 

models, such as finite-rate chemistry or flamelet models, may have different formulations for these 

terms. By solving the species transport equations along with the other governing equations, the 

ILES solver in OpenFOAM allows for a comprehensive simulation of combustion processes, 

taking into account the transport and reaction of multiple species involved in the reaction 

mechanism. 

In summary, the ILES solver in OpenFOAM solves the unsteady Navier-Stokes equations 

coupled with additional equations for combustion modeling. It utilizes a finite volume 

discretization scheme, implicit time integration, and inherent numerical dissipation to capture 

large-scale turbulent structures while effectively filtering out unresolved turbulence. The solver 

also accounts for the transport and reaction of species involved in the combustion process. 

Reduction method  

The base code referred to as realFluidReactingFoam solver has been augmented with 

reduction models to enable full-scale ILES simulation of the realistic SWRI combustor. The 

TDAC method was integrated from existing OpenFOAM libraries. For the TSL-GPS, the 

tabulation follows the TDAC method, i.e., In-Situ Adaptive Tabulation (ISAT) while the reduction 

method is the SL-GPS where the trained models from TensorFlow is transferred to OpenFOAM 

by using the TensorFlow C API as discussed before. The two methods, namely the TDAC and 

TSL-GPS are compared for accuracy and computational effectiveness in the a-posteriori 

validation of the TSL-GPS method. 
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4.3 Results and Discussion 

4.3.1 TSL-GPS for Sandia Flame D 

The SL-GPS method is validated a-posteriori after implementing the TensorFlow-C API 

in OpenFOAM v6 to transfer the trained neural network. A new reduction library called TSL-GPS 

has been created as discussed earlier. The Sandia Flame D configuration is shown in Figure 66. 

The mesh and geometry used for simulating the Sandia Flame D adopted from Morev et al. [172] 

is shown in Figure 67. The chemical mechanism used in Sandia Flame D and subsequent SWRI 

case is GRI3.0[173] which consists of 53 species and 353 reactions. 

 

Figure 66. Sandia Flame D configuration. Reprinted from [174] 

 

 

Figure 67. Sandia Flame D geometry. Reprinted from [172] 
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Details of the mesh can be found in [172]. Qualitative results in the form of instantaneous 

temperature contour, as shown in Figure 68, indicate that the TDAC method predicts the flame to 

be located further downstream in comparison to the SL-GPS method. Similar observations can be 

seen from the instantaneous mass fraction contour plots for CO2 and H2O shown in Figure 69.  

  

(a) (b) 

Figure 68. Qualitative comparison of temperature contours using (a) TDAC and (b) SL-GPS. 

 

  

(a) (b) 

  

(c) (d) 

Figure 69. Qualitative comparison of CO2 mass fraction contours using (a) TDAC; (b) SL-GPS 

and H2O mass fraction contours (c) TDAC (d) SL-GPS 
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Quantitavive comparison of the centerline temperature profile among TDAC, SL-GPS, and 

experiments shown in Figure 70  indicates the higher acuracy of the TSL-GPS method in capturing 

the flame location. The peak temperature is more accurately captured around x/d = 40 location 

using the TSL-GPS method. Towards the end of the domain, the temperature prediction is 

improved by approximately 30% using the TSL-GPS method over the TDAC method. However, 

for the near-inlet region, TDAC is able to better capture the temperature profile. The overall trend 

is clearly better captured using the TSL-GPS. The main reason of the overall high accuracy of 

TSL-GPS is the due to the higher accuracy of the chemistry reduction algorithm of SL-GPS to 

pick species based on progress of combustion. While the DAC scheme works on top of DRGEP 

to remove third body species from calculation, the SL-GPS method dynamically finds only the 

important species for a particular composition and this unique indentification renders the scheme 

more effective.  

 

Figure 70. Centerline temperature comparison for Sandia Flame D; data averaged for 150ms 

after a simulation time of 100 ms as the flame reaches a steady state. 
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(a) (b) (c) 

Figure 71. Centerline mass fraction comparison for Sandia Flame D (a) O2 mass fraction (b) 

CO2 mass fraction (c) H2O mass fraction; data averaged for 150 ms after a simulation time of 

100 ms when the flame reaches steady state. 

Major combustion products such as CO2 and H2O are better predicted by the TSL-GPS 

method as shown in Figure 71b and c. The improvement in predicting the mass fraction of 

combustion species using TSL-GPS over the TDAC method varies from 20%-300%. The 

improvement in predictions further increases at further locations with respect to the inlet region 

where TDAC method deviates drastically from the experimental results. The TSL-GPS method 

offers not only high accuracy, but also computational efficiency compared to the TDAC method. 

It provides a balance between accuracy and computational cost, making it a favorable choice for 

various applications. As shown in Table 7, the TSL-GPS method requires 6% less average 

computational time for 1 ms of simulation compared to the TDAC method.  

Table 7. Comparison of average computational time (in seconds) per millisecond of simulation. 

6% improvement in computational time for TSL-GPS method over TDAC. 

Method Average Computation Time (in seconds) per ms 

TDAC 1133 

SL-GPS 1068 
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4.3.2 TSL-GPS for SWRI 

The SWRI geometry used for the 3D ILES is shown in Figure 72. The mesh details are 

listed in Table 8.  

 

Figure 72. Schematic of the 3D geometry of SWRI combustor for ILES. Green region is the 

inlet with the entire grey region showing combustor walls. The red region has the outlet BC. 

Table 8. Mesh parameters for 3D CFD of SWRI combustor 

Parameter Value 

Maximum skewness 0.73 

Mesh count 2,115,052 

Minimum cell size 0.8mm 

 

The TSL-GPS method is integrated with the real-gas effects and ILES is carried out for the 

SWRI combustor described above. A comparison is made for the prediction of temperature 

between two cases namely: detailed chemistry and TSL-GPS reduced chemistry. Figure 73 

demonstrates a remarkable agreement between the TSL-GPS method and the detailed chemistry 

prediction of the radial temperature profile, with an error percentage of only 20%. This finding is 

particularly noteworthy considering that the TSL-GPS simulation required nearly three times less 
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computational time compared to the detailed case, which took approximately 336 hours to run on 

140 processors. 

  

Figure 73. Radial temperature profile comparison for ILES simulations at 100 mm axial distance 

from injection 

Temperature contour plots for a refined mesh TSL-GPS ILES is shown in Figure 74 (left 

column) highlighting the ignition behavior. Figure 74 clearly illustrates the ignition process 

initiates at t = 0.005 s near the periphery of the incoming stream, where a vortex is formed. This 

observation aligns with the understanding that ignition typically takes place in regions 

characterized by high turbulence dissipation. Subsequently, the flame expands inward toward the 

central axis while simultaneously spreading radially outward from the injection point. As the flame 

develops, the flame edge vortex is large enough to interact with the side walls making it evident 

that heat transfer for wall modeling is important for such an application. For simplicity wall heat 

transfer model is not included in this study. Figure 74 (right column)Error! Reference source not 

found. captures the subsequent stage of complete flame development. As the flame interacts with 

the wall, the vortex undergoes a collapse, giving rise to a highly turbulent region depicted in Figure 

74 (right column) at t=0.025s and t=0.03s. Within this turbulent environment, the flame propagates 

predominantly in the axial direction, accompanied by a concentrated release of heat. This is evident 
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from the presence of elevated temperatures. Notably, the high heat release region remains confined 

to the core of the flame.  

 0.005s 0.025s 

 0.01s 0.03s 

0.015s 0.035s 

0.02s 

 

0.04s 

 

Figure 74. Evolution of flame: Ignition behavior (left column) and full flame development (right 

column). The entire combustor is shown which is 0.7 m long and 0.2 m diameter.  

To further understand the ignition behavior and flame anchoring, the temporal radial 

profiles of important combustion species near the injection point (i.e., 20 mm from the injection 
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point) are plotted for different species in Figure 75, Figure 76 and Figure 77. OH and CO mass 

fraction profiles are plotted in Figure 75. The OH mass fraction exhibits a distinct peak, reaching 

its maximum value at an intermediate time of 0.02 s. This behavior shows a significant increase in 

combustion intensity, followed by a stabilization phase at a lower level. This trend is also reflected 

in the radial profiles of CO mass fraction depicted in Figure 75 (right). Notably, the CO mass 

fraction demonstrates the presence of a secondary ignition region, indicated by a second peak 

located radially outward. This observation suggests that the flame is anchored throughout the radial 

extent of the co-axial injection region.  

 

Figure 75. Temporal evolution of radial profiles of mass fractions of intermediate species OH 

(left) and CO (right). Axial distance: 20 mm from the injection point. 

 

Figure 76. Temporal evolution of radial profiles of mass fractions of major species CH4 (left) 

and H2O (right). Axial distance: 20 mm from the injection point. 
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Figure 77. Temporal evolution of radial profiles of mass fractions of intermediate species CH3 

(left), CH3O (middle) and C2H6 (right). Axial distance: 20 mm from the injection point. 

A noticeable shift in the ignition location is apparent from the major species profile 

presented in Figure 76. Initially, the flame was anchored across the entire radial width of the 

injection region. However, at t= 0.04s, the flame position has shifted, becoming more centered and 

closer to the injection point. This shift is evident in the mass fraction profiles of CH4 and H2O. 

Additionally, the behavior of intermediate species such as CH3, C2H6, and CH3O, as depicted in 

Figure 77, further emphasizes this observed flame displacement. 

 

Figure 78. PDF of conditional scalar dissipation rate (CSDR) (left) and flame edge thickness 

(right) for ILES real gas simulation of the SWRI combustor. 
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From the CSDR and flame thickness PDF plots in Figure 78, at a time when the flame 

stabilizes the mean thickness of the flame is around 0.02 m. Figure 79 and Figure 80 shows the 

iso-surface of temperature (1800 K) colored by CO mass fraction and OH mass fraction, 

respectively. The formation of the ignition kernel is prominently observed near the injection 

region, specifically localized at the outer edge of the injection domain. This region is 

characterized by high turbulence levels and a notable concentration of CO mass fraction. As the 

flame propagates, it undergoes expansion in both the radial and axial directions. Upon reaching 

full development, the flame becomes anchored closer to the injector, with the incoming mixture 

playing a significant role in stabilizing its position. In addition to the significant production of 

CO and OH near the injection region, there is also noticeable CO and OH production 

downstream of the flame. However, the same trend is not observed for other intermediate species 

of interest. As shown in Figure 81 and Figure 82, the production of CH3 and C2H6 is limited to a 

small region in close proximity to the injection point and around the initial ignition location. 
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t=0.005s  

t=0.015s  

t=0.035s  

 

 

Figure 79. Temporal evolution of iso-surface of temperature (1800K) colored by CO mass 

fraction. 
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t=0.005s  

t=0.015s  

t=0.035s  

 

 

Figure 80. Temporal evolution of iso-surface of temperature (1800 K) colored by OH mass 

fraction. 
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t=0.005s  

t=0.015s  

t=0.035s  

 

 

Figure 81. Temporal evolution of iso-surface of temperature (1800 K) colored by CH3 mass 

fraction. 
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t=0.005s  

t=0.015s  

t=0.035s  

 

 

Figure 82. Temporal evolution of iso-surface of temperature (1800K) colored by C2H6 mass 

fraction. 

This highlights the importance of these species in the overall flame structure and formation, 

as they play a crucial role in flame stability. The formation of C2H6 introduces a quenching effect, 

which is counterbalanced by the formation of species involved in branching reactions. This can be 
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observed by the localized formation of CH3 and C2H6 species near the injector. Excessive 

formation of C2H6 has the potential to induce a shift in flame location or even result in complete 

flame quenching within the combustor. Further analysis is necessary to comprehensively 

understand the effects of dilution on C2H6 formation and the quenching-re-ignition phenomenon 

in sCO2 oxy-combustion flames. 

4.4 Summary and Conclusions 

A-posteriori validation of the SL-GPS method integrated with the ISAT method (named 

TSL-GPS) on the Sandia Flame D shows better performance of the TSL-GPS method over the 

existing state of the art method – TDAC. The TSL-GPS method is able to accurately capture the 

flame location as indicated by the peak temperature location metric. Overall, the centerline 

temperature profile along with the mass fraction profiles shows an improvement of accuracy in the 

range of 20-30%, with higher improvement downstream of the flow. Apart from having higher 

accuracy the TSL-GPS method tool 6% less average computational time for 1 ms of simulation as 

compared to the TDAC method.  

The TSL-GPS method is successfully integrated with the real gas effects to run ILES of 

SWRI combustor. The TSL-GPS predicts the temperature within 20% error margin as compared 

to the detailed chemistry case. Qualitative analysis of the flame reveals unique behavior at the time 

of ignition. The flame ignites at some distance from the injector and at the periphery of the vortex 

generated by the incoming stream. The flame evolves radially outward until it reaches the 

combustor wall at which point it collapses resulting in rapid axial expansion. This expansion is 

accompanied by shrinking of maximum heat release region to the flame core. 

A detailed analysis of intermediate and major species near the injector highlights important 

ignition and flame evolution behavior. The flame ignites in a region of high turbulence near the 
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edge of the outer wall of the injector. The flame then moves both radially and axially and is 

anchored around the entire width of the injector. The flame stabilizes closer to the injector and 

with smaller radial span. The intermediate species such as OH, CO although produced mainly near 

the injector region can be seen throughout the flame, however, the species such as C2H6 and CH3 

is seen only close to the injection location. The balance of C2H6 and CH3 (as seen from the spotty 

ignition behavior near the inlet) is important for understanding quenching-re-ignition behavior. 

Future work involves studying the flame behavior at different conditions such as varying 

combustion chamber pressure, dilution rate and equivalence ratios. Furthermore understanding the 

effect of swirl angle, diffusion and effusion inlets hold significance from a practical design 

perspective. 
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5. OVERALL SUMMARY AND CONCLUSIONS 

Following is the overall summary from the study: 

1. 1st real gas Direct Numerical Simulation (DNS) combustion solver for high pressure and high 

dilution condition is developed to model practical combustion flame. It is shown that % dilution 

plays a crucial role in flame formation and flame edge development. The peak temperature 

achieved for different dilutions ranging from 65% to 90% varied between 1800K-3000K. The 

main combustion regime identified from the DNS was corrugated flame regime, with highest 

dilution closer to thickened corrugated flame. 

2. A novel chemistry reduction tool is developed and validated called the Supervised Learning – 

Global Pathway Selection (SL-GPS). The new tool is able to predict the ignition delay with 

higher accuracy as compared to the existing reduction techniques like DRGEP at lower 

computational times.  

3. The SL-GPS method is integrated with the In-situ Adaptive Tabulation (ISAT) method in 

OpenFOAM and tested against the state of the art technique called the Tabulation of Dynamic 

Adaptive Chemistry (TDAC) for Sandia Flame D. The TSL-GPS shows higher accuracy in 

predicting the temperature and mass fraction of major species as compared to the TDAC method 

while being computationally less expensive. The Implicit Large Eddy Simulation (ILES) of 

South-West Research Institute (SWRI) combustor shows unique ignition and flame kernel 

expansion behavior. The ignition occurs in the radially outward region of the injection at a high 

turbulence zone. The ignition kernel is composed mainly of the CO mass fraction among the 

minor species which indicates incomplete combustion. This CO mass fraction reduces as the 

flame propagates and secondary oxidation takes over converting CO to CO2. The flame expands 

radially and axially and interacts with the wall where major swirl motion takes over and the 
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flame collapses onto itself leading to formation of a thin stable flame centered on the axis. This 

stable flame is closer to the injection point as compared to the original ignition location.  

 The new DNS and LES solvers developed help in gaining a fundamental understanding of 

the high dilution and high pressure sCO2 oxy-combustion of methane. Future work will involve 

running multiple test simulations to identify optimum combustion regime using ILES for SWRI 

combustor. Key parameters such as the dilution rate, pressure and incoming gas temperature along 

with the swirl angle and diffusion and effusion rates have to be identified to develop an ideal high 

pressure combustor. Moreover, through multi-step chemistry, quenching and re-ignition zones can 

be identified and flame stability can be investigated. 
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APPENDIX 

 

Real-gas and mixture property calculation 

1. Thermal properties: 

The thermal properties are calculated based on the Peng-Robinson[126] equation of state. The 

departure function for enthalpy is shown as follows:  
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Here Eq. 2 accounts for polarity of a fluid. 𝜔 is the acentric factor which is a fluid property 

associated with non-sphericity of the molecule. 𝑇𝑟 , 𝑝𝑟 is the reduced temperature and pressure 

which is given by 𝑇/𝑇𝑐 and 𝑝/𝑝𝑐. Here 𝑇𝑐, 𝑝𝑐, 𝑣𝑐  𝑍𝑐 are critical temperature, pressure, molar 

volume and compressibility.   

2. Transport properties: 

The transport properties are found based on the Chung transport rules [93]. The averaged mass 

diffusion coefficients 
iD  are based on Fickian law [127]. The binary diffusion coefficients 

,i jD  

are found using Fuller’s model [128] and Takahashi’s correction [129]. 
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Here the 
0  is the viscosity of pure dilute gas while   is the viscosity of the dense fluid. Similarly 

0  and   are dilute and dense gas thermal conductivity.  

 

 

3. Mixing rules: 

Since the simulation have multiple mixing species in different regimes (super/sub critical) a 

criterion is required to identify the regime of the resulting mixture. This is done by finding the 

critical properties of the mixture based on the following set of rules [93].  
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4. Combustion Model: 

The combustion model used is based on the one-step model proposed by Fernández-Tarrazo et al. 

[125]. Here  is the global rate B is the pre-exponential factor, 
aT is the activation temperature, q 

heat released per mole of fuel consumed. 
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5. Real-gas chemistry for one-step combustion: 

Real-gas chemistry source term is accounted for by calculating real-gas Cp and thermal properties 

of participating species.  
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Figure A1. Flowchart for one-step chemical source term calculation in NGA. 

Since the participating species are species in the global reaction, a system of ODE exists. This has 

to be solved iteratively to avoid any divergence due to sudden heat release and formation of 

products. To mitigate the stiffness problem many ODE solvers exist in the literature. DASSL 

solver [175] Figure is used for chemical time integration. Since one-step combustion model is used 

the contribution from the reaction to the source terms can be found without an elaborate Jacobian. 

Real-gas and mixture property validation 

Figure A2 and Figure A3 show the thermal and transport property validation of N2 and H2 at 

varying pressure conditions against the NIST database. Figure A4 shows the thermal property 

validation of CH4, O2, CO2 against the NIST database and Figure A5 shows the transport property 

validation.  

   

   

Figure A2. N2 and H2 thermal property validation. 
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Figure A3. N2 and H2 transport property validation. 
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Figure A4. CH4, O2, CO2 thermal property validation 

   

   

   

Figure A5. CH4, O2, CO2 transport property validation 

7.3 Supercritical Single-Species Validation:[56] 
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The description of the DNS simulation for single supercritical specie modeling is shown in Table 

4. The mesh used is shown in Figure A6. The total number of cells was: 238,000 and minimum 

cell size was: 10 microns 

𝑃 [𝑀𝑃𝑎] 𝑈𝑗𝑒𝑡,𝑏𝑢𝑙𝑘 [
𝑚

𝑠
] 𝑇𝑗𝑒𝑡[𝐾] 𝑇𝑐𝑜𝑓𝑙𝑜𝑤[𝐾] 𝐷[𝑚𝑚] 

 

4.0 5.0 130 298 2.2 

Table 8. Description of Case 4 from Mayer et al.[56] 

 

Figure A6: 2D mesh for modeling Mayer et al. experiment. 

Two-Species Supercritical Mixing Validation:[57] 

The description for two species supercritical mixing DNS simulation is shown in Table 5. The 2D 

mesh used for the modeling is shown inFigure A7. The total number of cells was 169,920 and 

minimum cell size was 15microns. 

𝑣
𝑁2,𝑗𝑒𝑡[

𝑚
𝑠

]
 𝑇𝑁2,𝑗𝑒𝑡[𝐾] 𝑣𝐻2[

𝑚

𝑠
] 

𝑇𝐻2[𝐾] 
𝜌𝑁2,𝑗𝑒𝑡

𝜌𝐻2
[−] 

𝑣𝑁2,𝑗𝑒𝑡

𝑣𝐻2
[-] 

5 140 60 270 43.1 0.083 
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Table 9. Description of Case-D4 from Oschwald et al.[57] 

 

Figure A7. 2D mesh for modeling Oschwald et al. experiment. 

SWRI Combustor Configuration:[132] 

The original combustion geometry has been simplified as shown in Figure A8. Some simplifying 

assumptions are made such as: No swirl, no effusion/diffusion inlet, completely premixed mixture. 

Table 6 and Table 7 shows the description for DNS simulation for 2D SWRI combustor. Figure 

A9 shows the 2D mesh generated for the simulation. The total number of cells was 800,000 and 

minimum cell size was 10microns.  

Species Mass Flow Rate [kg/s] T [K] 

CH4 0.02 300 

O2 0.08 923 

CO2 0.325 923 

Table 10. Description of inlet composition of SWRI sCO2 oxy-methane combustor.[132] 
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Co-flow radius 5.5mm 

Length and radius of domain 30mm/10mm 

Pressure 200bar 

Temperature 988K 

Table 11. Description of SWRI sCO2 oxy-methane combustor 

 

Figure A8. Simplifying original SWRI combustor geometry for 2D axis-symmetric DNS 

simulation; Full 3D SWRI combustor geometry highlighting the region of interest (Top); 

Zoomed-in region of interest (Middle); Actual DNS computational domain reduced from the 

region of interest (Bottom) 
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Figure A9. 2D mesh for modeling SWRI combustor. 

Assumptions: 

1. No swirl angle 

2. No diffusion or effusion inlets 

3. Fuel, oxidizer and CO2 streams are completely mixed at the inlet 

 

Calculation of u' and Lx[176]: 

One commonly used equation for characterizing the turbulent fluctuations in velocity is the root-

mean-square (RMS) velocity: 

𝑢′ = √
∑(𝑢 − 𝑈)2

𝑁
 

where u' is the RMS velocity, N is the number of samples, u is the instantaneous velocity, and U 

is the mean velocity. This equation calculates the standard deviation of the velocity fluctuations 
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around the mean velocity over a given sample size. The RMS velocity provides a measure of the 

intensity of the turbulent fluctuations in velocity. 

The integral length scale is a characteristic length scale of the turbulent flow, which represents the 

distance over which the turbulent fluctuations in velocity become uncorrelated. The integral length 

scale can be estimated from the velocity data using the autocorrelation function of the velocity 

fluctuations. 

To estimate the integral length scale, the velocity fluctuations (u') are first extracted from the 

velocity data by subtracting the mean velocity. Then, the autocorrelation function R(u', x') is 

calculated as a function of distance x'. Finally, the integral length scale is obtained by integrating 

the autocorrelation function over all distances, weighted by 1/R. 

DNS length scales 

 

The Kolmogorov length scale based on the following equations [176] for the simulations in this 

paper varied from 3 microns for the validation cases to 5 microns for the SWRI case.  

𝑅𝑙 = 𝑢𝑙/𝜈 

𝜂𝐾 = 𝑅𝑙
−3/4

𝑙 

 

Here, 𝑅𝑙 is the turbulence Reynolds number, 𝑢 is the injection velocity, 𝑙 is the characteristic 

length (respective injector diameter) and 𝜈 is the kinematic viscosity of the injected fluid. 𝜂𝐾 is 

the Kolmogorov length scale. 

 

To limit the simulation cost, the smallest cell size in the domain were resolved to 10 microns which 

made the simulations “DNS-like”.  
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SL-GPS Results 

Appendix A: Results for other species mole fractions obtained using different reduction methods 

for methane combustion for four different cases outlined in Table 1. 

 

 



 

172 

 

 

Figure A1: Temperature, CH4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and HRR for 

methane combustion cases using detailed (solid red line), classic GPS (open green square symbol), 

adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms for case 

V1-C1. Classic GPS results not available for CH mole fraction as CH was not included in the 

reduced mechanism. 
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Figure A2: Temperature, CH4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and HRR for 

methane combustion cases using detailed (solid red line), classic GPS (open green square symbol), 

adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms for case 

V1-C2. Classic GPS results not available for CH mole fraction as CH was not included in the 

reduced mechanism. 
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Figure A3: Temperature, CH4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and HRR for 

methane combustion cases using detailed (solid red line), classic GPS (open green square symbol), 

adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms for case 

V1-C3. Classic GPS results not available for CH mole fraction as CH was not included in the 

reduced mechanism. 
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Figure A4: Temperature, CH4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and HRR for 

methane combustion cases using detailed (solid red line), classic GPS (open green square symbol), 
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adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms for case 

V1-C4. Classic GPS results not available for CH mole fraction as CH was not included in the 

reduced mechanism. 

 

 

 

 

 

Appendix B: Results for other species mole fractions obtained using different reduction methods 

for ethanol combustion for three different cases outlined in Table 1. 
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Figure B1: Temperature, C2H5OH, C2H4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and 

HRR for methane combustion cases using detailed (solid red line), classic GPS (open green square 

symbol), adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms 

for case V2-C1. Classic GPS results not available for CH mole fraction as CH was not included in 

the reduced mechanism. 
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Figure B2: Temperature, C2H5OH, C2H4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and 

HRR for methane combustion cases using detailed (solid red line), classic GPS (open green square 

symbol), adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms 

for case V2-C2. Classic GPS results not available for CH mole fraction as CH was not included in 

the reduced mechanism. 
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Figure B3: Temperature, C2H5OH, C2H4, CH2O CO2, CO, O, H, H2O, and CH3 mole fraction, and 

HRR for methane combustion cases using detailed (solid red line), classic GPS (open green square 

symbol), adaptive GPS (open blue circle symbol), and SL-GPS (open purple triangle) mechanisms 
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for case V2-C3. Classic GPS results not available for CH mole fraction as CH was not included in 

the reduced mechanism. 

 

 

 

 

Appendix C: Ignition delay results for equivalence ratio values not included in the figures in 

sections 2.7. 

 

 

Figure C1:  Ignition delays for training range cases at an equivalence ratio of 1.0 (Table 2) for 

GRI 3.0.  
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Figure C2: Ignition delays for training range cases at an equivalence ratio of 1.4 (Table 2) for 

GRI 3.0. 

 

 

Figure C3: Ignition delays for training range cases at an equivalence ratio of 1.0 (Table 3) for 

PCRL-Mech1. 
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Figure C4: Ignition delays for training range cases at an equivalence ratio of 1.4 (Table 3) for 

PCRL-Mech1. 

 

 

 


