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ABSTRACT 

 

Impact of model horizontal resolution on sea-surface temperature (SST) biases 

and ocean heat uptake (OHU) projections are studied by comparing high-resolution (HR) 

and low-resolution (LR) Community Earth System Model (CESM) multi-century 

simulations. 

Results indicate that except over the eastern boundary upwelling systems SST is 

warmer in HR than LR. Globally averaged SST is 1oC warmer in HR than LR which is 

mainly attributed to stronger nonlocal vertical mixing and solar heat flux. The impact of 

nonlocal vertical mixing prevails over solar heat flux in eddy-active regions. In the 

tropics, nonlocal vertical mixing and solar heat flux contribute equally to the warmer 

SST in HR. The stronger nonlocal mixing in HR can be attributed to both the surface 

heat flux and shape function used in the nonlocal vertical mixing parameterization, and 

these two show a nonlinear relationship. The stronger solar heat flux in HR is mainly 

caused by less clouds in the tropics. The improved western boundary currents in HR also 

contribute to the reduction of SST biases in eddy-active regions. 

The full-depth integrated OHU in HR and LR show small differences while 

vertical distributions of OHU are different. HR shows larger OHU in the upper 250 m 

than LR, but weaker OHU below 250 m. This difference is largely blamed to the 

difference in the eddy induced vertical heat transport (EVHT) between HR and LR. 

Moreover, the parameterized EVHT in LR is found to be more sensitive to the ocean 

stratification changes than the resolved EVHT in HR. The stronger OHU in the upper 
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250 m in HR is found to be distributed to the north of 35oS (NR). To the south of 35oS, 

OHU in HR is less than LR from the surface to seafloor which is attributed to the 

difference in the mean-flow induced meridional heat transport (MMHT) changes across 

35oS in the Indian Ocean. Compared with the difference in gyre circulation changes 

between HR and LR, the difference in the meridional overturning circulation changes 

shows a dominant contribution to the difference in MMHT changes in the Indian Ocean. 

In the upper 250 m, the Arctic can explain 26.32% of OHU difference in NR between 

HR and LR although the volume only accounts for 4% of that of NR. The difference in 

Arctic OHU is caused by the difference of MHT changes across 65oN between HR and 

LR. 

Overall, this study sheds new light on how resolved ocean eddy processes in HR 

and parameterized eddy processes in LR contribute differently to modeling SST and 

OHU.  These new results can have important implications to improve simulations and 

projections of future climate change. 
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NOMENCLATURE 

 

AFC                 Atmospheric flux convergence 

CESM              Community Earth System Model 

CNTL              1950-Control experiment 

EBUS               Eastern boundary upwelling systems 

EMHT              Eddy induced meridional heat transport 

EVHT               Eddy induced vertical heat transport 

GSE                  Gulf Stream extension 

HBLT               Boundary layer thickness 

HF-TNST         1850 transient simulation 

HR                    High resolution model 

KE                    Kuroshio extension 

KPP                  K-profile parameterization  

LR                    Low resolution model 

MHT                 Meridional heat transport 

MMHT             Mean-flow induced meridional heat transport 

MVHT              Mean-flow induced vertical heat transport 

OHTC               Ocean heat transport convergence 

OHU                 Ocean heat uptake 

PI-CNTL           Preindustrial control simulation 

PW                    Petawatt 
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SPIN               spinup-1950 experiment 

SST                 Sea surface temperature 

TW                  Terawatt 

VHT                Vertical heat transport 

VHTC             Vertical heat transport convergence 

VMFC             Vertical mixing flux convergence 
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1. INTRODUCTION  

 

1.1. Background 

1.1.1. Sea-Surface Temperature in Climate Models 

1.1.1.1. Sea-Surface Temperature Bias 

Sea-surface temperature (SST) is the seawater temperature close to the 

atmosphere-ocean interface and is regarded as the key variable in reflecting air-sea 

interactions in the climate system (Joseph and Pillai, 1984; Lindzen and Nigam, 1987; 

Krishnamurti et al., 1988; Chang et al., 2000; Chelton et al., 2001; Alexander et al., 

2002; Chang et al., 2006; O’Neill et al., 2012). SST is one of the best measured ocean 

variables, obtained by ships (Woodruff et al, 2005; Smith et al, 2019), mooring buoys 

(TAO/TRITON, PIRATA, RAMA), Argo floats, and satellites (Reynolds and Smith, 

1994). To date, the quasi-global observation available to the public is from satellites 

since 1981 and Argo floats since 2006 (Roemmich et al., 2019) which help to understand 

the climate system in last four decades (Legeckis 1977; Cornillon, 1986; Bane et al., 

1989; Xie et al., 2005; Small et al., 2008; Wang et al., 2012; Bishop et al., 2020).  

SST is primarily determined by three physical processes: 1) oceanic advection 

driven by ocean circulations, 2) oceanic mixing associated with ocean turbulence, and 3) 

surface heat flux capturing the heat exchange between the atmosphere and ocean. With 

the limitation of equipment accuracy, it is still challenging to reconstruct the global 

observations of vertical seawater velocity with a magnitude order of 10-5 m/s near the 

surface (Liang et al., 2017), which is much weaker than the horizontal currents with an 
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order of 1 m/s, implying the SST budget cannot be closed based only on observations. 

Therefore, numerical models, also named general circulation models (GCMs), become 

essential in studying physical processes associated with SST. Basically, numerical 

models aim to simulate the earth system by discretizing a set of partial differential 

equations, including Navier-Stokes momentum equation, tracer (temperature and 

salinity) equation, and continuity equation in both the atmosphere and ocean, where the 

sub-grid processes need to be parameterized based on the resolved processes (Smith et 

al., 2010; Eaton, 2012). The imperfections of such parameterizations lead simulated SST 

to deviate from the reality. The departure of simulated long-term mean SST from 

observations is defined as SST bias, which is the basic metric to evaluate model 

performance.  

Beginning in 1995, the Coupled Models Intercomparison Project (CMIP) 

established a platform to compare simulated climate across different models 

(https://www.wcrp-climate.org/wgcm-cmip) playing a vital role in supporting IPCC 

Assessment Reports for climate variability and changes (Pachauri and Reisinger, 2008; 

Pachauri et al., 2014). Consistent climatological SST biases emerge across climate 

models in CMIP phase 5 (CMIP5) with ocean and atmosphere resolutions of ~1o 

(referred to as low-resolution models (LR)), including significant warm biases in the 

eastern boundary upwelling systems (EBUS), Antarctic Circumpolar Current (ACC), 

east coast of the U.S. and Japan, and cold biases in tropics (also known as the cold 

tongue bias) and midlatitudes in the Northern Hemisphere.  

 

https://www.wcrp-climate.org/wgcm-cmip
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1.1.1.2. Impacts of SST Bias on Climate Simulations 

SST biases have a profound impact on climate simulations including present 

climate and future projections. El Niño-Southern Oscillation (ENSO), one of the most 

important climate variabilities due to the strong modulation on global precipitations 

(Ropelewski and Halpert, 1987; Wang et al., 2020), can be strengthened by the warm 

SST bias in the Southeast Pacific in climate models (Manganello and Huang, 2009). 

Meanwhile, the thermocline feedback associated with ENSO can be modified by the 

cold tongue bias (Xiang et al., 2012). Tropical cyclones are another natural system 

causing enormous economic losses (Emanuel 2017; Klotzbach et al., 2018), the global 

frequency of which is underestimated by CMIP5 models (Camargo, 2013). The under-

representation of tropical cyclones in the Pacific is mainly caused by both warm SST 

bias in the Pacific and cold SST bias in the Atlantic, whereas that in the Atlantic is 

caused only by cold SST biases in the Atlantic alone (Hsu et al., 2019).  

In addition to ENSO and tropical cyclones, the midlatitude stationary wave in the 

Southern Hemisphere can be affected by warm SST bias in the Tropical Pacific through 

erroneous double ITCZ (Garfinkel et al., 2020). In the Northern Hemisphere, the SST 

bias in the Gulf Stream region can excite Rossby waves in the troposphere (Lee et al., 

2018). Furthermore, Bayr et al. (2019) suggested the cold tongue bias can modulate the 

precipitation over California through the atmospheric teleconnection. Additionally, 

Johnson et al., (2020) revealed the precipitation in the northern North America is 

modulated by the SST bias in the Tropical and North Pacific, while the precipitation in 

the southern North America is influenced by the Tropical Atlantic SST bias.  
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In terms of climate projections, it is found the cold tongue bias can lead to La 

Niña-like warming patterns in the future (Ying et al., 2020). Dutheil et al. (2020) 

revealed the biased warming pattern in the equatorial Pacific can reduce the reliability of 

tropical cyclone projections in the South Pacific. In addition, the projected atmospheric 

moisture content is significantly different in atmosphere models with and without SST 

bias correction (Ashfaq et al., 2010). Therefore, understanding the source of SST biases 

in models is vital to improve climate simulations and projections.  

1.1.1.3. Origins of SST Bias 

The understanding of origins of SST biases has been advanced in the recent 

decade. Gent and Yeager (2010) showed the importance of atmosphere resolution in 

reducing warm SST biases in EBUS by increasing the atmosphere resolution from 2o to 

0.5o in the Community Climate System Model, version 3.5 (CCSM3.5). Following Gent 

and Yeager (2010), Small et al. (2015) confirmed the reduction of warm SST biases in 

CCSM4 with finer atmosphere resolutions (0.5o, 1o, 2o), and suggested the reduction of 

SST biases is attributed to the improved coastal wind stress curl in EBUS through 

Sverdrup transport, which carries equatorial warm water to upwelling regions. The wind 

stress curl in 1o and 2o CCSM4 has broader coastal bands than in 0.5o CCSM4, leading 

to the domination of Sverdrup transport in upwelling regions and therefore warmer SST 

(Small et al., 2015). Xu et al. (2014) also stated realistic coastal winds are essential to 

reduce SST biases in the southeastern Atlantic. A recent study by Kurian et al. (2021) 

demonstrated improvements in the magnitude and spatial structure of Benguela coastal 

low-level jet play a primary role in reducing SST bias in the upwelling region.  
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In contrast to the warm SST biases in EBUS, origins of cold SST biases in the 

tropics are still under debate. Some studies suggest the convection scheme in the 

atmosphere model is responsible for the tropical SST biases. Evidence shown in Song 

and Zhang (2009) revealed tropical SST biases are reduced after the convection schemes 

are modified in CCSM3. Li and Xie (2012) also argued tropical SSST biases are mainly 

attributed to the misrepresented cloud cover in CMIP3 and CMIP5 models. Woelfle et 

al. (2018) showed evidence the cold tongue bias is directly induced by the ocean 

advection which is associated with the surface wind while the surface wind is further 

sensitive to the convection schemes in Community Earth System Model version 1 

(CESM1). On the other hand, some studies emphasize the role of oceanic processes in 

generating tropical SST biases. Vannière et al. (2014) proposed the remote origin of 

tropical SST biases which are advected into the tropics from the extratropics, and Burls 

et al. (2016) further showed it is the subtropical cell that brings cold SST biases to the 

tropics. Additionally, local processes are also responsible for the cold biases, such as the 

vertical advection, the displacement of isotherms, and vertical mixing (Siongco et al., 

2020; Moum et al., 2013; Jia et al., 2015; Zhu and Zhang, 2018). A systematic study by 

Jia et al. (2015) illustrates the equatorial thermocline is sensitive to vertical diffusivity 

changes. Zhu and Zhang (2018) further presented the improvements of SST in the 

tropical Pacific after replacing the constant vertical background diffusivity with Argo-

derived background diffusivity in coupled model, implying the importance of vertical 

mixing in reducing tropical SST biases. Moreover, the increased vertical resolution also 
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helps to reduce the cold tongue bias in MITgcm, which is primarily through vertical 

mixing (Jia et al., 2021). 

The investigation of SST biases in the midlatitudes remains scarce. Kirtman et al. 

(2012) showed SST in midlatitudes gets warmer after increasing ocean resolution from 

1o to 0.1o with the same atmosphere resolution of 0.5o in CCSM3.5. Small et al. (2014) 

performed high-resolution CESM simulations with atmosphere resolution of 0.25o and 

ocean resolution of 0.1o (hereafter HR), and found SST biases in western boundary 

current regions are substantially reduced compared with low-resolution CESM with 

ocean and atmosphere resolution of 1o (hereafter LR). The ongoing High-Resolution 

Model Intercomparison Project (HighResMIP, Haarsma et al, 2016) as a part of CMIP6 

is designed to shed further light on the impact of horizontal model resolutions on climate 

simulations. Models participated in HighResMIP have ocean resolution finer than 0.25o 

and atmosphere resolution finer than 0.5o. Gutjahr et al. (2019) conducted a suite of 

experiments using the Max Planck Institute Earth System Model (MPI-ESM1.2) for 

HighResMIP and showed increasing atmosphere resolution tends to decrease SST 

almost globally while increasing ocean resolution tends to increase SST everywhere 

except in the upwelling regions, which is consistent with previous CCSM and CESM 

studies (Gent and Yeager, 2010; Kirtman et al., 2012; Small et al., 2014; Small et al., 

2015), as well as the Hadley Centre Global Environment Model 3 – Global Coupled 

version 3.1 (HadGEM3-GC3.1) (Roberts et al., 2019). However, the underlying 

mechanism for these SST changes in HR models is still unclear in the midlatitudes, 
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especially in eddy-active regions, which is one of the main objectives to investigate in 

this dissertation.  

1.1.2. Ocean Heat Uptake 

1.1.2.1. Earth’s Energy Budget  

Figure 1.1 shows the energy budget averaged over Mar 2000 to May 2004 taken 

from Trenberth et al. (2009). Incoming solar radiation provides energy for life on Earth 

and acts as the driver of its climate system, while outgoing longwave radiation emits 

heat to the space. In an equilibrium climate, the absorbed incoming solar radiation, 

defined as the difference of incoming and reflected solar radiation, is necessarily 

balanced by the outgoing longwave radiation at the top of the atmosphere (TOA). The 

greenhouse gases including carbon dioxide (CO2), methane (CH4) and nitrous oxide 

(N2O) can absorb the surface longwave radiation and reemit 93% of that back to the 

Earth surface, keeping the Earth warm in the equilibrium.  

Since the Industrial Revolution, greenhouse gases continue to rise due to 

increased usage of fossil fuel. By 2011, CO2 had increased to 390.5 parts per million 

(ppm) from 278 ppm in 1750 and Methane had increased to 1803 parts per billion (ppb) 

from 722 ppt in 1750 (Myhre et al., 2013), absorbing and reemitting back more surface 

longwave radiation, which has destroyed the equilibrium of the climate system causing 

TOA imbalance and therefore global warming (Manabe and Wetherald, 1975; Manabe 

and Stouffer, 1980; Taylor and Penner, 1994; Mitchell et al., 1995b; Mitchell et al., 

1995a; Cox et al., 2000; Houghton et al., 2001). In the IPCC AR2, the agreement has 
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been achieved on the surface temperature increasing since the beginning of twentieth 

century (Houghton, 1996).  

1.1.2.2. Ocean Warming in Transient Climate 

Based on observations, Levitus et al. (2000) first showed ocean subsurface 

warming is also associated with anthropogenic forcing (Barnett et al., 2005). With 

advancements in measurement techniques, studies confirmed the ocean warming in the 

upper 700 m (Lyman et al., 2010; Gleckler et al., 2012; Loeb et al., 2012). In the 21st 

century, more heat starts to gradually move to the deeper ocean (Purkey and Johnson, 

2010; Chen and Tung, 2014; Cheng at al., 2017). With the large heat capacity and mass 

of seawater, 93% of the anthropogenic heat is stored in the ocean (Hoegh-Guldberg et 

al., 2014). 

Ocean warming has profound impacts on different marine ecosystems, such as 

kelp forest (Smale, 2020) and coral reefs (Cantin et al., 2010; Bleuel et al., 2021). 

Studies show evidence that distributions of fish species have shifted poleward after 

ocean warming (Perry et al., 2005; Last et al., 2011; Vergés et al., 2016), becoming a 

critical challenge for fisheries and fish management worldwide (Link et al., 2011; 

Cheung et., 2010). In addition to ecological systems, sea level rise induced by global 

warming (Roemmich, 1992; Domingues et al., 2008; Levitus et al., 2012) is threatening 

coastal communities with flooding (Heberger et al., 2011; Woodruff et al., 2013; 

Buchanan et al., 2020), groundwater hazards (Befus et al., 2020), and coast erosion 

(Bruun., 1962; Leatherman et al., 2000; Reimann et al., 2018). Understanding and 

projecting ocean warming are both paramount to the study of climate systems.  
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1.1.2.3. Oceanic Processes Modulating Ocean Warming 

Once the anthropogenic heat is injected into the ocean, the oceanic advection, 

working with diffusion, will redistribute the heat spatially. From a global average 

perspective, vertical heat transport (VHT) is a key process to move the absorbed heat 

into the deep ocean, and therefore balancing the heat budget (Griffies et al., 2015). Munk 

(1966) introduced the classical VHT model which represents the vertical advection-

diffusion balance, including the upward advection and downward diffusion, yet it can 

only be applied to the interior ocean, not to the near surface ocean. A similar one-

dimensional upwelling-diffusion ocean model was introduced by Hoffert et al. (1980) to 

emphasize the balance between the upwelling of cold water and heat diffusing from the 

surface to subsurface, however, this simple mechanism can be only properly applied to 

low-latitude ocean rather than the global ocean (Gregory, 2000).  

As numerical modelling becomes more advanced, more details of VHT processes 

have been studied. In contrast to Munk (1966), Gregory (2000) found the global VHT 

balance is held by the downward heat advection and upward heat transport induced by 

the isopycnal mixing in a 3o numerical model named HadCM2. As pointed out by 

Gnanadesikan et at. (2005), the downward VHT implies a negative buoyancy transport, 

indicating the horizontal pressure gradients are against mean flow. Geostrophic and 

frictional flows are impossible to be against pressure gradients because the former is 

perpendicular to pressure gradient by definition while the latter always goes from high 

pressure to low pressure. Therefore, the only possibility is the direct wind-driven flow 

which is also referred to Ekman flow. Ekman suction brings cold water upward whereas 
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Ekman pumping takes warm water downward, leading to a downward heat transport in 

the stratified ocean. In the deep ocean where Ekman suction and pumping are no longer 

important, the downward heat transport is mainly accomplished by meridional 

overturning circulation (Zika et al., 2013). 

The upward heat transport induced by isopycnal mixing is associated with 

baroclinic mesoscale eddies with a horizontal scale of 50-300 kilometers (Gent and 

McWilliams, 1990; Gnanadesikan et al., 2015), and is regarded as the counter-gradient 

process because temperature is cold in the deeper ocean. They act to reduce the available 

potential energy by slumping isopycnals which are steepened by the lateral variations of 

mean VHT. Although numerical climate models have been improving rapidly for the 

past few decades, the majority of present generation models still cannot explicitly 

resolve oceanic mesoscale eddies due to the high computational costs. To include the 

physics of mesoscale eddies in non-eddy-resolving climate models, eddy-induced VHT 

(EVHT) needs to be parameterized based on background information. Gent-McWilliams 

sub-grid parametrization (GM90) was developed to represent mesoscale eddy fluxes in 

non-eddy-resolving climate models (Gent and McWilliams, 1990).  It is shown that the 

VHT parameterized by GM90 in MOM3 is upward and dominates in the upper 1500 m 

(Gnanadesikan et at., 2005). 

In addition to mesoscale eddies, submesoscale eddies (less than 50 kilometers) 

can produce upward EVHT in near-surface ocean with values larger than those of 

mesoscale eddies (Su et al. 2018). Siegelman et al. (2020) confirmed the upward 

submesoscale EVHT in the Antarctic Circumpolar Currents and demonstrated that it has 
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a similar magnitude with the local air-sea heat fluxes. Fox-Kemper et al. (2008) 

proposed a parametrization of submesoscale EVHT generated by ageostrophic baroclinic 

instabilities in the mixed layer (hereafter, FK08). 

Griffies et al. (2015) conducted three numerical experiments with explicitly 

resolved and GM90- and FK08-parameterized eddies in GFDL models. They found that, 

when averaged globally, the downward heat transport is dominated by mean VHT and 

diabatic mixing while the upward transport is accomplished through mesoscale, 

submesoscale EVHT and vertical nonlocal convection parameterized by K-profile 

parametrization (hereafter KPP, Large et al., 1994), consistent with Wolfe et al. (2008). 

Although these parameterizations have been effective in representing EVHT in non-eddy 

resolving climate models, Griffies et al. (2015) found that the magnitude of model 

resolved mesoscale EVHT increases while the parameterized submesoscale EVHT 

decreases as horizontal ocean model resolution increases from 1o to 1/10o, implying the 

strong dependence of GM90 and FK08 on horizontal model resolutions, which can in 

turn affect vertical heat distribution. 

Meridional heat transport (MHT), consisting of poleward MHT in the Indo-

Pacific and northward MHT in the Atlantic, is another important process moving heat 

poleward, primarily through the wind-driven and thermohaline circulations, except 

between 40oS and 50oS where eddies are more important (Bryan, 1996; Phillips and 

Rintoul, 2000; Jayne and Marotzke, 2002; Yang et al., 2015). The poleward MHT 

reaches maximum in the subtropics in both hemispheres (Trenberth et al., 2019). Eddy-

induced MHT (EMHT) in non-eddy resolving models is parameterized by GM90, the 
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response of which to the doubled CO2 forcing has the opposite sign with the resolved 

EVHT in Antarctic Circumpolar Current region (ACC) (Bryan et al., 2014). In the 

Atlantic, MHT is mainly driven by the Atlantic Meridional Overturning Circulation 

(AMOC). With finer horizontal model resolutions, AMOC and the related MHT tends to 

be stronger, as well as the decline in the future (Roberts et al., 2020), which can 

modulate the sea ice area in the Arctic (Docquier et al., 2019). More studies are needed 

to investigate the impacts of model resolutions on the heat redistributions through MHT.  

1.2. Motivations and Objectives 

High-resolution climate models are vital tools for studying mesoscale or 

submesoscale processes, as direct observations are very limited at these spatial scales. 

Recently, the Coupled Model Intercomparison Project 6 (CMIP6) endorsed a high-

resolution modeling project called High Resolution Model Intercomparison Project 

(HighResMIP) (Haarsma et al., 2016). In HighResMIP, each participating model 

performed a short (30-50 years) spin-up experiment (SPIN) under a constant 1950 

climate forcing condition. Then two 100-year experiments were branched from SPIN, 

with one 100-years control run (CTRL) under the same constant 1950 forcing and the 

other 100-year transient run (TNST) forced by the observed 1950-2014 historical forcing 

followed by a 2015-2050 Shared Socioeconomic Pathway (SSP) scenario forcing. Each 

model conducts at least two sets of simulations: a low-resolution (LR) and a high-

resolution (HR) run. Motivated by the availability of these new simulations and the 

improvements of SST simulations shown in HR CESM (Small et al., 2014), MPI-

ESM1.2 (Gutjahr et al., 2019), and HadGEM3-GC3.1 (Roberts et al., 2019), we will 
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investigate the mechanisms modulating the improvements of SST simulations in HR 

CESM in Chapter II. 

A set of high-resolution CESM simulations with a spin-up period of 250 years 

has recently been completed at the International Laboratory for High-Resolution Earth 

System Prediction (iHESP, Chang et al., 2020), consisting of a 500-year preindustrial 

control simulation and a 250-year transient climate simulation from 1850 to 2100 

branched from year 250 in preindustrial control run and forced by historical forcing from 

1850 to 2005 and RCP8.5 forcing from 2006 to 2100, having three ensembles in 1920-

2100. These long simulations can help to address the concerns about potential model 

drifts in the short HighResMIP simulations and provide more reliable statistics in 

evaluating the role of VHT and MHT in climate change, which motivates us to 

investigate the following question in Chapter III: To What Extent Can Model 

Resolutions Affect the Heat Distribution Through VHT and MHT Under RCP8.5 

Scenario Forcing?  

Each Section will provide an introduction, data and method description, as well 

results and discussion. In the end of this dissertation, i.e., Chapter IV, we summarize the 

main findings and discuss the future work.  
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Figure 1.1 The global annual mean Earth’s energy budget from Mar 2000 to May 2004 

taken from Trenberth et al. (2009). 



 

 

2.   IMPACT OF MODEL HORIZONTAL RESOLUTION ON MEAN SEA-

SURFACE TEMPERATURE BIASES 

2.1.  Introduction 

Sea-surface temperature (SST) is crucial to study the climate system since it is 

the key variable linking changes in the ocean to the atmosphere. For instance, Liu et al 

(2021) found that mesoscale SST anomalies in the northwestern Pacific can influence 

heavy rainfall in the western North America. SST anomalies associated with El Niño-

Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO) and the Atlantic 

Multidecadal Oscillation (AMO) are all shown capable of modulating extreme weather 

globally (McPhaden et al, 2006; McCabe et al, 2004; Di Lorenzo and Mantua, 2016). 

SST is also among the best measured climate variable, obtained by ships (Woodruff et 

al, 2005; Smith et al, 2019), mooring buoys (TAO/TRITON, PIRATA, RAMA), Argo 

floats, and satellites (Reynolds and Smith, 1994).  

Despite that these observations help to understand the climate system globally, it 

is still challenging to understand the physical process driving SST balance, such as, 

ocean mixing and advection, which are related to ocean circulations and eddy 

formations. Numerical models have therefore become extremely important tools to study 

mechanisms of maintaining SST and causes for its variability. SST bias defined as the 

departure of simulated long-term mean SST from the observations is an important metric 

to assess model performance. The Coupled Models Intercomparison Project (CMIP), 

which began in 1995, provides a platform to compare simulated climate across different 

models (https://www.wcrp-climate.org/wgcm-cmip). The climate models in CMIP phase 
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5 (CMIP5), most of which have ocean and atmosphere resolutions of ~1o (referred to as 

low-resolution models (LR)), show consistent biases in simulated climatological mean 

SST (Figure 1a). The biases can be divided into two groups: warm biases primarily 

occur in the eastern boundary upwelling systems (EBUS), Antarctic Circumpolar 

Current (ACC) region, east coast of the U.S. and Japan, and cold biases mainly occur in 

tropics (also known as the cold tongue bias) and midlatitudes in the Northern 

Hemisphere.  

The impacts of SST biases on the simulated climate system have been 

extensively studied in recent decade (Ashfaq et al., 2011; Camargo, 2013; He and Soden, 

2016; McGregor et al., 2018; Lee et al.,2018; Hsu et al., 2019; Johnson et al., 2020; 

Dutheil et al., 2020; Garfinkel et al., 2020). These studies show that climatological SST 

biases can strongly affect global precipitation distributions, as well as future projections 

of precipitation over ocean and land (Ashfaq et al., 2011; He and Soden, 2016; Johnson 

et al., 2020). In addition, tropical cyclone biases, including frequency, locations, and 

intensity, are largely impacted by SST in the Tropics (Camargo, 2013; Hsu et al., 2019; 

Dutheil et al., 2020). Hsu et al. (2019) found that warm biases in the Pacific and cold 

biases in the Atlantic both can lead to overrepresentation of tropical cyclones in the 

Pacific. McGregor et al. (2018) also suggested that SST biases in the Atlantic basin can 

affect the wind and surface temperature in the Pacific via atmospheric teleconnection. 

Furthermore, the warm SST bias in the tropical east Pacific tends to cause a biased 

midlatitude stationary wave in the Southern Hemisphere through erroneous double ITCZ 

(Garfinkel et al., 2020). Lee et al. (2018) demonstrated that the SST bias in Gulf Stream 
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region can induce Rossby wave responses in the troposphere in the Northern 

Hemisphere. Moreover, Ying et al. (2019) revealed that cold biases in the central 

equatorial Pacific can lead to La Niña-like warming patterns. Therefore, understanding 

the source of SST biases in models is vital for improving climate simulations and 

projections.  

Gent and Yeager (2010) showed that warm biases in EBUS have been 

significantly reduced after increasing the atmosphere resolution from 2o to 0.5o using 

Community Climate System Model, version 3.5 (CCSM3.5), pointing to the importance 

of atmosphere resolution in improving SST simulations in the upwelling regions. Xu et 

al. (2014) revealed that realistic coastal winds in the models are important to reduce SST 

biases in the southeastern Atlantic. Based on three CCSM4 experiments with different 

atmosphere resolutions (0.5o, 1o, 2o), Small et al. (2015) showed that coastal wind stress 

curl is a dominant factor to reduce SST biases via Sverdrup transport in EBUS, which 

carries warm tropical water poleward. It is found that wind stress curl in 0.5o CCSM4 

has narrower coastal bands than that in 1o and 2o CCSM4, leading to stronger dominance 

of Sverdrup transport in 1o and 2o CCSM4 compared to 0.5o CCSM4 (Small et al., 

2015). Kurian et al. (2021) demonstrated that improving magnitude and spatial pattern of 

Benguela coastal low-level jet plays a primary role in reducing SST biases in Benguela 

upwelling region.  

In contrast to the warm SST bias in EBUS, the source of cold SST biases in the 

tropics is still unclear. Song and Zhang (2009) found that SST biases are reduced after 

the convection schemes are modified in CCSM3, implying importance of atmosphere 
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convection processes. Li and Xie (2012) also argued that misrepresented cloud cover 

may be the main source of tropical SST biases CMIP3 and CMIP5 models. Woelfle et al. 

(2018) presented evidence that the equatorial cold SST biases are directly generated by 

the anomalous ocean advection driven by surface wind, which is further sensitive to the 

underlying convection parameterization in Community Earth System Model version 1 

(CESM1). On the other hand, Moum et al. (2013) proposed that vertical ocean mixing 

can also modulate SST biases in the equatorial Pacific. Moreover, Vannière et al. (2014) 

argued that the tropical cold SST biases are advected into the tropics from extratropics. 

Burls et al. (2016) further showed that it is the subtropical cell that brings cold SST 

biases to the tropics.  

Studies of cold biases in the midlatitudes started in recent decade and still remain 

sparse. Kirtman et al. (2012) illustrated that CCSM3.5 generates warmer SST in the 

western boundary current regions and Southern Ocean after increasing ocean resolution 

from 1o to 0.1o with the same atmosphere resolution of 0.5o. Small et al. (2014) 

performed high-resolution CESM simulations with atmosphere resolution of 0.25o and 

ocean resolution of 0.1o (hereafter HR), and found that SST biases in western boundary 

currents are substantially reduced compared with low-resolution CESM with ocean and 

atmosphere resolution of 1o (hereafter LR). The reduced SST bias is mainly due to the 

finer ocean resolution (personal communication to Justin Small). The ongoing High-

Resolution Model intercomparison Project (HighResMIP, Haarsma et al, 2016) as a part 

of CMIP6 is designed to shed further light on the impact of horizontal model resolutions 

on climate simulations. Models participated in HighResMIP have ocean resolution finer 
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than 0.25o and atmosphere resolution finer than 0.5o. Gutjahr et al. (2019) conducted a 

suite of experiments using Max Planck Institute Earth System Model (MPI-ESM1.2) for 

HighResMIP and showed that increasing atmosphere resolution tends to decrease SST 

almost globally while increasing ocean resolution tends to increase SST everywhere 

except in the upwelling regions, which is consistent with previous CCSM and CESM 

studies (Gent and Yeager, 2010; Kirtman et al., 2012; Small et al., 2014; Small et al., 

2015), as well as Hadley Centre Global Environment Model 3 – Global Coupled version 

3.1 (HadGEM3-GC3.1) (Roberts et al., 2019). However, the underlying mechanism for 

these SST changes in HR models is still unclear in the midlatitude, especially in eddy-

active regions.   

LR and HR performed by International Laboratory of High-resolution Earth 

System Prediction (iHESP) contributed to HighResMIP (Roberts et al. 2020). Using 

these simulations, this study aims to investigate the processes that impact SST 

simulations in the tropics and midlatitudes in CESM by increasing model horizontal 

resolution. This paper is organized as follows. Models and method are described in 

Section 2. SST biases in HR models are shown in Section 3. Section 4 shows a surface 

ocean heat budget analysis in HR and LR followed by an analysis of ocean mixing and 

advection in Section 5. Summary and discussion are given in Section 6. 

2.2. Model and Method 

2.2.1. HighResMIP Simulations 

In HighResMIP, ocean/sea-ice component models are all finer than 0.25 o and 

atmosphere/land component models are all finer than 0.5 o. Among the eight 
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participating models, there are six running at 0.25 o and two running at 0.1o or finer 

(Table 2.1). Based on the protocol of HighResMIP, each of these models performed 

three simulations: (i) spinup-1950 (hereafter, SPIN) – a short (30-50 year) simulation 

starting from observed estimates of 3D ocean temperature and salinity dataset EN4.0 

averaged over the period of 1950–1954 (Good et al., 2013), which provided initial 

conditions to both control-1950 (hereafter, CNTL) and hist-1950 (hereafter, TNST), (ii) 

CNTL – a 100-year continuation of SPIN with the same climate forcing in 1950, (iii)  

TNST – a 100-year simulation from 1950 to 2050 starting from the initial condition as 

CNTL but forced by the 1950-2014 historical forcing and 2015-2050 Shared 

Socioeconomic Pathway (SSP) 585 scenario forcing (details referred readers to Figure  1 

in Roberts et al., 2019). The following analysis will be mainly based on CNTL to 

investigate climatological SST biases. 

2.2.2. CESM 

Given that we have access to full model output only from CESM but not from 

other models in HighResMIP, we will primarily analyze HR and LR to address our 

scientific questions. CESM1.3 is an open source fully coupled climate model developed 

by National Center for Atmospheric Research (NCAR). CESM1.3 is composed of the 

Community Atmosphere Model version 5 (CAM5, Neale et al., 2012), the Parallel 

Ocean Program version 2 (POP2, Danabasoglu et al., 2012; Smith et al., 2010), the 

Community Land Model version 4 (CLM4, Lawrence et al., 2011) and the Community 

Ice Code version 4 (CICE4, Hunke and Lipscomb, 2008). As in Small et al (2014), HR 

has a nominal resolution of 0.1o for POP2 and CICE4 and 0.25o for CAM5 and CLM4. 
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In POP2, vertical mixing is represented by K-Profile Parameterization (hereafter KPP, 

Large et al., 1994), which consists of local and nonlocal mixing components. For more 

detailed descriptions of CESM1.3, we refer the reader to earlier studies (Danabasoglu et 

al., 2012; Small et al., 2014; Chang et al., 2020).  

LR is used for comparison with HR. LR has a standard horizontal resolution of 

1o for all component models, where the mesoscale (50 km-300 km, Gent and 

McWilliams, 1990, hereafter, GM90) and submesoscale (less than 50 km, Fox-Kemper 

et al., 2008, hereafter, FK08) eddy tracer flux parameterizations are implemented in 

POP2. But GM90 and FK08 are turned off in HR CESM. However, the same KPP 

vertical mixing is used in both HR and LR. 

Following the protocol of HighResMIP and the tuning process, the first 54 years 

are used as SPIN in HR. CNTL spans from year 55 to year 155 as the standard 

simulation period. A 5-year extension from year 156 to year 160 was added to the 

standard period to form a 106-year CNTL (Hereafter CNTL-HR). Unlike HR, only 30 

years is used for SPIN in LR and CNTL is integrated from year 31 to year 131. To save 

the storage, only the first 20 years of SPIN output in HR (SPIN-HR) and LR (SPIN-LR) 

are saved. Note that both SPIN-HR and SPIN-LR start from the same EN4.0 dataset. 

Therefore, a comparison between SPIN-HR and SPIN-LR allows us to examine the 

difference in the development of SST biases in HR and LR.    

Since 20-year output of SPIN-HR and SPIN-LR is quite short to study the 

development of the SST biases, we made another 106-year LR to compare directly with 

CNTL-HR. This simulation was initialized by 3-D temperature and salinity fields 



 

22 

 

obtained from the first day of year 55 in CNTL-HR, and thus is referred to as CNTL-LR-

HRIC.  Note that CNTL-HR and CNTL-LR-HRIC have the same initial condition for 

temperature and salinity. Therefore, we can examine the development of SST biases by 

comparing CNTL-HR and CNTL-LR-HRIC. 

2.2.3. Method 

The temperature equation at a model grid can be written as 
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where T is potential temperature; u, v, and w are velocity along x, y, z axes; Q is the heat 

flux including solar and nonsolar component; 𝑐𝑃 is the heat capacity taken as 3996 

J/kg/oC; 𝜌 is the density of sea water taken as 1026 kg/m3; 𝜅𝐻and 𝜅𝑧 are horizontal and 

vertical diffusivity where 𝜅𝐻 is spatially constant; 𝛾𝑥 represents nonlocal turbulent heat 

transport in KPP parameterization. As eddies are not resolved in LR, total heat transport 

(uT, vT, wT) is taken as the sum of resolved transport and parameterized transport by 

GM90 and FK08. 

2.2.3.1. Surface Ocean Heat Budget 

After integrating Eq.2.1 with time and depth from the surface to H=10 m, which 

is the first vertical layer in CESM, the evolution of SST can be expressed as 

1
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The equation of climatological mean SST is obtained as 
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where 𝑡0 is the length of interested period. Since the long-term mean of horizontal 

mixing is generally quite small compared with other terms near surface, it will be 

lumped with the advection term together. 𝑄𝑛𝑒𝑡 is net surface heat flux including latent, 

sensible, longwave and shortwave heat flux at surface and positive denotes the heat into 

the ocean. 𝑆𝑊|−𝐻 represents penetrative shortwave flux at z=-H. Since each term in 

Eq.2.2 is only a function of latitude and longitude, the balance in Eq.2.2 will be referred 

to as 2-D surface ocean heat budget, among which the first term on the right-hand side is 

the ocean heat transport convergence (OHTC) followed by atmospheric flux 

convergence (AFC) and ocean vertical mixing flux convergence (VMFC). VMFC is not 

output in CNTL-HR but in SPIN-HR. Therefore, it will be calculated as the residual in 

CNTL-HR. To gain a complete understanding of ocean mixing in HR and LR, SPIN-HR 

and SPIN-LR will be used to discuss VMFC in details. 

2.2.3.2. Globally Averaged Heat Budget 

After taking a global average and time integration of Eq.2.1, the globally 

averaged T can be expressed as 

〈𝑇(𝑡)〉 − 〈𝑇(0)〉 = ∫ −
𝜕〈𝑤𝑇〉

𝜕𝑧

𝑡

0
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1
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𝜕〈𝑄〉

𝜕𝑧

𝑡

0
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𝜕

𝜕𝑧
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𝜕𝑇

𝜕𝑧
〉 − 〈𝜅𝑧𝛾𝑥〉)

𝑡

0
𝑑𝑡,        (2.3) 

where angle bracket <> represents global average. The heat balance in Eq.2.3 is a 

function of time and depth because horizontal processes are eliminated by the global 

average. Globally averaged T is controlled by the globally averaged (i) vertical heat 
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transport (VHTC), (ii) AFC, (iii) VMFC. Since VMFC is not save in the CNTL-HR 

output, it will be calculated as the residual. The SST is approximated as the temperature 

at the first model layer located midway between z=0 m and z=-10 m. Therefore, the 

globally averaged surface ocean heat budget for SST can be written as 

1

𝐻
∫ 〈𝑇(𝑡)〉 − 〈𝑇(0)〉𝑑𝑧

0

−𝐻
=

1
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0
𝑑𝑡 +

1
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𝑑𝑡 +

1

𝐻
∫ − (〈𝜅𝑧

𝜕𝑇

𝜕𝑧
〉 − 〈𝜅𝑧𝛾𝑥〉) |−𝐻

𝑡

0
𝑑𝑡,                                                                                 (2.4)    

where 〈𝑤𝑇〉 and (〈𝜅𝑧
𝜕𝑇

𝜕𝑧
〉 − 〈𝜅𝑧𝛾𝑥〉) are zero at z=0 m. 

2.3. Mean SST in HighResMIP 

Models in HighResMIP used in this study are CMCC-CM2-(V)HR4 (Cherchi et 

al., 2019), ECMWF-IFS (C. D. Roberts et al., 2018), CNRM-CM6-1 (Voldoire et al., 

2019), EC-Earth3P (Haarsma et al, 2019), HadGEM3-GC31 (M. J. Roberts et al., 2019), 

MPI-ESM1.2 (Gutjahr et al., 2019), CESM1-3 (Danabasoglu et al., 2012; Small et al., 

2014; Meehl et al., 2019), AWI-CM1-0 (Semmler et al., 2019). Resolutions of each 

model are shown in Table 2.1. Six of the eight HighResMIP models (HadGEM3-GC31, 

ECMWF-IFS, CNRM-CM6-1, EC-Earth3P, CESM1-3 and AWI-CM1-0) have 

configurations with different ocean resolutions, which can be used to assess the role of 

ocean resolutions in improving SST biases.  

Figure 2.1a and Figure 2.1b demonstrate SST bias in CMIP5 and CMIP6 

piControl simulations using the anthropogenic emissions in 1850, where SST 

observation is taken from HadISST1.0 averaged in 1870-1880. There are 25 CMIP5 

models and 34 CMIP6 models and 34 CMIP6 models used here, whose information is 
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shown in Table A1 and Table A2, respectively. Most CMIP6 models keep similar 

horizontal resolutions with their CMIP5 counterpart, around 1o in both atmosphere and 

ocean. It is evident that SST simulations show very little improvement from CMIP5 to 

CMIP6 without many changes in model horizontal resolution.  

Figure 2.1c shows the SST biases of LR averaged in HadGEM3-GC31, 

ECMWF-IFS, CNRM-CM6-1, EC-Earth3P, CESM1-3 and AWI-CM1-0, where 100 

years after the spin-up period are used. This set of LR are conducted following the 

HighResMIP protocol, forced by anthropogenic emissions in 1950, which is different 

from piControl simulations in Figure 2.1a&b. Therefore, the observation used in Figure 

2.1c is taken from HadISST1.0 averaged from 1950 to 1960. Results show similar bias 

pattern and magnitude to CMIP5 and CMIP6 piControl simulations, indicating that the 

climatological SST biases are not sensitive to the choice of anthropogenic forcing in 

1850 or 1950.  

SST biases averaged in HR from 6 HighResMIP models and the corresponding 

differences between HR and LR are shown in Figure 2.1d&e, respectively. It is shown 

that cold SST biases are reduced in most regions of the tropics and midlatitudes, but the 

bias turns to positive from negative in the North Pacific as well as the equatorial Pacific 

and Indian ocean in HR (Figure 2.1d), indicating overcorrections of SST biases in these 

regions. In addition, SST still suffers warm biases in EBUS in HR (Figure 2.1d), even 

though the magnitude of the warm bias is significantly reduced in HR than in LR (Figure 

2.1e), suggesting a positive impact of resolution increase on SST biases in all EBUS. As 

discussed in Small et al. (2015) and Kurian et al. (2021), the bias improvements in 
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EBUS are mainly induced by the better representation of the alongshore wind structures 

due to atmosphere resolution increase in HR. Additionally, there is a noticeable 

improvement of SST biases in eddy-active regions, including Kuroshio extension (KE), 

Gulf Stream extension (GSE), Agulhas current, and Brazil current regions (Figure 2.1e). 

Roberts et al. (2019) also pointed out that cold SST biases in boundary current regions 

can be reduced by increasing ocean resolution, which is seen in Small et al. (2019) and 

Gutjahr et al. (2019) as well. Finally, the warm SST biases in the SubAntarctic region 

becomes worse in HR (Figure 2.1d&e), which may be related to net surface flux 

changes, especially the cloud-related shortwave fluxes (Hyder et al., 2018).  

The magnitudes of cold biases in LR can be more than 4oC in the North Atlantic 

(Figure 2.1a,b,c). As shown in Danabasoglu et al. (2010), SST in the North Atlantic is 

warmer in CCSM4 with Nordic Sea overflow parameterization than that without 

overflow parameterization. Zhang et al. (2011) also pointed out that stronger Nordic Sea 

overflow can lead to warmer SST in the subpolar Atlantic, indicating the importance of 

overflow to SST simulations. Another point worth noticing is the warm SST biases in 

the east coast of the U.S and Japan where Gulf Stream and Kuroshio currents separate 

from the coastlines, which is associated with misrepresentation of currents paths 

(Hasumi, 2014). It is clearly shown that these biases have been larger improved from LR 

(Figure 2.1c) to HR (Figure 2.1d). 

As shown in Figure A1, HighResMIP models still show uncertainties in SST 

improvements. All HR show improvements of SST in the EBUS after increasing the 

atmosphere horizontal resolutions, especially MPI-ESM1-2 and CMCC-CM2. By 
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contrast, only four of the six models with different ocean resolution configurations 

(HadGEM3-GC31, ECMWF-IFS, CESM1-3 and AWI-CM1-0) show warmer SST 

outside of EBUS. In addition, amplitudes of the SST difference between HR and LR 

vary from model to model in KE and GSE regions, ranging from about 0.5oC in 

ECMWF-IFS to 3oC in CESM1-3. The consistency of warmer SST in HR between 

CESM and other eddy-resolving and eddy-permitting models suggest that CESM is 

appropriate to study SST biases.  

Figure 2.2a shows SST difference between CNTL-HR and CNTL-LR-HRIC 

CESM which is consistent with that shown in Figure A1. Globally averaged SST in 

CNTL-HR and CNTL-LR-HRIC are shown in Figure 2.2c, where year 55 in CNTL-HR 

is regarded as the first year. The global SST in CNTL-LR-HRIC (blue) is about 1oC 

cooler than CNTL-HR (red) after 30-year integration. By the end of year 106, CNTL-

LR-HRIC reaches a stable state with <SST> oscillating between 17.7 oC and 17.9 oC, 

while CNTL-HR still shows warming trend with 0.2 oC per century. As shown in Eq.2.2 

and Eq.2.4, SST is determined by Qnet and other oceanic processes. Qnet difference 

between CNTL-HR and CNTL-LR-HRIC is shown in Figure 2.2b. Note that there is 

more heat loss from the ocean in CNTL-HR in the eddy-active regions. This strongly 

suggests that the warmer SST in CNTL-HR is mainly associated with oceanic processes 

instead of Qnet in eddy-active regions. But Qnet can be a candidate to explain the warmer 

SST in the tropics. The 106-year mean of globally averaged Qnet is about 0.4 W/m2 in 

CNTL-HR and 0.51 W/m2 in CNTL-LR-HRIC (Figure 2.2d), which indicates the 

warmer SST in CNTL-HR is induced by oceanic processes in global average sense.  
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SST and Qnet differences between SPIN-HR and SPIN-LR (Figure A2) are 

consistent with those between CNTL-HR and CNTL-LR-HRIC in the tropics and 

midlatitudes (Figure 2.2a,b), indicating robust SST bias is already generated after 20 

years integration. But negative SST difference is larger and broader in the 20 years SPIN 

experiments in the subpolar Pacific and SubAntarctic region, indicating that the system 

is still under adjustment. To investigate details of physical processes controlling SST in 

the tropics and midlatitudes, heat budget analysis described in Section 2.3 will be 

applied to HR and LR in next section. 

2.4. Heat Balance in CNTL-HR and CNTL-LR-HRIC 

2.4.1. Globally Averaged Heat Budget 

To diagnose the cause for the 1oC warmer < SST> in CNTL-HR than in CNTL-

LR-HRIC (Figure 2.2c), globally averaged surface ocean heat budget analysis is 

conducted. As shown in Figure 2.3a, the leading-order balance is between VMFC and 

AFC that includes non-solar heat flux AFC_tur (including sensible, latent and longwave 

heat flux) and short-wave heat flux AFC_SW. As mentioned in Section 2, VMFC is 

calculated as the residual in CNTL-HR, as well as in CNTL-LR-HRIC for consistency. 

Averaged over 106 years, AFC tends to cool down SST by 1916 oC while VMFC and 

VHTC tend to warm up SST by 1815 oC and 101 oC, respectively. The cooling induced 

by AFC is the net effect between AFC_SW and AFC_tur. Further decomposition of 

AFC indicates that AFC_tur tends to cool down SST by 7180oC which is compensated 

by AFC_SW with 5264oC warming. Furthermore, the cooling induced by AFC_tur is 

mainly attributed to the heat release by evaporation (See Figure A7). Since the amplitude 
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of SST change is much smaller than other terms, it is plotted in Figure 2.3 with 10 times 

lager amplitude to visually check its sign. 

Figure 2.3b shows the difference of each term in 1-D SST heat balance (Eq.2.5) 

between CNTL-HR and CNTL-LR-HRIC. Averaged over the 106 years, <SST> in 

CNTL-HR is 0.86oC warmer than CNTL-LR-HRIC. It is also clear that warming effects 

of VMFC and AFC_SW are stronger in CNTL-HR than CNTL-LR-HRIC, generating 

104.58 oC and 148.31 oC warmer SST in CNTL-HR. By contrast, AFC_tur generates 

237.36 oC more cooling in CNTL-HR than new-LR, 62.48% (44.06%) of which is 

compensated by AFC_SW (VMFC). The warming effect of VHTC is 14.68 oC weaker in 

CNTL-HR than CNTL-LR-HRIC, showing negative contribution to warmer <SST> in 

CNTL-HR.  

As shown in Large et al. (1994), VMFC parameterized by KPP includes local 

mixing (i.e., diffusive mixing, VMFC_lc) and nonlocal mixing (i.e., convective mixing, 

VMFC_nonlc). Diffusive mixing is proportional to the local vertical T gradient, while 

convective mixing is induced by convective instability within the boundary layer, which 

is nonzero only with unstable surface forcing. Therefore, the stronger warming induced 

by VMFC in HR is the net effect of the local and nonlocal mixing. To study the details 

of VMFC, the same globally averaged SST heat budget is also applied to 20-year SPIN-

HR and SPIN-LR (Figure 2.3c&d) in which output of local and nonlocal KPP mixing are 

saved as model output. Solid lines in Figure 2.3c&d are exactly balanced and two 

components of VMFC are represented by blue dashed lines. Results in SPIN-HR and 

SPIN-LR essentially reproduce those of CNTL-HR and CNTL-LR-HRIC, suggesting 
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that we can use the shorter simulations from SPIN-HR and SPIN-LR to further 

decompose VMFC into VMFC_lc and VMFC_nonlc and understand how each of the 

processes contribute the SST difference between HR and LR.  

In SPIN-HR (Figure 2.3c), one can see that VMFC_nonlc tends to warm up SST, 

but VMFC_lc tends to cool down SST. Compared with SPIN-LR, VMFC_nonlc and 

VMFC_lc are both stronger in SPIN-HR (Figure 2.3d). Table 2.2 shows the 20-year 

average of heat balance in SPIN-HR and SPIN-LR. SST in SPIN-HR is 0.49oC warmer 

than SPIN-LR on the 20-year average, which is attributed to stronger VMFC_nonlc and 

AFC_SW. Contributions to the warmer SST from VMFC_nonlc and AFC_SW are 

22.82oC and 23.02oC, respectively. Therefore, VMFC_nonlc and AFC_SW are both 

important in generating warmer SST in HR simulations from a global average 

perspective. Further details of why VMFC_nonlc differs between HR and LR will be 

discussed in Section 2.5. 

2.4.2. Surface Ocean Heat Budget 

2-d surface ocean heat budget analysis is useful to examine how the balance 

among various terms governing SST differences between HR and LR varies in 

geographic locations. Similar to globally averaged heat budget, there are three main 

factors contributing to the evolution of 2-D SST heat budget: OHTC, AFC and VMFC. 

OHTC here includes both vertical and horizontal advection processes. To investigate 

contributions of these three factors, 2-D heat budget analysis given by Eq.2.2 is applied 

to HR-CNTL and CNTL-LR-HRIC, as well as SPIN-HR and SPIN-LR. The 106-year 
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mean of each term in Eq.2.2 in CNTL-HR and CNTL-LR-HRIC are shown in Figure 

2.4, where VMFC is calculated as the residual. 

As shown in Figure 2.4a, SST changes relative to year 55 in CNTL-HR are small 

(less than 1oC) in 106 years, indicating a negligible model drift in CNTL-HR. Consistent 

with the global-average heat budget (Figure 2.3a), the balance in 2-D surface ocean heat 

budget is dominated by AFC (Figure 2.4c) and VMFC in majority parts of the global 

ocean (Figure 2.4d). Ocean advection, OHTC, only shows large contributions in eddy-

active regions (Figure 2.4b). From Figure 2.4c, it is clear that heat loss within the upper 

10 m of the ocean occurs everywhere, except in the equatorial regions, EBUS, and some 

Subantarctic regions (Figure 2.4c). The heat loss indicates that the net shortwave heat 

flux within the upper 10 m is less than the outgoing non-solar heat fluxes. Due to the 

large compensation among OHTC, TFC, and VMFC, the scale of SST change is much 

smaller than the other three, similar to the global-average heat budget.  

The differences between CNTL-HR and CNTL-LR-HRIC are demonstrated in 

Figure 2.4e-h. In much of the western and tropical basins, SST is warmer in CNTL-HR, 

especially in the eddy-active regions where the difference can reach to 4oC (Figure 2.4e). 

The cooling induced by AFC is stronger in CNTL-HR in the eddy-active regions (Figure 

4g), which is mainly contributed by the non-solar component AFC_tur (Figure 2.5b). On 

the other hand, AFC_SW is larger in CNTL-HR in the tropical and polar regions, but 

smaller in the EBUS and the Southern Ocean (Figure 2.5a), which is similar to the SST 

difference pattern in Figure 2.4e. The spatial correlation coefficient of SST difference 

(Figure 2.4e) and AFC_SW difference (Figure 2.5a) is 0.48, indicating the shortwave 
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heat flux and the spatial pattern of SST differences are closely related, but it cannot fully 

explain SST differences. Compared with AFC_SW, OHTC also shows stronger warming 

in CNTL-HR than CNTL-LR-HRIC in the eddy-active regions (Figure 2.4f). By 

contrast, VMFC differences between CNTL-HR and CNTL-LR-HRIC, which is the net 

effect of VMFC_lc and VMFC_nonlc, show the opposite sign to AFC (Figure 2.4h).  

The relative importance of VMFC_lc vs. VMFC_nonlc in the SST difference 

between HR and LR can be further investigated using direct model output from SPIN-

HR and SPIN-LR. Figure A3 shows the results of a similar surface ocean heat budget 

analysis using the 20-year simulations from SPIN-HR and SPIN-LR. Despite of shorter 

simulation length, the heat balance in SPIN-HR and SPIN-LR shows a similar structure 

to that of CNTL-HR and CNTL-LR-HRIC. In both cases, OHTC and VMFC are 

primarily responsible for the warmer SST in HR in eddy-active regions (Figure A3, 

Figure 2.4), and AFC_SW and VMFC for the warmer SST in tropical regions (Figure 

2.5c). This general agreement between results from SPIN-HR and SPIN-LR and from 

CNTL-HR and CNTL-LR-HRIC provides strong support to further study VMFC_lc and 

VMFC_nonlc using SPIN-HR and SPIN-LR, even though they were only integrated for 

20 years. 

In SPIN-HR, VMFC_lc tends to cool surface temperature except in the ice-

covered areas, and the strongest cooling occurs in equatorial regions (Figure 2.6a). In 

contrast, VMFC_nonlc tends to warm up the surface layer, with large amplitudes in 

eddy-active regions (Figure 2.6b). An examination of the differences of these two terms 

between SPIN-HR and SPIN-LR shows that VMFC_nonlc is stronger in SPIN-HR in 
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eddy-active and tropical regions, while the difference of VMFC_lc shows opposite sign 

to that of VMFC_nonlc (Figure 2.6c&d).  

Figure 2.7a shows 20-year mean of area-averaged heat balance in four eddy-

active regions shown in boxes in Figure 2.4f. OHTC, VMFC_nonlc and AFC_SW all 

contribute positively to the heat budget of SPIN-HR (cyan) and SPIN-LR (blue), while 

VMFC_lc and AFC_tur contribute negatively. SST is about 2.42oC warmer in SPIN-HR 

than SPIN-LR in these eddy-active regions (red in Figure 2.7a), which is considerably 

larger than the globally averaged difference of 0.49oC. The stronger AFC_tur in SPIN-

HR tends to cool down SST more by 300.63oC, which is counterbalanced by the stronger 

OHTC (98.9 oC), weaker local mixing (VMFC_lc, 20.48 oC), stronger nonlocal mixing 

(VMFC_nonlc, 160.09 oC) and stronger TFC_SW (23.56 oC). Therefore, OHTC and 

VMFC_nonlc are the two most dominant factors in generating warmer SST in eddy-

active regions, while TFC_SW plays a secondary role. This result also holds in each 

eddy-active region as shown in Figure A4. Similar results from 106-year CNTL-HR and 

CNTL-LR-HRIC are shown in Figure A5a, confirming that vertical mixing and 

advection are the most important for warmer SST in the eddy-active regions in HR. 

In the tropics (30oS-30oN), OHTC shows the smallest contribution to the heat 

budget in SPIN-HR (cyan) and SPIN-LR (blue, Figure 2.7b). The SST in SPIN-HR is 

about 0.45 oC warmer than SPIN-LR (red in Figure 2.7b), comparable to the global 

average of 0.49 oC. Different from eddy-active regions, VMFC_lc is stronger in SPIN-

HR than SPIN-LR in the tropics, generating cooler SST of 39.92 oC, which is 

comparable with -53.38 oC induced by stronger AFC_tur. In addition, VMFC_nonlc and 
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AFC_SW are the only two processes contributing to warmer SST in SPIN-HR, 

producing 45.5 oC and 53.71 oC warming, respectively. Therefore, VMFC_nonlc and 

TFC_SW are equally important for the warmer SST in the tropics in HR. On the other 

hand, since there is strong compensation between VMFC_lc (-39.92 oC) and 

VMFC_nonlc (45.5 oC), the net warming effect of VMFC is only 5.58 oC, which is much 

smaller than TFC_SW. This is consistent with 106-year results shown in Figure A5b. 

As shown in Figure A6, there is less low cloud in regions where shortwave heat 

flux is larger in HR (Figure 2.5a&c), which may be related to model resolution effects 

on deep and shallow convection schemes in CAM5. We note that convection-related 

parameters in HR are kept the same to those in LR, which may be responsible for higher 

tropical precipitation in HR (Chang et al. 2020). Future studies, which is beyond the 

scope of this work, are needed to investigate differences in parameterized clouds 

between HR and LR. In the next section, we will focus more on the discussion of causes 

for upper ocean vertical mixing and advection differences between SPIN-HR and SPIN-

LR. 

2.5. Vertical Mixing and Advection 

2.5.1. Vertical Mixing 

As shown in Large et al. (1994) and Van Roekel et al. (2018), nonlocal KPP flux 

is parameterized as 𝜅𝑧𝛾𝑥 = 𝐶∗𝜅(𝑐𝑠𝜅𝜀)1/3𝐺(𝜎)(𝑤𝑇)̅̅ ̅̅ ̅̅ ̅
𝑠𝑓𝑐, where 𝐶∗, 𝜅, 𝑐𝑠 and 𝜀 are 

constants defined in Large et al. (1994). In the following discussion, 𝐶∗𝜅(𝑐𝑠𝜅𝜀)1/3 is 

expressed as C for convenience. The nonlocal KPP flux is non-zero only under the 

unstable stratification caused by surface heat flux. In CESM, the unstable condition 
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occurs when the sum of nonsolar heat flux and shortwave heat flux absorbed in the 

boundary layer is negative, indicating a net loss of heat from the surface. (𝑤𝑇)̅̅ ̅̅ ̅̅ ̅
𝑠𝑓𝑐 is the 

non-solar surface heat flux, including longwave heat flux, sensible and latent heat flux 

(hereafter, referred to as 𝑄𝑛𝑠). Therefore, nonlocal KPP flux can be simply rewritten as 

                                           𝜅𝑧𝛾𝑥 = 𝐶𝐺(𝜎)𝑄𝑛𝑠.                                                 (2.5)  

𝐺(𝜎) is the shape function expressed as a cubic polynomial  

                             𝐺(𝜎) = 𝑐1 + 𝑐2𝜎 + 𝑐3𝜎2 + 𝑐4𝜎3,                                       (2.6) 

where 𝜎 = −
𝑧

ℎ
, 𝑐1 = 0, 𝑐2 = 1, 𝑐3 = −2 + 3𝐺(1) − (

𝜕𝐺

𝜕𝜎
)

𝜎=1
, 𝑐4 = 1 − 2𝐺(1) +

(
𝜕𝐺

𝜕𝜎
)

𝜎=1
,  ℎ is the boundary layer thickness (HBLT) and 𝜎 varies from 0 to 1. The 

boundary conditions of the shape function at 𝜎 = 1 are determined by the mixing below 

boundary layer (see details in Appendix B1 and B2 in Van Roekel et al. (2018)). 

From Eq.2.5, the response of nonlocal KPP flux to surface heat forcing can be 

broken down into a direct response through 𝑄𝑛𝑠 and an indirect response through shape 

function 𝐺(𝜎). To diagnose differences of direct and indirect response between HR and 

LR, we can rewrite shape function and 𝑄𝑛𝑠 in HR as 𝐺ℎ = Δ𝐺 + 𝐺𝑙 and 𝑄𝑛𝑠ℎ = Δ𝑄𝑛𝑠 +

𝑄𝑛𝑠𝑙, where h and l represent HR and LR and Δ(∙) denotes the difference between HR 

and LR. Therefore, the difference of nonlocal KPP flux between HR and LR can be 

expressed as 

(𝜅𝑧𝛾𝑥)ℎ − (𝜅𝑧𝛾𝑥)𝑙 = 𝐶[(Δ𝐺 + 𝐺𝑙)(Δ𝑄𝑛𝑠 + 𝑄𝑛𝑠𝑙)] − 𝐶𝐺𝑙𝑄𝑛𝑠𝑙 = 𝐶[Δ𝐺𝑄𝑛𝑠ℎ + 𝐺𝑙Δ𝑄𝑛𝑠].    

                                                                                                                                      (2.7) 
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On the right side of Eq.2.7, the first term represents the impact of changes of shape 

function in HR from LR, which includes the neglectable cross term (indirect response, 

hereafter VMFC_nonlcG), and the second term represents the impact of differences of 

nonsolar heat flux (direct response, hereafter VMFC_nonlcQ). 

Figure 2.8a shows the breakdown of globally averaged VMFC_nonlc differences 

between SPIN-HR and SPIN-LR, from which it is clear that VMFC_nonlcQ is larger 

than VMFC_nonlcG. The 20-year mean of VMFC_nonlcQ difference is 14.01 oC, 

accounting for 63% of the total VMFC_nonlc difference. The ratio of VMFC_nonlcQ 

and VMFC_nonlcG over VMFC_nonlc are shown in Figure 8b with green and red 

dashed lines, respectively. The contribution of VMFC_nonlcQ to VMFC_nonlc is 

between 60%-70%. 

Figure 2.9a&b display spatial patterns of ratio of VMFC_nonlcQ over 

VMFC_nonlc and ratio of VMFC_nonlcG over VMFC_nonlc, respectively. In the eddy-

active regions, VMFC_nonlcQ can explain more than 90% of VMFC_nonlc differences. 

But in the regions where the Gulf Stream separates from the U.S. coast, contributions of 

VMFC_nonlcQ and VMFC_nonlcG to VMFC_nonlc are similar (50%). In the tropics, 

VMFC_nonlcQ and VMFC_nonlcG both play an important role, accounting for 60% 

and 40% of VMFC_nonlc differences, respectively. These results reveal that 

VMFC_nonlcG cannot be neglected when we study the nonlocal KPP flux differences. 

In the following, we will investigate how the shape function can differ between HR and 

LR. 
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As shown in Eq.2.7, the shape function is modulated by the boundary layer 

depth, which is defined as the shallowest depth where the bulk Richardson number 𝑅𝑖𝑏 

(referred to Eq.7 in Van Roekel et al. (2018)) reaches 0.3. By definition, 𝑅𝑖𝑏 can be 

influenced by the surface buoyancy forcing including freshwater and heat fluxes, 

indicating a nonlinear relationship between nonlocal KPP flux and surface heat flux. 

Figure 2.10a-c show shape function estimated as nonlocal KPP flux divided by nonsolar 

heat flux using monthly CESM output in the Tropics, KE and GSE, respectively, where 

it is assumed that shape function has small variations within one month. It is clearly 

shown that the shape function varies strongly with respect to nonsolar heat flux in both 

tropics and eddy-active regions, confirming that nonlocal KPP flux is not a linear 

function of nonsolar heat flux. 

To mathematically quantify the nonlinearity, binned averages of the estimated 

shape function in the three regions are shown as dots with bin width of 5 W/m2 in Figure 

2.10d-f, and solid lines are the corresponding quartic fits to the data. The fitting 

coefficients are labelled in the legends in each panel. Results indicate that shape function 

and 𝑄𝑛𝑠 are highly nonlinear in strong 𝑄𝑛𝑠 regime (stronger than 200 W/m2) in both HR 

(red) and LR (blue). It is also shown that LR is less capable of simulating extremely 

strong 𝑄𝑛𝑠 in the tropics (stronger than 750 W/m2) and KE (stronger than 800 W/m2). In 

these extreme 𝑄𝑛𝑠 regimes, the shape function shows higher values in HR than LR, 

suggesting a larger contribution of VMFC_nonlcG. Since the shape function is 

physically related to Richardson number, the quartic fit can only show the nonlinearity 
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between nonlocal KPP flux and 𝑄𝑛𝑠 mathematically. The possible oceanic processes that 

give rise to this nonlinearity will be discussed in Section 6.2 

2.5.2. Ocean Advection 

As shown in Figure 2.7a, OHTC is the second largest factor in generating 

warmer SST in HR in eddy-active regions, accounting for 62% of the contribution from 

VMFC_nonlc. To investigate more details of OHTC, OHTC is further decomposed into 

mean-flow-induced OHTC (MOHTC) and eddy-induced OHTC (EOHTC), where eddies 

are defined as the deviation from the monthly mean. Since KE and GSE are two largest 

eddy-active regions, analysis in this section will be mainly conducted in KE and GSE. 

Differences of MOHTC and EOHTC between SPIN-HR and SPIN-LR in KE and 

GSE are shown in Figure 2.11. Same with Figure 2.4, boxes are regions where OHTC in 

HR and LR show large differences. In KE, the warming induced by MOHTC can extend 

more northward and eastward compared with LR (Figure 2.11a&b), leading to warmer 

MOHTC-related SST difference between HR and LR in the boxed region (Figure 2.11c). 

In contrast, EOHTC in HR and LR shares similar spatial patterns in KE (Figure 

2.11d&e), but produces a stronger warming in HR in the regions where Kuroshio current 

separates from Japan coasts (Figure 2.11f). In the boxed region, MOHTC tends to 

generate 69.51 oC warmer SST in SPIN-HR than SPIN-LR, which is more than 8 times 

larger than the contribution from EOHTC (8.42 oC).  

In GSE, MOHTC and EOHTC in LR both indicate a more severe overshooting 

problem of the Gulf Stream (Figure 2.11j&k) compared with those in HR (Figure 

2.11g&h) (see also Small et al., 2014). The overshooting problem is improved in HR, 
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leading to a dipole pattern in the differences of MOHTC and EOHTC between HR and 

LR (Figure 2.11i&l). Different from KE, MOHTC in the GSE box only contributes to 

warmer SST by 32.75 oC (Figure 2.11i), which is smaller than the contribution from 

EOHTC (58.27 oC, Figure 2.11l). 

To investigate more details of the mean circulation in KE and GSE, sea surface 

height (SSH) is shown in Figure 2.12. In KE, the boundary between subpolar gyre and 

subtropical gyre is along 42oN in SPIN-HR, which is to the north of that in SPIN-LR 

(zero lines in Figure 2.12a&b). In addition, the strength of currents just separated from 

the coast of Japan is stronger in SPIN-HR than SPIN-LR, as well as the recirculation 

strength. These differences can lead to more warm water advected into the boxed region 

in SPIN-HR than LR. In GSE, the recirculation in HR is stronger and extends more 

eastward than in LR. The overshooting problem is improved in HR, which is consistent 

with the advection patterns in Figure 2.11j&k. The improvement of the Gulf Stream in 

POP simulations has also been noted by Bryan et al (2007) by increasing horizontal 

resolution to 0.1o. They showed that the separation of GS is sensitive to dissipation 

parameter choices. As summarized in Chassignet and Marshall (2008), there are many 

other factors that can influence GS separation, for instance, subpolar gyre strength, Deep 

western boundary current, and representation of topography. 

2.6. Summary and Discussion 

2.6.1. Summary 

A recent study by Ma et al. (2020) shows that CMIP6 models share the same 

SST biases as previous CMIP5 models. Given that these two generations of climate 
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models have similar horizontal resolution of ~1o, it raises the question of to what extent 

the SST biases are related to insufficient model resolution in these climate models. This 

study attempts to address this question by analyzing and comparing the HighResMIP 

ensemble, which is a new model intercomparison project endorsed by CMIP6, aiming at 

assessing the impact of horizontal resolution of climate models on climate system 

simulations. The focus of this study is on examination of a set of HighResMIP 

simulations conducted by iHESP using CESM1.3, which includes a pair of 106-year 

high- and low-resolution control simulations (CNTL-HR and CNTL-LR-HRIC), and 

another pair of 20-year high- and low-resolution spin-up simulations (SPIN-HR and 

SPIN-LR). In each pair, the simulations have identical temperature and salinity state at 

the initial state, so that initial state differences will not have an impact on ocean heat 

budget analysis. Three other eddy-resolving and eddy-permitting models in the 

HighResMIP ensemble, including HadGEM3-GC31, AWI-CM and ECMWF, are also 

analyzed and compared to CESM1.3. The results confirmed that increasing model 

resolution can substantially reduce SST biases, including the warm bias in EBUS and 

cold bias in the western basins and tropics. The focus of this study is on the cold bias as 

it has not been thoroughly investigated by previous studies. 

To investigate SST bias differences between HR and LR, globally averaged and 

2-D surface ocean heat budget analyses are applied to HR and LR simulations. The 

globally averaged heat budget analysis reveals that the heat balance in the uppermost 10 

m is mainly held between atmospheric fluxes (i.e., AFC) and oceanic vertical mixing 

(i.e., VMFC) in both HR and LR, while vertical advection (i.e., VHTC) plays a 
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secondary role. At the surface, non-solar heat flux brings heat out of the ocean. The solar 

radiation trapped in the top 10 m cannot completely compensate the cooling induced by 

nonsolar heat flux. Therefore, vertical mixing is important to close the balance by 

generating warming in the upper 10 m. Further decomposition indicates that it is 

nonlocal vertical mixing that accounts for the warming in the top 10 m through 

convective heat flux from the subsurface to the uppermost layer. 

The differences of each term in heat budget between HR and LR suggest that it is 

solar heat flux and nonlocal vertical mixing that account for the 1oC warmer SST in HR, 

two of which quantitively show equal importance in globally averaged sense. The 

physical interpretation of nonlocal vertical mixing difference between HR and LR will 

be discussed in Section 6.2.  

2-D surface ocean heat budget analysis demonstrates that stronger VMFC_nonlc 

and AFC_SW in HR than LR are mainly distributed in the eddy-active regions and 

tropics, but the most dominant process shows differences between eddy-active regions 

and the tropics. In the eddy-active regions, VMFC_nonlc (160.09 oC) contributes the 

most to warmer SST in HR, followed by OHTC (98.9 oC) and AFC_SW (23.56 oC), the 

importance of which is different from globally averaged results. Further analysis depicts 

that the stronger VMFC_nonlc in eddy-active regions in HR is mainly induced by the 

direct impact of nonsolar heat flux instead of indirect impact via shape function. 

Regarding OHTC, it is found that the improvements of amplitudes and positions of 

western boundary currents favor warmer SST in HR, especially in KE and GSE. In the 

tropics, VMFC_nonlc and AFC_SW both contribute to warmer SST in HR by 45.6 oC 
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and 53.71 oC, respectively, consistent with globally averaged results which indicates the 

large contribution of AFC_SW in the tropics to the global average. The stronger 

AFC_SW is likely induced by less clouds in HR, which may be related to model 

resolution impacts on cloud parameterization. Different from the eddy-active regions, 

both the direct and indirect impact of nonsolar heat flux on nonlocal KPP flux contribute 

to the warmer SST in HR, accounting for 60% and 40% of the nonlocal VMFC 

difference between HR and LR. It is also found that shape function responds to surface 

heat flux forcing in a nonlinear manner in both eddy-active regions and tropics, 

indicating oceanic processes can strongly modulate shape function.  

2.6.2. Discussion 

Although HadGEM3-GC31, AWI-CM-1-1 and ECMWF show consistency of 

SST differences between HR and LR with CESM, only AWI-CM-1-1 employs the same 

vertical mixing parameterization with CESM and the other two use turbulent kinetic 

energy (TKE) parameterization. In TKE scheme, turbulent tracer flux is nonzero only 

with nonzero vertical gradient of mean quantities, which is not determined by the surface 

trace forcing at all (Pandey and Dwivedi, 2021). Therefore, more analysis should be 

conducted to confirm the impact of vertical mixing on the SST difference between HR 

and LR in HadGEM3-GC31 and ECMWF. 

The fitting polynomial shown in Figure 2.8 is a mathematical approximation of 

the relationship between shape function and nonsolar heat flux, which differs from the 

calculation of the shape function in CESM. But this simple analysis shows that the shape 

function is a nonlinear function of nonsolar heat flux, indicating that it is difficult 
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separate the contribution of shape function to nonlocal KPP flux from that of surface 

heat flux precisely. The method used in this study is just a diagnostic approach to 

quantify the impact of shape function and surface heat flux on nonlocal KPP flux. Zhu et 

al. (2020) found that SST in the North Pacific will get warmer after increasing the 

strength of convective mixing in LR ocean-only model named Modular Ocean Model 

version 5 (MOM5), which supports that convective mixing is important to reduce the 

cold SST biases. 

As shown in Eq.2.6, shape function is modulated by HBLT, which is determined 

by the bulk Richardson number, indicating that oceanic process can influence nonlocal 

KPP flux through local stratification. In the vertical direction, vertical heat transport 

(VHT) in the ocean acts to redistribution heat, which has the impact on bulk Richardson 

number. As shown in Wolfe et al (2008), mean-flow induced vertical heat transport 

(MVHT) is downward and eddy-induced vertical heat transport (EVHT) is upward in 

globally averaged sense, which is also seen in other studies (Hieronymus and Nycander, 

2013; Banks and Gregory, 2005; Brierley et al., 2010; Griffies et al., 2015; von Storch et 

al., 2016; Su et al., 2018, 2020; Jing et al., 2020). To shed light on the influence of VHT 

on nonlocal KPP flux, we conducted sensitivity experiments by changing the strength of 

submesoscale parameterization in LR CESM. In CESM, the parameter that controls the 

strength of submesoscale parameterization is the horizontal length scale (HLS) of the 

front (Smith et al., 2010). Experiments with smaller HLS have stronger submesoscale 

eddy fluxes in the extratropics. The default value is 5 km (EXP5km), and we conducted 

two sensitivity experiments with HLS reduced to 3 km for 50 years (EXP3km) and 800 
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m (EXP800m) for 20 years. Both of these runs started from the first day of year 31 in 

CNTL-LR and other model settings were kept the same.  

The 50-year averaged results in EXP5km and EXP3km are shown in Figure 2.13. 

As demonstrated in Figure 2.13a, MVHT averaged over KE (145oE-170oE, 34oN-39oN) 

and GSE (65oW-50oW, 33oN-41oN) is slightly changed from EXP5km to EXP3km, but 

EVHT shows significant increase with a maximum of 12.69 W/m2 at 60 m (about 

29.71% of EVHT in EXP5km). Figure 2.13b shows nonlocal KPP flux, Qnet, shortwave 

heat flux (SW), and HBLT in KE and GSE in EXP5km (blue) and EXP3km (cyan) on 

the left y-axis, as well as EXP3km minus EXP5km (red) on the right y-axis. Nonlocal 

KPP flux is increased by 4% (4.16 W/m2), and HBLT is decreased by 7% (3.99 m) from 

EXP5km to EXP3km. Similar results for 20-year mean in EXP5km, EXP3km, and 

EXP800m are shown in Figure A8. KPP nonlocal flux (HBLT) keeps increasing 

(decreasing) from EXP5km, EXP3km to EXP800, indicating that the response of 

nonlocal KPP flux and HBLT to EVHT are monotonic. The stratification defined as the 

difference temperature at 5 m and that at 45 m also monotonically increases as 

submesoscale eddies are strengthened.  In contrast, Qnet is strengthened by about 2% 

(Figure 2.13b) or 3% (Figure A8b) from EXP5km to EXP3km, but it is weakened by 

3.6% (Figure A8b) from EXP3km to EXP800m. In addition, SW shows little changes 

across three experiments. Therefore, the atmosphere response to submesoscale 

parameterization is weaker. 

The connection of EVHT and KPP nonlocal flux can be connected as following. 

From Figure 2.13a, it is clear that there is a stronger VHT-induced local warming above 
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60 m and stronger VHT-induced local cooling below 60 m from EXP5km to EXP3km 

because the difference of EVHT reaches maximum at 60 m, indicating more thermally 

stratified upper 100 m in EXP3km. Therefore, HBLT which is defined as the shallowest 

depth where bulk Richardson number reaches 0.3 is shallower in EXP3km than 

EXP5km. This result also held in the 20-year results, especially the stratification change, 

during which the system is still under adjustment, as well as held from EXP3km to 

EXP800m shown in Figure A8a. On the other hand, in Eq.2.6, shape function can be 

approximated by 𝜎 = −
𝑧

ℎ
 as it approaches the sea surface (i.e., 𝜎 is small). Therefore, 

shallower HBLT will lead to larger |𝜎|, i.e., larger shape function (larger nonlocal KPP 

flux) near the sea surface, which can be seen in Figure 2.13b and Figure A8b.   

Although HBLT is not save in the output in CNTL-HR and CNTL-LR-HRIC, we 

can check the contrast of temperature at 45 m (T45m) difference and SST difference 

between CNTL-HR and CNTL-LR-HRIC as shown in Figure 2.14a. It is clear that the 

T45m difference is larger than SST difference in most regions, especially in eddy-active 

regions, indicating there is more heat for nonlocal KPP mixing to move into upper 10 m 

from the beneath in HR than LR. Combining with the finding in Jing et al. (2020), we 

propose the mechanism of nonlocal KPP mixing modulating SST as follows. As shown 

in Figure 2.14b, the stronger heat loss will lead to stronger eddy vertical heat transport 

(𝑤′𝑇′) based on the theory in Jing et al. (2020). Since 𝑤′𝑇′ peaks around 50 m (Jing et 

al., 2020) and is decreased to zero at the sea surface, the heat taken by 𝑤′𝑇′ is mostly 

stored between 10 m and 50 m, which can be regarded as the heat reservoir for the upper 

10 m. Based on Figure 2.4g and Figure 2.14b, the cooling at the surface and the warming 
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below 10 m is both stronger in HR than LR, which feeds stronger nonlocal KPP flux to 

bring more heat to the upper 10 m. Although nonlocal KPP flux is parametrized in 

CESM, the determination of HBLT is essentially the reflection of this physical process. 

More detailed composition analysis should be conducted in the future to verify this 

mechanism.  

The dominant component of nonsolar heat flux difference between LR and HR-

CESM is latent heat flux, especially in the midlatitudes. Wu et al. (2018) showed that the 

latent heat flux becomes stronger in the midlatitudes as they increase the atmosphere 

resolution from 130km, 60km to 25 km using the atmosphere component of Met 

Office’s Unified Model. Minobe et al. (2008) pointed out the sharp SST gradient is vital 

to generate surface wind convergence which induces stronger latent heat flux. Small et 

al. (2013) also confirmed that SST fronts can modulate turbulent heat fluxes through 

changes of the surface stability using CAM4. Although previous studies were based on 

atmosphere only experiments, they provide hints that differences of turbulent heat fluxes 

between LR- and HR-CESM are highly associated with SST fronts in the midlatitudes, 

which needs more analysis to be confirmed in the future work. 
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Table 2.1 Models in HighResMIP: CMCC-CM2-(V)HR4 (Cherchi et al., 2019); 

ECMWF-IFS (C. D. Roberts et al., 2018); CNRM-CM6-1 (Voldoire et al., 2019); EC-

Earth3P (Haarsma et al, 2019); HadGEM3-GC31 (M. J. Roberts et al., 2019); MPI-

ESM1.2 (Gutjahr et al., 2019);CESM1-3 (Danabasoglu et al., 2012; Small et al., 2014; 

Meehl et al., 2019); AWI-CM1-0 (Semmler et al., 2019). 
Parameter/ 

model 

HadGE

M3-

GC31 

ECM

WF-

IFS 

CNRM

-CM6-1 

EC-

Earth3

P 

CMCC-

CM2-

(V) HR4 

MPI-

ESM1

-2 

CES

M1-3 

AWI-

CM1-

0 

Resolution 

names 

LL, 

HM, 

HH 

LR, 

HR 

LR, HR LR, 

HR 

HR4, 

VHR4 

HR, 

XR 

LR, 

HR 

LR, 

HR 

Atmospher

e resolution 

(km) 

250, 50, 

50 

50, 25 250, 50 100, 

50 

100, 25 100, 

50 

100,2

5 

100, 

100 

Ocean 

model 

NEMO3

.6 

NEMO

3.4 

NEMO

3.6 

NEMO

3.6 

NEMO3

.6 

MPIO

M 

POP FESO

M1.4 

Ocean 

horizontal 

resolution  

1°, ¼°, 

1/12°;  

1°, ¼°;  1°, ¼°;  1°, ¼°; ¼°. ¼°; 0.4°, 

0.4°; 

1o, 

1/10° 

1°, 

¼°; 

Ocean 

levels 

75 75 75 75 50 40 62 46 

 

 

 



 

48 

 

 
Figure 2.1 SST biases in (a) CMIP5, (b) CMIP6, (c) LR (counterpart of HR) in 

HighResMIP, (d) HR in HighResMIP simulations. 500-years or less SST in piControl 

CMIP5 and CMIP6 simulations are used. 100-years 1950-control simulations in 

HighResMIP are used. Climatological SST of HadISST1.0 in 1870-1880 is used in 

(a)(b) and that in 1950-1960 is used in (c)(d). (e) SST differences between higher 

resolution and lower resolution HighResMIP models. HadGEM3-GC31, ECMWF-IFS, 

CNRM-CM6-1, EC-Earth3P, CESM1-3 and AWI-CM1-0 in HighResMIP are used. 

CMIP5 and CMIP6 models used here are listed in Table A1 and Table A2 
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Figure 2.2 Differences of (a) SST and (b) Qnet between CNTL-HR and CNTL-LR-

HRIC (106 years mean); globally averaged (c) SST and (d) Qnet in CNTL-HR and 

CNTL-LR-HRIC. 

 

 
Figure 2.3 Heat budget of globally averaged SST in CNTL-HR (a), CNTL-HR minus 

CNTL-LR-HRIC (b), SPIN-HR (c), and SPIN-HR minus SPIN-LR (d).  Red for SST 

changes, black for VHTC, green for AFC_tur, green for AFC_SW and blue for VMFC. 

Units are oC. 
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Table 2.2 20-year average of each term in the heat budget of SPIN-HR and SPIN-LR 

(Unit: oC). 
 

𝜟SST VHTC VMFC AFC_SW AFC_tur 

Local nonlocal 

HR 0.34 17.31 296.44 618.70  

 

945.46 -1284.69 

LR -0.15 20.05 -286.21 596.48  923.81 -1254.28 

HR-LR 0.49 -3.52 -10.22 22.82 23.02 -31.80 

 

 
Figure 2.4 106-year mean of (a) SST change in CNTL-HR; (b) OHTC in CNTL-HR; (c) 

AFC in CNTL-HR; (d) VMFC in CNTL-HR; (e)-(h) similar to (a)-(d) but for CNTL-HR 

minus CNTL-LR-HRIC. 2-D heat budget is applied to the upper 10 m. Units are oC. 

Notice the scale of (a)(e) is smaller than other panels. Boxes in (f) indicates eddy-active 

regions with large OHTC differences. 
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Figure 2.5 Difference of (a) AFC_SW and (b) AFC_tur between CNTL-HR and CNTL-

LR-HRIC; (c) AFC_SW and (d) AFC_tur between SPIN-HR and SPIN-LR. 

 
Figure 2.6 Breakdown of VMFC into (a) local and (b) nonlocal components in SPIN-

HR. Difference of (c) VMFC_lc and (d) VMFC_nonlc between SPIN-HR and SPIN-LR. 

Units: oC. 
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Figure 2.7 20-year mean of heat balance (a) in 4 eddy-active regions labelled by black 

boxes in Figure 4(f) and (b) tropical regions. Blue for SPIN-LR, cyan for SPIN-HR and 

red for SPIN-HR minus SPIN-LR. 

 
Figure 2.8 (a) Breakdown of VMFC_nonlc difference between SPIN-HR and SPIN-LR 

as shown Figure 2.3d, blue dashed for VMFC_nonlc, green dashed for direct impact 

(VMFC_nonlcQ), red dashed for indirect impact (VMFC_nonlcG); (b) Ratio of 

VMFC_nonlcQ (green) and VMFC_nonlcG (red) over VMFC_nonlc. VMFC_nonlc is 

the sum of VMFC_nonlcQ and VMFC_nonlcG. 
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Figure 2.9 (a) Ratio of VMFC_nonlcQ over VMFC_nonlc, (b) ratio of VMFC_nonlcG 

over VMFC_nonlc in SPIN-HR and SPIN-LR. Only regions where positive difference of 

VMFC_nonlc between SPIN-HR and SPIN-LR occurs (Figure 2.6) are shown. 

 

 
Figure 2.10 Shape function in (a) tropics (b) KE (c) GSE; heat flux-binned shape 

function in (d) tropics (e) KE (f) GSE, each bin with width of 5 W/m2. Dots for CESM 

results, solid lines for quartic fitting. Red for HR and blue for LR. 
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Figure 2.11 (a) MOHTC in SPIN-HR (b) MOHTC in SPIN-LR, (c) MOHTC contrast 

between SPIN-HR and SPIN-LR, (d) EOHTC in SPIN-HR (e) EOHTC in SPIN-LR, (f) 

EOHTC contrast between SPIN-HR and SPIN-LR in KE. (g)-(l) are similar to (a)-(f) but 

in GSE. Unit for MOHTC and EOHTC: oC. 
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Figure 2.12 SSH simulated in SPIN-HR ((a)(c)) and SPIN-LR ((b)(d)). Unit: m. 

 

 
Figure 2.13 50-year averaged (a) MVHT (solid) and EVHT (dashed) in EXP5km (blue) 

and EXP3km (cyan); (b) nonlocal KPP flux, Qnet, SW at surface, and HBLT (blue), 

EXP3km (cyan) on left y-axis, and EXP3km minus EXP5km (red) on right y-axis. 

Results are obtained in KE (145oE-170oE, 34oN-39oN) and GSE (65oW-50oW, 33oN-

41oN). Units are shown in brackets following each variable. 
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Figure 2.14 (a) T45m difference minus SST difference between CNTL-HR and CNTL-

LR-HRIC; (b) schematic of role of nonlocal KPP mixing in modulating SST. 
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3. IMPACT OF MODEL HORIZONTAL RESOLUTION ON OCEAN HEAT 

UPTAKE PROJECTIONS 

 

3.1. Introduction 

The ocean is the primary heat reservoir of the Earth system and plays an 

important role in the climate system. The Fifth Assessment report of the 

Intergovernmental Panel on Climate Change (IPCC AR5) states that the ocean has 

absorbed 93% of heat induced by anthropogenic activity over 1972-2010 (Hoegh-

Guldberg et al., 2014). The increased heat in the ocean has important implications for the 

climate system. Warmer temperatures can lead to coral bleaching (Frieler et al., 2013), 

and also drive marine fishes to migrate poleward (Perry et al., 2005; Pinsky et al., 2013). 

In addition, thermal expansion of the ocean due to uptake of anthropogenic heat is the 

principal cause of the increase in sea level at a rate of 3.2 mm yr-1 between 1993 and 

2010 (Hoegh-Guldberg et al., 2014). The lifetimes and intensities of tropical cyclones 

are enhanced with the increase of global mean temperature (Emanuel, 2005; Elsner et 

al., 2008; Knutson et al., 2020), which can lead to more damages to coastal regions 

(Klotzbach et al., 2018). Therefore, reliable estimates and projections of future ocean 

heat content (OHC) and ocean stratification changes are vital for societal benefits. 

Two methods have been used to calculate ocean heat uptake (OHU). The first 

method uses radiative fluxes at the top of the atmosphere (TOA). Due to the larger heat 

capacity of seawater than other Earth system components (air, soil, and rocks), the rate 

of OHU can be inferred from the radiation imbalance at the top of the atmosphere 
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(TOA), which can be estimated from satellite observations. In terms of the projected 

imbalance under transient forcing, the uncertainty of radiation at TOA is still the key 

focus in climate studies due to the influence of clouds (Boucher et al., 2013). To 

simulate the effects of transient forcing, climate sensitivity experiment where the CO2 

concentration increases at rate of 1%/yr and doubles its initial value after about 70 years 

of integration, are typically used as a benchmark for the response of climate to radiative 

forcing changes. The relationship between TOA imbalance (N) and radiative forcing (F, 

downward flux) can be written as N=F+H, where H=λ∆T is the upward radiative flux 

called radiative response, proportional to the globally averaged surface air temperature 

change (∆T) and the climate feedback parameter λ (Gregory et al., 2004; Kuuhlbrodt and 

Gregory, 2012; Rose and Rayborn, 2016). If λ is constant, the relationship between N 

and ∆T is linear, implying the rate of OHU can be estimated based on F and ∆T. But 

recent studies find λ varies with time as it can be modulated by the efficiency and spatial 

variability of OHU through cloud feedbacks (Gregory et al., 2015; Rose et al., 2014; 

Raper et al., 2002; Senior and Mitchell, 2000; Andrews et al., 2015; Winton et al., 2010; 

Geoffroy et al., 2013; Armour et al., 2013; Andrews et al., 2012; Andrews and Webb, 

2018; Soden and Held, 2006; Williams et al., 2008; Dufresne and Bony, 2008). 

Furthermore, Deser and Phillips (2009) and Bony et al. (2013) found that the atmosphere 

circulation and precipitation can be influenced by the radiative forcing directly, as well 

as clouds (Gregory and Webb, 2008). The associated wind and cloud changes can in turn 

force the ocean heat content changes (Saenko et al., 2015; Menzel and Merlis, 2019). 
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Therefore, it is important that we understand OHU processes in the ocean in order to 

further study the radiation response to radiative forcing.  

The second method to estimate the total OHU is to directly computer OHC 

changes using ocean temperature. This method also allows us to investigate the vertical 

structures of OHU and its respond to anthropogenic forcing. The surface temperature has 

been observed by satellites since 1980s (Reynolds et al., 2007; Banzon et al., 2016; 

Huang et al., 2021). The observations of temperature at the subsurface are scarce until 

the launch of the Argo Program in 1999 (Roemmich et al., 2009). To date, the Argo 

Program has deployed more than 3900 floats worldwide to collect temperature and 

salinity vertical profiles from the surface down to 2000 m. The temperature measured by 

Conductivity-Temperature-Depth instruments (CTDs) and Expendable 

Bathythermographs (XBTs) are also used to construct OHC. Despite of the progress in 

ocean observations, there are large uncertainties in present OHC estimates mainly due to 

four sources: (i) data quality controlled by environment; (ii) systematic errors of 

instruments; (iii) construction of climatology; (iv) spatial coverage of measurements 

(Cheng et al., 2017). Analyses using the observed temperature showed that 87.2% of the 

total warming from 1960 to 2015 occurred in the upper 2000 m (Cheng at al., 2017). 

OHC below 2000 m can only be estimated from decadal repeats of hydrographic 

sections (Purkey et al., 2010; Talley et al., 2016). Within the upper 2000 m, most of the 

heat was held in the upper 700 m layer before 1990 but is slowly absorbed by the deep 

ocean in the later period (Chen and Tung, 2014; Cheng at al., 2017).  
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While the observations cited above have quantified the change of OHC in the 

upper 2000 m, it remains challenging to assess the physical processes modulating OHU 

at global scale directly from observations, such as, heat transport and ocean mixing. 

Numerical models, therefore, have become extremely important tools to assess the 

relative importance of processes impacting the global OHU, such as, the vertical heat 

transport (VHT) which is a key process to move the absorbed heat into deep ocean, 

balancing the heat budget in the ocean (Griffies et al., 2015). VHT is generally discussed 

in a flux form. In early coarse resolution numerical models that lack eddy 

parameterizations, globally averaged VHT is a result of compensation between 

downward heat advection due to mean flow and upward heat flux due to subgrid-scale 

processes which is parameterized as diffusion (Gregory, 2000). The more recent coarse 

resolution climate models include Gent-McWilliams mesoscale eddy parameterization 

(Gent and McWilliams, 1990, hereafter GM90) which is designed to capture tracer 

fluxes induced by baroclinic mesoscale eddies with a horizontal scale of 50-300 

kilometers in non-eddy-resolving climate models. The parameterized eddy transport is 

found to dominate the subgrid-scale processes in coarse resolution climate models 

(Gnanadesikan et at., 2005). Other studies confirmed the importance of the 

parameterized eddy VHT (EVHT) in globally averaged heat balance (Hieronymus and 

Nycander, 2013; Banks and Gregory, 2005; Brierley et al., 2010; Griffies et al., 2015; 

von Storch et al., 2016). Furthermore, global simulations with eddy-resolving ocean 

models (0.1o resolution) yield an upward EVHT that is mostly consistent with the GM90 

parameterization (Wolfe et al., 2008). Physically, EVHT is regarded as a counter-
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gradient process because temperature is cold in the deeper ocean, which acts to reduce 

the available potential energy (APE) by slumping isopycnals (Griffies et al., 2015). 

While the GM90 scheme achieves the removal of APE at mesoscales, the submesoscale 

parameterization by Fox-Kemper et al. (2008) (hereafter FK08) accounts for the 

conversion of the APE at submesoscales into eddy kinetic energy through mixed-layer 

baroclinic instability. Similar to GM90, FK08 also generates upward eddy heat transport 

in climate models (Griffies et al., 2015) which is supported by submesoscale permitting 

simulations in Su et al. (2018) using a global ocean model at 2 km resolution. As 

atmospheric CO2 increases, Gregory (2000) demonstrated that the upward heat fluxes 

induced by parameterized diffusion is weakened in models with horizontal resolution of 

3o where GM90 and FK08 are absent. Other studies found that parameterized and 

resolved EVHT are decreased due to reduction of isopycnal temperature gradient in 

warming climate (Huang et al., 2003; Morrison et al., 2013), indicating that EVHT plays 

a vital role in OHU projections.  

Although parameterizations have been effective in representing EVHT in non-

eddy resolving climate models, Griffies et al. (2015) found that the magnitude of model 

resolved EVHT increases while the parameterized submesoscale EVHT decreases as 

horizontal ocean model resolution increases from 1o to 0.1o, implying that GM90 and 

FK08 can have strong dependence on horizontal model resolutions. But to the best of our 

knowledge, there are no studies conducting an explicit comparison of the impacts of 

EVHT changes on OHU in eddy-resolving and non-eddy-resolving climate models in 

transient climate subject to anthropogenic forcing. Therefore, the central goal in this 
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chapter is to investigate the role of EVHT in OHU projections in eddy-resolving (0.1o) 

and non-eddy-resolving (1o) CESM. 

Another important ocean process modulating the heat redistribution in the ocean 

is the meridional heat transport (MHT), which transports the heat poleward in a zonally 

averaged sense (Trenberth et al., 2019). In the Arctic, the stronger MHT leads to more 

sea ice loss, and thus stronger warming through ice-albedo feedback under climate 

change (Meehl et al., 2000). Mahlstein and Knutti (2010) also suggested that MHT is an 

important contributor to projection uncertainties in the Arctic warming. In the Southern 

Hemisphere, the anomalous equatorward MHT is found to play a crucial role in 

buffering the warming at the south of ACC (Armour et al., 2016). In the Southern 

Ocean, Morrison et al. (2015) noted the complexity of MHT changes in deep mixed 

layer regions:  to the south of these regions MHT changes are primarily modulated by 

the heat content changes, but to the north of these regions MHT changes are driven by 

eddy processes which are associated with the changes of isopycnal structures. The 

overturning circulation and gyre circulation in the Atlantic can also modulate MHT 

changes in the low latitudes and subpolar regions, respectively (Yang and Saenko, 2011; 

Li et al., 2021).  

Bryan et al. (2013) conducted a comparison of MHT changes in 1%-CO2 climate 

sensitivity experiments with 1o and 0.1o CCSM3.5 in the Southern Ocean. They found 

that the changes of meridional overturning circulation and MHT show significant 

differences between 1o and 0.1o experiments. In the North Atlantic, finer ocean 

resolutions generally lead to stronger MHT, as well as lower sea ice area in the Arctic 
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(Docquier et al., 2019), which can further accelerate the ocean warming. Inspired by 

these previous studies, a second goal of this work is to provide a careful comparison of 

the impacts of MHT changes on ocean heat redistributions in HR and LR CESM.  

The structure of this chapter is as follows. Section 3.2 provides a description of 

data and methods used in this work. Section 3.3 introduces the comparison of simulated 

and observed OHU. Section 3.4 presents the results of globally averaged OHU 

comparison between HR and LR CESM. Section 3.5 and Section 3.6 show the zonal 

mean differences of OHU between HR and LR CESM in latitudes. A discussion and 

summary are provided in Section 3.7. 

3.2. Data and Method 

3.2.1. Data 

The model output used in this study is generated by iHESP, including high-

resolution and low-resolution CESM1.3 simulations. Details of these simulations are 

already introduced in Chang et al. (2020) and here we only give a brief summary. The 

nominal atmosphere/land and ocean/sea-ice resolution in HR CESM is ~0.25o and 0.1o, 

respectively. Two sets of HR CESM experiments were performed including: (i) PI-

Control experiment (PI-CNTL) which is subject to a constant climate forcing in 1850 

and run for 500 years, (ii) transient experiment over the period of 1850-2100 (HF-

TNST) which is branched from year 250 of PI-CNTL. HF-TNST runs are forced by 

historical forcing from 1850 to 2005 followed by RCP8.5 forcing from 2006 to 2100. 

Two other HF-TNST over the period of 1920-2100 are also finished and used in this 

study. The counterpart LR CESM has an atmosphere/land resolution of ~100 km and the 
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ocean/sea-ice resolution of 1o with GM90 and FK08 parameterizations representing 

mesoscale and submesoscale eddies, respectively. In contrast to HR, LR HF-TNST 

constitutes a single run only. To validate the model results, we use estimates of ocean 

heat content from three sources: (i) Institute of Atmospheric Physics (IAP, Cheng at al., 

2017), (ii) Japan Meteorological Agency (JMA, Ishii et al., 2017), and (iii) NOAA 

(Levitus et al., 2012). 

3.2.2. Method 

The potential temperature equation is given by 

𝜕𝑇

𝜕𝑡
= −

𝜕(𝑢𝑇)

𝜕𝑥
−

𝜕(𝑣𝑇)

𝜕𝑦
−

𝜕(𝑤𝑇)

𝜕𝑧
+

1

𝑐𝑃𝜌

𝜕𝑄

𝜕𝑧
+ 𝜅𝐻 (

𝜕2

𝜕𝑥2 +
𝜕2

𝜕𝑦2) 𝑇 +
𝜕

𝜕𝑧
𝜅𝑧 (

𝜕𝑇

𝜕𝑧
− 𝛾𝑥),          (3.1) 

where T is the potential temperature; u, v, and w are the velocity components along the x, 

y, z axes; Q is the heat flux including solar and nonsolar component; 𝑐𝑃 is the heat 

capacity taken as 3996 J/kg/oC; the density of seawater, 𝜌 is assumed to be constant as 

1026 kg/m3; 𝜅𝐻 (assumed to be spatially constant) and 𝜅𝑧 are the horizontal and vertical 

diffusivities; 𝛾𝑥 represents the nonlocal term in the K-profile parameterization (Large et 

al., 1994). On the right-hand side of Eq.3.1, the first three terms represent the total 

advection, defined as the summation of resolved and parameterized advection in LR and 

only the resolved one in HR, followed by the atmospheric heat flux forcing, horizontal 

mixing and vertical mixing, respectively. 

We will analyze the heat budget (Eq.3.1) by averaging it across an upper layer of 

depth h and a latitude band y0~y1. We first integrate Eq.3.1 is from the surface to depth 

h:  
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𝜕

𝜕𝑡
∫ 𝑇𝑑𝑧

0

ℎ
= − ∫ (

𝜕𝑢𝑇

𝜕𝑥
+

𝜕𝑣𝑇

𝜕𝑦
) 𝑑𝑧 +

0

ℎ
𝑤𝑇|ℎ +

𝑄𝑛𝑒𝑡−𝑆𝑊|ℎ

𝑐𝑃𝜌
+ ℳ,                                    (3.2) 

where ℳ represents vertical and horizontal mixing with any forms of integrations 

hereafter, 𝑆𝑊|ℎ is the shortwave penetrative heat flux at depth h which is set to zero 

below 200 m in CESM, and 𝑐𝑃𝜌 ∫ 𝑇𝑑𝑧
0

ℎ
 is OHC in the upper h m. Eq.3.2 is then 

integrated over the latitude band y0~y1 and zonally from east to west as follows: 

𝜕

𝜕𝑡
(∯ ∫ 𝑇𝑑𝑧

0

ℎ
𝑑𝐴) = ∫ ∫ (𝑣𝑇|𝑦0 − 𝑣𝑇|𝑦1)𝑑𝑧𝑑𝑥

0

ℎ

𝑒𝑎𝑠𝑡

𝑤𝑒𝑠𝑡
+ ∯

𝑄𝑛𝑒𝑡−𝑆𝑊|ℎ

𝑐𝑃𝜌
𝑑𝐴 + ∯ 𝑤𝑇|ℎ𝑑𝐴 +

ℳ,  

where ∯∙ 𝑑𝐴 ≡ ∫ ∫ ∙ 𝑑𝑦𝑑𝑥
𝑦1

𝑦0

𝑒𝑎𝑠𝑡

𝑤𝑒𝑠𝑡
. Finally, the equation governing the evolution of OHC 

(unit: J) averaged as described above can be derived by integrating the above equation in 

time: 

𝑐𝑃𝜌 ∯ ∫ 𝑇(𝑡) − 𝑇(0)𝑑𝑧
0

ℎ
𝑑𝐴 = ℋ + ℱ + 𝒱 + ℳ,                                                   (3.3) 

where  ℋ ≡ ∫ ∫ ∫ 𝑐𝑃𝜌(𝑣𝑇|𝑦0 − 𝑣𝑇|𝑦1)𝑑𝑧𝑑𝑥
0

ℎ
𝑑𝑡

𝑒𝑎𝑠𝑡

𝑤𝑒𝑠𝑡

𝑡

0
, ℱ ≡ ∫ ∯(𝑄𝑛𝑒𝑡 − 𝑆𝑊|ℎ)𝑑𝐴𝑑𝑡

𝑡

0
, 

𝒱 ≡ 𝑐𝑃𝜌 ∫ ∯ 𝑤𝑇|ℎ𝑑𝐴𝑑𝑡
𝑡

0
 represent OHC changes induced by MHT, atmosphere forcing, 

and VHT.  

If y0 and y1 in Eq.3.3 are taken as the south and north pole, Eq.3.3 yields the 

globally averaged OHC budget:  

 〈𝑂𝐻𝐶(𝑡)〉 − 〈𝑂𝐻𝐶(0)〉 = 𝑐𝑃𝜌 ∫ 〈𝑤𝑇|ℎ〉
𝑡

0
𝑑𝑡 + ∫ 〈𝑄𝑛𝑒𝑡 − 𝑆𝑊|ℎ〉

𝑡

0
𝑑𝑡 + ℳ,             (3.4) 

where horizontal divergences are eliminated and 〈∙〉 represents the horizontal averaging 

operator. The term on the left-hand side of Eq.3.4 represents the timeseries of OHC 

anomaly relative to the value at t=0 and terms on the right-hand side are the globally 
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averaged VHT, heat flux, and mixing induced OHC changes. Unless specified otherwise, 

in this study, OHU in CESM is defined as the OHC difference between HF-TNST and 

PI-CNTL to eliminate the impacts of model drift. We define “eddy” as the deviations 

from the 100-year mean in HR, and the summation of GM90 parametrized eddy and 

deviations from 100-year mean in LR. Under this definition, the changes in seasonal 

cycle, interannual and decadal variabilities are included in the “eddy” component. In 

Section 3.4.2, we will show our conclusions are not sensitive to the “eddy” definition.  

3.3. Comparison of OHU in CESM and Observations 

This section will introduce a comparison of OHU estimates derived from CESM 

simulations and those from IAP, JMA and NOAA. Figure 3.1 shows the OHU anomaly 

(OHUA) in the upper 700 m, and 2000 m relative to the respective time mean over 1960-

1970 as the baseline. There are two reasons why we choose 1960-1970 as the baseline. 

Firstly, the estimates from the IAP dataset are more reliable after 1960 (Cheng et al., 

2017). Secondly, the 10-year mean is to minimize the impacts of interannual variability. 

As demonstrated in Figure 3.1a, three observation datasets show a broad agreement in 

the upper 700 m with OHUA values around 2.1×1023~2.5×1023 J at the end of 2020. The 

observed values are bounded by HR (2.8×1023 J, blue solid) and LR (2.0×1023 J, blue 

dashed). Both models and observations have captured the coolings induced by three 

largest volcanic eruptions (red triangles) in the twentieth century which occurred in 1963 

(Mount Agung), 1982 (El Chichon), and 1991 (Mount Pinatubo). OHUA in HR matches 

observations well between 1983 and 2005, while LR always underestimates OHUA in 

the upper 700 m. The observed OHUA is increasing at the rate of 3.8×1021 J/year over 



 

67 

 

the 60-year period of 1960-2020, which is in much better agreement with HR (4.0×1021 

J/year) than LR (3.0×1021 J/year), thereby strengthening our confidence in the derived 

OHU from the HR simulations. 

The discrepancy between observed and HR OHUA in the upper 700 m between 

1960 and 1983 may be largely attributed to the strong multidecadal oscillation in HR 

(solid blue) associated with Polynyas in PI-CNTL (Chang et al., 2020). The OHU in 

CESM defined as the OHC difference between HF-TNST and PI-CNTL values can also 

be influenced by differences in internal variabilities within HF-TNST and PI-CNTL. 

Since we are focusing on high CO2 emission scenario, impacts of internal variabilities on 

OHU projections will be weaker as the CO2 concentration rises. For instance, OHUA of 

upper 700 m in HR and LR without internal variabilities in PI-CNTL, are shown in 

Figure B9a, which reveals a better simulated OHUA in HR before 1983 than that in 

Figure 3.1a. The internal variabilities in PI-CNTL can be excluded using Empirical 

Mode Decomposition (Huang et al., 1998). The OHUA after 2005 in HR is similar to 

that in Figure 3.1a (blue solid). In 2020, the OHUA without subtracting PI-CNTL from 

HR and LR are still the upper and lower bounds of among the simulated and observed 

OHUA. The trend of OHUA in Figure B9a is 4.2×1021 J/year in HR and 3.2×1021 J/year 

in LR which is consistent with the corresponding trends in Figure 3.1a. Therefore, we 

will continue to define OHU as the difference between HF-TNST and PI-CNTL to 

define OHU for the heat budget analysis in the following sections. 

The difference of OHUA in the upper 2000 m between HR and LR is smaller 

than in the upper 700 m with HR showing more consistency with the observations. LR 
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still underestimates OHUA after 1995 (Figure 3.1b). At the end of 2020, OHUA reaches 

3.3×1023 J~3.7×1023 J in observations, 3.4×1023 J in HR, and 3.1×1023 J in LR. The 

observed trend of OHUA is 5.7×1021 J/year on average while that in HR and LR are 

5.1×1021 J/year and 4.8×1021 J/year, respectively. The similar performance of HR and 

LR in simulating OHUA in the upper 2000 m can also be seen without subtracting PI-

CNTL from HF-TNST (Figure B9b).  Since both HR and LR give a reasonable 

representation of the observed OHU over the period of 1960-2020, especially in the 

upper ocean, it is worth comparing OHU in HR and LR over the future period to shed 

light on the impacts of model resolutions on OHU projections. 

3.4. Globally Averaged OHU Projection in HR and LR CESM 

3.4.1. Comparison of OHU Projections 

Figure 3.2a shows full-depth integrated global OHU in LR (dashed) and HR 

(solid). The overlap of the dashed and solid line indicates horizontal model resolutions in 

CESM have negligible impacts on the projected global OHU increase that reaches a 

value of 2.7×1024 J by the end of 2100, which is 7 times larger than the value in 2020. 

The vertical structure of OHU in HR is shown in Figure 3.2b, indicating injection of 

anthropogenically induced heat into the ocean, starting from the surface and gradually 

penetrating the deep ocean to a depth of about 1000 m by the end of 2100. The surface 

warming is relatively weak before 2000 due to the relatively weak greenhouse gas 

forcing (GHG). The warming characteristics in HR also hold in LR, but compared with 

HR, there is less heat in the upper 250 m in LR, especially after 2000, and more heat 
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penetrating below 250 m (Figure 3.2c), implying a different response of OHU to GHG 

between HR and LR. 

Though the OHU difference in the upper 250 m shows strong interannual 

variability, the time mean averaged between 2000 and 2100 is positive in the upper 

ocean (Figure 3.2d), with peaks around 30 m and 70 m and gradually decreasing at 

greater depths to zero at 250 m. The time-averaged OHU in the upper 100 m is about 

7.5% larger in HR than LR. Overall, the OHU difference in the upper 250 m is 2.7×1022 

J over the 2000-2100 period while that below 250 m is -3.3×1022 J. This result is 

consistent with the baroclinic structure in the study by Kuhlbrodt and Gregory (2012), 

which suggested that CMIP3 and CMIP5 models transport heat too deeply in the ocean 

compared to the observations. Since the anthropogenic heat is transported into the deep 

ocean gradually, ocean stratification is always enhanced over time in both HR and LR. 

Therefore, the stronger OHU in the upper ocean in HR means a more stratified ocean in 

HR. This has large implications for marine ecosystems because a more stratified ocean 

can lead to more ocean deoxygenation (Keeling et al., 2010; Breitburg et al., 2018) as 

well as reduction of upward nutrient flux, which in turn leads to a reduced primary 

production and export (Fu et al., 2016). 

3.4.2. Importance of VHT in OHU Projections 

To further investigate the mechanism controlling OHU differences between HR 

and LR, we computer the globally averaged heat budget (Eq.3.4) in the upper 250 m, 

where SW is zero in CESM. The evolution of heat budget in the upper 250 m in HR over 

2000-2100 (Figure 3.3a) reveals a continuous increase in OHU (red), resulting from an 
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increase in Qnet-induced OHU (magenta). The VHT moves heat to the deeper ocean, 

making a negative contribution to the OHU in the upper 250 m (blue). The contribution 

from vertical mixing is also negative but weaker in magnitude than VHT (cyan). At the 

end of 2100, there is about 9.0×1023 J anthropogenic heat in the upper 250 m in HR due 

to 2.6×1024 J heating from the atmosphere along with 1.2×1024 J and 4.9×1023 J cooling 

from VHT and vertical mixing, respectively.  

Figure 3.3b shows the difference of heat budget in the upper 250 m between HR 

and LR. OHU is stronger in HR except after 2095 (red solid), but the OHU difference is 

always positive once excluding the all internal variabilities in HF-TNST and PI-CNTL 

of HR and LR (dashed red), indicating the robustness of stronger OHU response to GHG 

in HR. The difference of OHU averaged over 2000-2100 is 3.0×1022 J, which is mainly 

attributed to the VHT difference (blue) with a contribution of 9.7×1022 J compensated by 

vertical mixing difference (cyan) of -7.2×1022 J, while only 16.7% of OHU difference is 

attributed to the difference of atmosphere heating. Therefore, the changes of VHT in 

response to GHG is important for the redistribution of oceanic heat due to anthropogenic 

activity and for the associated changes in the ocean stratification. The more stratified 

upper ocean in HR, compared to LR, is a direct result of less downward anomalous VHT 

in the former. 

To investigate in more detailed changes in VHT, the evolution of VHT induced 

OHU of the upper 250 m in HR PI-CNTL and HF-TNST are shown in Figure 3.4a. In 

PI-CNTL, VHT warms up the upper 250 m (blue solid) through the compensation 

between a warming induced by EVHT (blue dashed) and a cooling induced by MVHT 
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(blue dot-dashed). Compared with PI-CNTL, VHT in HF-TNST mitigates the upper 

ocean warming in the future, showing consistency with Figure 3.3a. In addition, the 

EVHT induced warming is weaker in the future and MVHT induced cooling is stronger, 

both of which work together to determine the total change in VHT. As shown in Figure 

3.4b, the less downward VHT in HR relative to LR is mainly attributed to the EVHT 

difference (dashed) while the MVHT difference (dot-dashed) only compensates 30% of 

the EVHT difference. Combining with Figure 3.4a, the physical interpretation of results 

in Figure 3.4b is as follows: the warming induced by EVHT is weakened less in 

response to anthropogenic forcing in HR than in LR, partly compensated by the 

difference of MVHT changes between HR and LR, leading to relatively more heat 

trapped in the upper 250 m in HR. 

EVHT at 250 m is parameterized by GM90 in LR, where it is calculated as the 

skew flux based on horizontal gradient of temperature (Griffies, 1998; Smith and Gent, 

2002). On the other hand, EVHT in LR is also related to vertical temperature gradient 

through 〈𝑤∗𝑇〉|ℎ = 〈∫ (𝑤∗ 𝜕𝑇 𝜕𝑧⁄ )
0

ℎ
dz 〉 + 〈∫ (𝑇𝜕𝑤∗ 𝜕𝑧⁄ )

0

ℎ
dz 〉 where 𝑤∗ is the 

parameterized bolus vertical velocity based on the slope of isopycnal at each grid cell. 

Inspired by the calculation of EVHT in LR, it is beneficial to quantify the sensitivity of 

EVHT to temperature gradient changes in HR and LR from a globally averaged 

perspective. Figure 3.5 shows a scatterplot of globally averaged EVHT versus globally 

averaged vertical temperature gradient at 250 m. In PI-CNTL, there is no significant 

change in EVHT with changes in 𝜕𝑇 𝜕𝑧⁄  for both HR (green) and LR (cyan). The 

stratification is weaker in LR than HR while EVHT in LR is stronger than HR, 
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indicating stronger parameterized response of EVHT to 𝜕𝑇 𝜕𝑧⁄  in LR. Under GHG, 

EVHT decreases with the increase of 𝜕𝑇 𝜕𝑧⁄  in a linear manner in HR (red) and LR 

(blue), but the linear regression line is steeper in LR than HR with a slope of -736 W/m2 

per oC/m in LR and of -531 W/m2 per oC/m in HR. To check the sensitivity of results to 

eddy definitions, we also illustrate a scatterplot with eddies defined based on seasonal 

mean in HR and GM90 in LR in Figure B10, showing consistent results with Figure 3.5 

although the slopes are larger. In conclusion, the parameterized EVHT is more sensitive 

to 𝜕𝑇 𝜕𝑧⁄  changes than the resolved EVHT, which still holds with different eddy 

definitions. To better capture heat distribution under GHG, it needs more efforts to tune 

GM90 parameterizations to improve the relation of EVHT and 𝜕𝑇 𝜕𝑧⁄  in terms of HR. 

3.4.3. Vertical Structures of VHT 

Since VHT is important to generate OHU differences between HR and LR, the 

complete vertical structures of VHT will be discussed in this section. As demonstrated in 

Figure 3.6a, MVHT is always downward from the surface to deep ocean (dot-dashed) 

while EVHT transports heat upward (dashed lines), in agreement with Griffies et al. 

(2015). The MVHT peaks around 100 m with an amplitude of ~2.5 PW (1 PW= 1015 W) 

in HR and ~2.9 PW in LR. The EVHT shows a double-peaked structure in HR (red 

dashed) with peaks approximately at depths of 50 m and 200 m although the latter peak 

is weak. The former is generated by the appearance of ocean fronts and surface forcing 

(Jing et al, 2020) while the latter is associated with the baroclinic eddies around the 

depth of thermocline. In contrast, only one peak at 50 m depth (blue dashed) can be 
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detected in LR although GM90 is implemented. As a result of compensation between 

MVHT and EVHT, total VHT peaks at 25 m with upward flux. 

VHT changes over 2000-2100 (∆VHT) defined as the difference between HR-TNST 

and PI-CNTL are depicted in Figure 3.6b. VHT is more downward in the future (solid) 

in both LR (blue) and HR (red) with the maximum changes around 250 m. The 

maximum change in LR is -0.46 PW (0.29 PW in PI-CNTL for reference), while it is -

0.38 PW (0.15 PW in PI-CNTL for reference), in HR. The maximum difference of 

∆VHT between HR and LR is also around 250 m as shown in Figure B11, indicating a 

more heat convergence in the upper 250 m and heat divergence under 250 m in HR, 

which is consistent with the heat difference pattern between HR and LR shown in Figure 

3.2c. Furthermore, the weakening of EVHT peaks around 50 m and 250 m in HR 

corresponding to the two peaks in EVHT in PI-CNTL, but only around 250 m in LR 

associated with GM90. The change of EVHT (∆EVHT) at 250 m is -0.29 PW in HR (red 

dashed in Figure 3.6b, 14.2% of the mean in PI-CNTL) and -0.40 PW in LR (blue 

dashed in Figure 3.6b, 16.4% of the mean in PI-CNTL), implying the upward EVHT is 

weakened in the future and the weakening is stronger in LR, confirming the results in 

Figure 3.4a. Moreover, the downward MVHT at 250 m is strengthened by 0.09 PW in 

HR (red dot-dashed in Figure 3.6b) and 0.06 PW in LR (blue dot-dashed in Figure 3.6b). 

The difference of MVHT changes counters the difference of ∆EVHT, but with smaller 

amplitude (0.03 PW versus 0.11 PW), resulting in a weaker net downward ∆VHT at 250 

m in HR than LR, which further comfired the significant difference of EVHT between 

HR and LR.  
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Overall, globally averaged heat budget showed that the larger OHU in the upper 

250 m in HR is attributed to the less downward EVHT, implying the importance of 

EVHT in determining vertical structures of OHU. EVHT generally is strong in the 

midlatitudes, especially in the Kuroshio extension, Gulf Stream extension, and the 

Southern Ocean, implying OHU differences between HR and LR could vary from region 

to region. In the following sections, regional analyses are conducted. 

3.5. Meridional Distributions of Projected OHU 

Since globally averaged OHU is stronger in the upper 250 m in HR than LR, it is 

worth further investigating which region is responsible for this difference between HR 

and LR. As a re minder, OHU is still defined as the OHC difference between HF-TNST 

and PI-CNTL. Figure 3.7a shows OHU difference between HR and LR (𝑑𝑂𝐻𝑈) in the 

upper 250 m averaged over 2000-2100. It reveals generally less OHU in HR than LR to 

the south of 35oS but generally more to the north of 35oS with abundant finer structures. 

For instance, more heat in HR can be found in the Arctic, Indian Ocean, Western Pacific, 

and less heat in the Kuroshio extension, subpolar North Atlantic. To simplify the 

discussion, it is useful to examine the zonally integrated values of 𝑑𝑂𝐻𝑈 (Figure 3.7b). 

The results clearly show that there is less OHU in HR to the south of 35oS (blue) but 

more OHU in HR to the north of 35oS except at latitudes around 40oN (red) which 

coincide with the Kuroshio extension as shown in Figure 3.7a. Since 𝑑𝑂𝐻𝑈 is mostly 

positive to the north of 35oS and negative to the south of 35oS, it is reasonable to take 

35oS as the latitudinal boundary to divide the globe into SubAntarctic (SA) and North 

Regions (NR). 
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Vertical profiles of OHU in SA and NR averaged over 2000-2100 are depicted in 

Figure 3.8a. In SA, less OHU is in HR (dashed red) than in LR (dashed blue) and the 

difference is nearly uniformly distributed from the surface to the deep ocean, implying 

small differences in temperature-induced ocean stratification changes between HR and 

LR. The OHU in the upper 250 m in SA is 3.4×1023 J in HR which is 12.1% less than 

that in LR. In contrast, 𝑑𝑂𝐻𝑈 in the upper 250 m shows different characteristics in NR 

with 13.5% more heat in HR (solid red) than in LR (solid blue) while 𝑑𝑂𝐻𝑈 below 250 

m shows an opposite sign but is smaller. Therefore, a more stratified ocean in HR as 

shown in Figure 3.2d is mainly attributed to NR. In the following, the projected OHU in 

SA and NR will be discussed separately. 

3.5.1. OHU Projection in SA 

3.5.1.1. OHU Difference 

Since the OHU in SA is nearly uniformly weaker in HR than LR from the surface 

to the seafloor, it is helpful to investigate the vertically integrated OHU in this region. To 

diagnose processes controlling OHU in SA, the heat budget shown in Eq.3.3 is used, 

where y0=90oS, y1=35oS, h is the depth of seafloor and SW is zero. As shown in Figure 

3.8b, the difference in OHU in SA between HR (solid red) and LR (solid blue) increases 

with the increase in GHG forcing, which reaches -1.2×1023 J at 2100, about 19.3% of the 

OHU at 2100 in HR. In addition, MHT buffering ocean warming in SA by transporting 

heat equatorward in both HR (red dashed) and LR (blue dashed), which is in line with 

previous studies (Armour et al., 2016; Bryan et al., 2013; Liu et al., 2018). Similar to 

OHU, the difference of MHT-induced OHU also increases as GHG increases, which 
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reaches -1.1×1023 J at 2100, accounting for 92% of the OHU difference between HR and 

LR at 2100. The summation of OHU induced by Qnet and MHT is shown as dot-dashed 

lines in Figure 3.8b. The consistency between OHU (solid) and the summation (dot-

dashed) confirms the accuracy of our budget analysis and also implies that Qnet is the 

source of heat in SA under GHG forcing. Because MHT along the coast of Antarctic is 

zero, the OHU induced by MHT in SA is only determined by MHT across 35oS. Thus, 

we will focus on the vertically and zonally integrated MHT across 35oS in the following. 

3.5.1.2. MHT across 35oS 

As shown in Figure B12, the southward MHT across 35oS in HR PI-CNTL is -

715.7 TW (1 TW= 1012 W) averaged over 100 years, 77.6% of which is attributed to 

mean-flow induced MHT (MMHT) where the mean flow is defined to be the 100-year 

mean. The breakdown of MMHT indicates that the southward transport occurs in the 

Indian Ocean (-1265.6 TW) countered by the northward MHT in the Pacific (432.0 TW) 

and Atlantic (278.4 TW). Forget and Ferreira (2019) provided the estimates of MHT 

across 30oS using ECCOv4 with -1330 TW, 220 TW and 290 TW in the Indian Ocean, 

the Pacific and the Atlantic, respectively. In addition, Ganachaud and Wunsch (2000) 

also estimated MHT using transoceanic section dataset from the WOCE program, 

showing MHT is -1500 TW, 600 TW, and 300 TW around 30oS in the Indian Ocean, the 

Pacific and the Atlantic, respectively. Comparing with those estimates, HR CESM 

generates reasonable MHT in each basin.  

Figure 3.9a shows the MHT changes (∆MHT) across 35oS in HR, as well as the 

decomposition of ∆MHT. Averaged over the 2000-2100 period, the southward MHT is 
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weakened by 19.6% of the averaged value in PI-CNTL, and this weakening is dominated 

by the southward MMHT which is weakened by 26.1% of MMHT in PI-CNTL while the 

eddy induced MHT (EMHT) is enhanced only by 3% the EMHT in PI-CNTL, in 

agreement with Li et al. (2021). Although the weakening of MMHT occurs in all three 

basins, only the MMHT change (∆MMHT) in the Indian Ocean (224.3 TW) is in the 

same direction with total ∆MMHT, and ∆MMHT in the Pacific and Atlantic are 

southward (respective -59.1 TW and -20.4 TW).  

Differences of ∆MHT between HR and LR are shown in Figure 3.9b. Comparing 

with LR, southward MHT in HR is reduced more by 35.8 TW, which is attributed to 

∆MMHT (54.9 TW) while the EMHT change (∆EMHT) counters ∆MMHT by -19.1 

TW. In the Indian Ocean, the difference of ∆MMHT is 99.8 TW, indicating the 

southward MMHT is more weakened in HR than LR. In comparison, the difference of 

∆MMHT in the Atlantic (14.5 TW) is in line with the Indian Ocean but 7 times smaller. 

The positive difference in the Atlantic implies a weaker reduction of northward MMHT 

in HR than LR, showing different physics with the Indian Ocean. In the Pacific, 

∆MMHT in LR is close to zero, leading to the negative difference of ∆MMHT. 

∆MMHT can be further partitioned into temperature-change induced and 

circulation-change induced components as following, 

[(𝑣̅𝑇̅)𝑡𝑛𝑠𝑡 − (𝑣̅𝑇̅)𝑐𝑛𝑡𝑙] = [(𝑣̅𝑡𝑛𝑠𝑡 − 𝑣̅𝑐𝑛𝑡𝑙 + 𝑣̅𝑐𝑛𝑡𝑙)(𝑇̅𝑡𝑛𝑠𝑡 − 𝑇̅𝑐𝑛𝑡𝑙 + 𝑇̅𝑐𝑛𝑡𝑙) − (𝑣̅𝑇̅)𝑐𝑛𝑡𝑙] =

[𝑣̅𝑎𝑇̅𝑎 + 𝑣̅𝑎𝑇̅𝑐𝑛𝑡𝑙 + 𝑣̅𝑐𝑛𝑡𝑙𝑇̅𝑎] = [𝑣̅𝑎𝑇̅𝑡𝑛𝑠𝑡 + 𝑣̅𝑐𝑛𝑡𝑙𝑇̅𝑎].                                                      (3.5) 

Overbar represents 100-year mean fields and subscript a denotes deviation from this 

mean. Since the nonlinear term 𝑣̅𝑎𝑇̅𝑎 is small with the definition of mean fields here, it 



 

78 

 

will be combined with 𝑣̅𝑎𝑇̅𝑐𝑛𝑡𝑙 to guarantee the decompositions add up to the total, 

named 𝑣̅𝑎𝑇̅𝑡𝑛𝑠𝑡. Therefore, the first and second term on the rightmost are the circulation-

change induced and temperature-change induced ∆MMHT. For convenience, we will 

refer the former as to 𝑉∆𝑀𝑀𝐻𝑇 and the latter as to 𝑇∆𝑀𝑀𝐻𝑇.  

The summary of 𝑉∆𝑀𝑀𝐻𝑇 and 𝑇∆𝑀𝑀𝐻𝑇 in HR is shown in the fourth row of 

Figure 3.9a. revealing 𝑉∆𝑀𝑀𝐻𝑇 and 𝑇∆𝑀𝑀𝐻𝑇 compensate each other in all three 

basins. The ratio of the amplitude of 𝑇∆𝑀𝑀𝐻𝑇 over 𝑉∆𝑀𝑀𝐻𝑇 varies from the Indian 

Ocean to the Pacific, and the Atlantic with respective values of 5.2%, 42.5%, and 77.8%, 

implying the impact of temperature changes on ∆MMHT is smallest in the Indian Ocean 

than the other two basins. To some extent, the importance of temperature changes can 

also be confirmed by the nonlinear term 𝑣̅𝑎𝑇̅𝑎, which is 1.8 TW, -9.7 TW, and -12.6 TW 

in the Indian Ocean, the Pacific, and the Atlantic, respectively. Since the sign of 

𝑉∆𝑀𝑀𝐻𝑇 is the same as ∆MMHT in three basins, it is valuable to decompose 

𝑉∆𝑀𝑀𝐻𝑇 into gyre and meridional overturning circulation (MOC) components where 

MOC is defined as zonal mean in each basin. The division of 𝑉∆𝑀𝑀𝐻𝑇 indicates MOC 

changes dominate 𝑉∆𝑀𝑀𝐻𝑇 in three basins (last row of Figure 3.9a) while the 

contributions by gyre changes is only 13.0%, 11.5%, and 0.1% of that by MOC changes 

in the Indian Ocean, the Pacific, and the Atlantic, respectively. Due to the relative 

importance of 𝑇∆𝑀𝑀𝐻𝑇 in the Atlantic, a similar decomposition into MOC and gyre 

contributions indicates 98.9% of 𝑇∆𝑀𝑀𝐻𝑇 in HR is induced by MOC with the mean 

MOC transporting temperature anomalies northward.  
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The difference of 𝑉∆𝑀𝑀𝐻𝑇 and 𝑇∆𝑀𝑀𝐻𝑇 between HR and LR (𝑑𝑉∆𝑀𝑀𝐻𝑇 and 

𝑑𝑇∆𝑀𝑀𝐻𝑇) are demonstrated in the fourth row of Figure 3.9b. The difference of 

∆MMHT is explained by circulation changes in the Indian Ocean and the Pacific, but by 

temperature changes in the Atlantic. In the Indian Ocean, 𝑑𝑉∆𝑀𝑀𝐻𝑇 can reach 113.5 

TW which is compensated by 13.7 TW from 𝑇∆𝑀𝑀𝐻𝑇. Furthermore, MOC and gyre 

induced 𝑑𝑉∆𝑀𝑀𝐻𝑇 are 99.6 TW and 13.9 TW, respectively, revealing the importance 

of MOC changes in generating different ∆MMHT in HR and LR in the Indian Ocean. 

Similar results are also obtained in the Pacific where the difference of gyre component is 

only -0.3 TW, indicating the similarity of gyre contributions to MHT changes between 

HR and LR in the Pacific. By comparison, 𝑑𝑇∆𝑀𝑀𝐻𝑇 is stronger than 𝑑𝑉∆𝑀𝑀𝐻𝑇 in 

the Atlantic, where MOC induced 𝑑𝑇∆𝑀𝑀𝐻𝑇 is 11.6 TW and gyre induced 𝑑𝑇∆𝑀𝑀𝐻𝑇 

is 21.5 TW, highlighting the inconsistency of impacts of gyre and MOC changes on 

MHT between HR and LR in the Atlantic. Since the net difference of ∆MMHT in the 

Atlantic is much smaller than the Indian Ocean, the detailed HR and LR comparison of 

circulations in the South Atlantic is beyond the scope of this work.  

In summary, 92.0% of the full-depth integrated OHU difference between HR and 

LR in SA is explained by MHT while only 8.0% is explained by the net surface heat 

flux. The southward MHT across 35oS is reduced more in HR than LR under GHG 

forcing, which is mainly attributed to the strong reduction of southward mean-flow 

induced MHT (i.e., MMHT) in the Indian Ocean. Moreover, the difference of MMHT 

changes between HR and LR in the Indian Ocean is controlled by circulation changes, 

especially the meridional overturning circulation. 
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3.5.2. OHU Projection in NR 

MHT is the key connection between OHU in SA and NR. Once more heat in SA 

is transported into NR, vertical processes in NR will redistribute it (Morrison et al., 

2015). Although there is more heat transported into NR from SA in HR, that heat is 

stored only in the upper 250 m as shown in Figure 3.8a. To diagnose the responsible 

processes, heat budget is applied to the upper 250 m in NR. Due to the unavailability of 

vertical profiles of parameterized MHT in LR and vertical mixing in HR, MHT 

integrated in the upper 250 m will be combined with vertical mixing calculated as the 

residual. Figure 3.10a demonstrates heat balance in HR where OHU increases 

continually from 2000 to 2100 at the rate of 7.3×1021 J per year (red), which is attributed 

to atmosphere forcing (magenta) while other processes including VHT (blue), MHT and 

mixing (cyan) tend to cool down the upper 250 m. The role of each process is similar to 

the globally averaged results shown earlier (Figure 3.3a). 

The difference in the heat budgets between HR and LR is shown in Figure 3.10b. 

There is 3.6×1022 J more heat in HR than LR averaged over the 2000-2100 period (red) 

mainly contributed by VHT and Qnet with values of 8.9×1022 J and 1.7×1022 J, while the 

cooling from MHT and mixing is stronger in HR than LR (cyan), compensating the 

warming induced by VHT and Qnet.  Moreover, the correlation coefficient of OHU 

difference and the VHT component is 0.84 from 2000 to 2100 while that associated with 

Qnet is 0.60, indicating VHT at 250 m is more important than Qnet in generating OHU 

differences in NR with the consideration of internal variabilities. Details of VHT in NR 

are discussed in the following.  
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The climatological decomposition of VHT in PI-CNTL NR is shown in Figure 

3.11a. Similar to globally averaged results (Figure 3.6a), MVHT is downward (dot-

dashed) while EVHT is upward (dashed). On the other hand, the total VHT in NR differs 

from that in Figure 3.6a under 100 m, where VHT in NR is downward while that in 

Figure 3.6a is upward, implying the strength of MVHT relative to EVHT performs 

differently in NR and SA with the downward MVHT stronger than the upward EVHT in 

NR while it is opposite in SA. 

Figure 3.11b shows VHT changes over 2000-2100 in NR, indicating downward 

VHT at 250 m is strengthened (solid) by 0.09 PW in HR and 0.15 PW in LR. 

Furthermore, downward MVHT is weakened by 0.09 PW in HR and 0.07 PW in LR 

(dot-dashed) which is different from globally averaged MVHT changes. The difference 

of MVHT changes between NR and global average suggests the downward MVHT is 

strongly enhanced in SA. But the difference of MVHT changes between HR and LR is 

small in NR, as well as global average. Moreover, the upward EVHT is weakened by 

0.17 PW in HR and but by 0.23 PW in LR (dashed), which explains ~50% of global 

EVHT changes. Therefore, the positive difference of VHT changes between HR and LR 

is mainly attributed to EVHT instead of MVHT, which is consistent with the global 

results discussed in Section 3.4. 

3.6. OHU Projection in the Arctic 

Section 3.5 provides a thorough description of OHU differences between HR and 

LR in SA and NR which is defined based on the zonal integration. Due to the small 

volume of the Arctic (65oN-90oN), it does not stand out in the zonally integrated OHU 
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result. But it is more evident in the spatial distributions of the OHU difference as shown 

in Figure 3.7a. Further calculation indicates the Arctic accounts for 26.32% of total 

OHU difference in NR although its volume is only 4% of total volume of NR in the 

upper 250 m, suggesting the Arctic is the most dominant region in generating OHU 

differences between HR and LR. In this section, we will investigate in more details 

about the OHU projection difference between HR and LR in the Arctic. 

The vertical profiles of OHU in NR shown in Figure 3.8a can be further divided into 

35oS-65oN and the Arctic, which are illustrated in Figure B13. OHU in the Arctic is 

stronger in HR than LR distributed from the surface to the seafloor although the 

difference gets smaller and smaller as depth increases. Therefore, it is reasonable to 

investigate the OHU integrated from the surface to the bottom, which is similar to the 

discussion in SA. As shown in Figure 3.12, OHU difference between HR and LR 

becomes larger and larger (red and blue solid) as time increases, and the OHU in HR is 

69.54% stronger than in LR averaged over the 2000-2100 period and doubles the value 

in LR by the end of 2100. In HR, the increased OHU (red solid) is mainly attributed to 

MHT process (red dashed) whereas the contribution from Qnet is almost zero which can 

be estimated by the difference between the dot-dashed and dashed red line in Figure 

3.12. In contrast, the OHU change in LR (solid blue) is attributed to Qnet whilst MHT 

generates cooling effect (dashed blue), suggesting the fundamental differences of 

mechanisms regulating MHT changes in HR and LR in the Arctic. Mahlstein and Knutti 

(2010) also proposed MHT contributes to the uncertainty of Arctic warming in climate 

models. Burgard and Notz (2017) found the Arctic warming is attributed to net surface 
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flux in 11 of 26 CMIP5 models and MHT in another 11 models, which underlies the 

uncertainties of the cause of Arctic warming in climate models. Therefore, it is 

beneficial to provide a thorough comparison of MHT changes between HR and LR.  

Figure B14a shows the evolution of MHT at 65oN in HR and LR simulations from 

2000 to 2100. In PI-CNTL, MHT is 240 TW in LR (blue dotted) and 340 TW HR (red 

dotted) on average. In terms of the projected change, little difference is found in LR 

between HF-TNST (blue solid) and PI-CNTL (blue dotted), while stronger MHT is 

shown in HR HF-TNST (red solid) comparing with HR PI-CNTL (red dotted). On 

average, MHT in HR is strengthened by 11.8% (40 TW) under GHG. In HR, MHT 

changes is attributed to MMHT with a value of 42 TW while ∆EMHT only compensates 

∆MMHT by -2 TW (Figure 3.13a). The compensation between ∆EMHT and ∆MMHT is 

much stronger in LR, leading to weak ∆MHT (Figure 3.13b), As a result of the different 

compensation strength of ∆MMHT and ∆EMHT, the northward MHT is enhanced in HR 

but reduced in LR.  

Since only zonally integrated EMHT is available in LR, it is not possible to further 

investigate ∆EMHT in different basins. But it is still valuable to dive into the details of 

∆MMHT. As shown in Figure 3.13, ∆MMHT in the Pacific is three times larger in HR 

than LR with values of 16 TW and 5 TW, respectively. Further decompositions illustrate 

∆MMHT in Pacific is fully explained by 𝑇∆𝑀𝑀𝐻𝑇 in HR and LR, implying the 

impartance of temperature changes and time mean velocity. In the Atlantic, ∆MMHT is 

26 TW in HR and 24 TW in LR as a result of compensation between 𝑇∆𝑀𝑀𝐻𝑇 and 

𝑉∆𝑀𝑀𝐻𝑇. Though ∆MMHT in the Atlantic behaves similarly in HR and LR, the role of 
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𝑇∆𝑀𝑀𝐻𝑇 and 𝑉∆𝑀𝑀𝐻𝑇 are different. 𝑉∆𝑀𝑀𝐻𝑇 is 60 TW in HR but -5 TW in LR 

which is compensated by 𝑇∆𝑀𝑀𝐻𝑇, indicating the circulation change dominates 

∆MMHT in HR while the temperature change is dominant in LR. The division of 

∆MMHT in the Atlantic in HR CESM agrees with van der Linden et al. (2019) which is 

based on EC-Earth model although they performed the analysis at 70oN instead of 65oN.  

The heat budget over 70oN~90oN shows consistent role of MHT with that over 

65oN~90oN in HR, but Qnet becomes the sink of the ocean heat. In LR, MHT term works 

together with Qnet as the heat source over 70oN~90oN (Figure B15a), but it becomes a 

heat sink over a large region of 65oN~90oN. Over 70oN~90oN, MHT-induced warming is 

weaker in LR than HR. As shown in Figure B15b&c, ∆MHT at 70oN is three times 

larger in HR than LR on average in 2000-2100, which is attributed to ∆MMHT in both 

the Pacific and the Atlantic. The contributions of temperature changes and circulation 

changes to ∆MMHT show a consistency between HR and LR, agreeing with van der 

Linden et al. (2019) as well. The changes of MHT contributions to OHU from 

65oN~90oN to 70oN~90oN suggests the complexity of MHT changes around 65oN. The 

time mean ∆MHT changes as a function of latitudes averaged over 2000-2100 in HR and 

LR are shown in Figure B16. The transition zone, defined as the latitude where ∆MHT 

changes sign, is around 60oN in HR and 65oN in LR, acting as the main cause of 

inconsistency of heat budget in 65oN~90oN and 70oN~90oN. However, ∆MHT is larger 

in HR than LR no matter which latitude we choose to define the Arctic, and thus more 

heat is transported into the Arctic in HR. In the future, more works need to be done to 

investigate the possible mechanisms controlling the transition zone in HR and LR. 
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3.7. Summary and Discussion 

This Chapter investigated the impacts of horizontal model resolutions on the 

projected OHU based on iHESP CESM experiments. Compared with observations, OHU 

in the upper 700 m and 2000 m are more realistic in HR than LR during the historic 

period of 1960-2020. In terms of projected future changes, the OHU averaged over the 

entire ocean shows small differences between HR and LR. But vertical distributions of 

OHU show significant differences between HR and LR with more heat in the upper 250 

m in HR and less heat below 250 m. Further analysis implies that the difference in 

EVHT is the key factor in generating the differences of vertical heat distributions 

between HR and LR.  

Regional analysis shows that the zonally integrated OHU in the upper 250 m can 

be divided into two regions: to the north of 35oS, i.e., NR, the OHU is larger in HR than 

LR, and to the south of 35oS, i.e., SA, the OHU is smaller in HR than LR. In SA, OHU 

in HR is less than LR not only in the upper 250 m, but also in the deep ocean. Full-depth 

integrated heat budget analysis indicates that the OHU difference can reach 19.3% of 

OHU in HR at the end of 2100. 92.0% of the OHU difference between HR and LR is 

attribued to MHT differences while net surface heat flux has a minor influence on the 

OHU difference. Further analysis of MHT across 35oS illustrates that the southward 

MHT is reduced more in HR than LR under GHG, mainly modulated by the larger 

reduction in the southward MMHT in the Indian Ocean and the less reduced northward 

MMHT in the Atlantic, although the contribution of the former is 7 times larger than that 

of the latter. The difference in MMHT changes between HR and LR in the Indian Ocean 
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occurs primarily due to circulation-induced changes, especially the MOC change. In 

contrast, temperature changes are more important than circulation changes in the 

Atlantic, where MOC and gyre circulation both contribute to the difference of 

temperature change induced heat transport between HR and LR.  

In NR, there is 13.5% more heat in HR than LR in the upper 250 m on averaged 

over the 2000-2100 period. Since more heat is transported into NR from SA in HR, the 

difference of downward VHT changes is vital to different heat structures in HR and LR 

in NR. Our results indicate that the downward VHT at 250 m is less strengthened in the 

future in HR than LR. Further decomposition shows that the upward EVHT is 

significantly less reduced in HR while MVHT changes at 250 m have small differences 

between HR and LR, which is consistent with the global average results.  

The Arctic (65oN-90oN) is a special region where the OHU difference in the 

upper 250 m accounts for 26.3% of that in NR although the volume is only 4.0% of that 

of NR, implying stronger Arctic Amplification in HR which can influence the extreme 

weather in mid-latitudes (Francis and Vavrus, 2012).  Our results show that the OHU 

difference monotonically decreases with depth in the Arctic. Similar to SA, the full-

depth integrated heat budget indicates the MHT change modulates the OHU difference, 

where the northward MHT is strongly enhanced in HR but changes little in LR in the 

future as consequence of the compensiation between MMHT and EMHT. The ∆MMHT 

and ∆EMHT both show large differences across 65oN between HR and LR, while the 

difference of ∆MMHT mainly takes place in the Pacific which is modulated by 

temperature changes. In the Atlantic, though ∆MMHT shows similarity in HR and LR, 
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the circulation changes and temperature changes play an opposite role in ∆MMHT in HR 

and LR.  

As discussed in Burgard and Notz (2017), the MHT change is an important factor 

to the uncertainty of Arctic warming in climate models, which is also confirmed by HR 

and LR CESM. A transition zone, where MHT changes from negative to positive, occurs 

near 60oN in HR and near 65oN in LR. Therefore, further investigation is needed to 

reveal the mechanism underlying the MHT changes within the transition zone to 

understand Arctic warming uncertainty. 

 

 

Figure 3.1 OHU in the upper (a) 700 m and (b) 2000 m from IAP (black dashed), JMA 

(black solid), NOAA (black dotted), HR (blue solid) and LR (blue dashed) CESM with 

the time mean over 1960-1970 as the baseline. Three largest volcanic eruptions in 

twentieth century are labeled with red triangles in 1963, 1982, and 1991 named as 

Agung, El Chichon, and Pinatubo, respectively. 
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Figure 3.2 (a) OHU in LR (dashed) and HR (solid) CESM; (b) OHU as a function of 

depth in HR; (c) similar to (b) but for HR minus LR; (d) time-averaged OHU difference 

between HR and LR over 2000-2100. 

 
 

Figure 3.3 Globally averaged OHU balance in (a) HR CESM, (b) difference between 

HR and LR CESM, red for OHU, magenta for TFC, blue for VHTC, and cyan for 

mixing. Dashed red for OHU difference excluding internal variability. 
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Figure 3.4  (a) OHU induced by VHT in HR PI-CNTL (blue) and HF-TNST (red); (b) 

Decomposition of VHT-induced OHU differences between HR and LR. Solid for total 

VHT, dot-dashed for MVHT, and dashed for EVHT. 

 

 
Figure 3.5 Scatterplot of globally averaged EVHT versus vertical temperature gradient 

in PI-CNTL LR (cyan), HR (green), and HF-TNST LR (blue), HR (red). The linear 

regression slope of EVHT and temperature gradient in HF-TNST are labeled in the 

legend. 
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Figure 3.6 (a) total VHT (solid), mean-flow induced VHT (dot-dashed), eddy-induced 

VHT (dashed) in HR (red) and LR (blue) in PI-CNTL averaged over year 400-500; (b) 

changes of total VHT, MVHT, and EVHT between HR (red) and LR (blue) CESM 

averaged over 2000-2100. 

 

 
Figure 3.7 (a) OHU difference between HR and LR in the upper 250 m; (b) zonally 

integrated OHU difference in the upper 250 m, red (blue) for north (south) of 35oS. 

Results are the average over 2000-2100. 
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Figure 3.8 (a) Vertical profile of time-averaged OHU in 2000-2100 over 90oS-35oS 

(dashed) and 35oS-90oN (solid) in HR (red) and LR (blue); (b) heat balance over 90oS-

35oS, solid for OHU, dashed for MHT induced OHU, and dot-dashed for the summation 

of MHT and Qnet induced OHU in HR (red) and LR (blue). 

 

 
Figure 3.9 (a) MHT changes across 35oS in HR; (b) difference of MHT changes between 

HR and LR. 

 



 

92 

 

 
Figure 3.10 (a) Heat balance in the upper 250 m over 35oS-90oN (i.e., NR) in HR, red 

for OHU, magenta for Qnet induced OHU, blue for VHT induced OHU, and cyan for 

MHT and mixing indued OHU; (b) same with (a) but for the difference of HR and LR. 

 

 
Figure 3.11 (a) VHT in NR averaged over year 400-500 in PI-CNTL; (b) VHT changes 

in NR. Red for HR, blue for LR, solid for total VHT, dashed for E VHT, and dot-dashed 

for MVHT. 
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Figure 3.12 Heat balance over 65oN-90oN, solid for OHU, dashed for MHT induced 

OHU, and dot-dashed for the summation of MHT and Qnet induced OHU in HR (red) 

and LR (blue). 

 

 
Figure 3.13 MHT changes across 65oN in (a) HR and (b) LR. 



 

 

4. CONCLUSIONS AND FUTURE WORK 

In order to reliably project future climate change at global and regional scales, 

realistic simulations of sea surface temperature and ocean heat uptake (OHU) are 

necessary. However, existing CMIP-class coarse resolution (LR, ~1o) models have 

severe limitations in simulating them. In this dissertation, the advantages of high-

resolution (HR, ~0.1o) global climate models in simulating these important ocean 

variables are explored by comparing identical long-term HR and LR climate simulations. 

Improvements in SST simulation resulting from increased horizontal resolution are 

presented in Chapter II. Multi-model comparisons (ocean resolutions ranging from 1o to 

1/12o) with observations have been used for this purpose. Then, a detailed investigation 

of the mechanisms behind SST biases in CESM simulations has been carried out from 

global average and regional perspective. The importance of KPP mixing in reducing SST 

biases in eddy-active regions is identified. With the availability of multi-century HR 

CESM transient climate simulations generated by iHESP, impacts of increasing model 

resolutions on OHU are explored in Chapter III. To evaluate the model performance, a 

comparison of model-simulated and observed OHU is performed. Contributions of 

different physical processes to heat redistributions in HR and LR are studied to 

understand the differences in projected OHU changes between HR and LR. The main 

conclusions draw from the detailed analysis in Chapter II and III of this dissertation are 

summarized below. An outline for future research on SST biases and OHU in global 

climate simulations based on the main outcomes of this dissertation are provided at the 

end. 
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4.1. Conclusions 

4.1.1. Impacts of Model Horizontal Resolutions on SST Biases 

A major finding from this dissertation work is that increasing model horizontal 

resolutions (from 1o to <0.25o) is confirmed to reduce SST biases, including the warm 

bias in EBUS and cold bias in the western basins and tropics. The consistency of 

improvements is revealed by multiple models, including CESM, HadGEM3-GC31, 

AWI-CM, ECMWF, and MPI-ESM1.2. The globally averaged SST in CESM is 1oC 

warmer in HR than LR. The globally averaged heat budget indicates atmospheric fluxes 

(i.e., AFC) and oceanic vertical mixing (i.e., VMFC) dominate the near-surface heat 

balance in both HR and LR, while vertical advection (i.e., VHTC) plays a secondary 

role. AFC generates cooling in the upper 10 m because the warming induced by solar 

heat flux cannot completely compensate the cooling induced by nonsolar heat flux. 

Therefore, VMFC is important to close the balance by generating warming in the upper 

10 m. VMFC is parameterized by KPP, which includes nonlocal and local mixing 

components. Further analysis indicates that the warming induced by vertical mixing is 

attributed to the nonlocal KPP mixing, which brings heat from the subsurface to the 

uppermost layer. The difference of globally averaged heat budget between HR and LR 

reveals that stronger solar heat flux and nonlocal vertical mixing account for the 1oC 

warmer SST in HR. The importance of nonlocal vertical mixing in reducing SST bias is 

highlighted for the first time, which makes this work distinct from others. 

The difference of 2-D surface ocean heat budget between HR and LR shows that 

the stronger nonlocal vertical mixing and solar heat flux in HR mainly occur in eddy-
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active regions and the tropics. In eddy-active regions, the nonlocal vertical mixing 

contributes the most to the warmer SST in HR, followed by the advection and solar heat 

flux. Based on the formula of nonlocal KPP flux, it is found that the stronger nonlocal 

vertical mixing is mainly induced by the direct impact of nonsolar heat flux instead of 

indirect impact via shape function in a nonlinear manner. In the tropics, nonlocal vertical 

mixing and solar heat have similar contributions to warmer SST in HR, which is 

consistent with globally averaged results. Different from eddy-active regions, both the 

direct and indirect impact of nonsolar heat flux on nonlocal KPP flux are important in 

the tropics, accounting for 60% and 40% of the nonlocal KPP flux difference, 

respectively. In both eddy-active regions and the tropics, the difference of the other 

important process, solar heat flux, is likely induced by the cloud difference, which may 

be related to model resolution impacts on cloud parameterization.  

Combining with the recent findings by Jing et al. (2020), we proposed a physical 

mechanism explaining the nonlinear relationship between nonsolar heat flux and 

nonlocal KPP flux as follows. A stronger heat loss at the surface leads to a stronger 

upward eddy heat transport, 𝑤′𝑇′, in HR through turbulent thermal wind balance (Jing et 

al., 2020). 𝑤′𝑇′ peaks around 50 m and decreases to zero at the surface, which causes a 

strong heat convergence between 10 m and 50 m in the vertical direction, and a warming 

in this region. Meanwhile, the strong surface heat loss causes convective instability near 

the surface, strengthening nonlocal vertical mixing at 10 m and bringing warmer 

temperature between 10 m and 50 m to the surface layer. This process is absent in LR 

because eddies and sharp fronts are absent and turbulent thermal wind balance is not 
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operating. Therefore, this work further advances the theory of Jing et al. (2020) by 

identifying the important role of nonlocal KPP mixing in SST simulations. 

4.1.2. Impacts of Model Horizontal Resolutions on Ocean Heat Uptake  

The assessment of globally averaged ocean heat uptake (i.e., OHU) in HR and 

LR reveals that simulated OHU in the upper 700 m and 2000 m are more realistic in HR 

than LR during the 1960-2020 period. In terms of future projection, the depth-integrated 

OHU in HR and LR shows little differences. But large differences can be seen in the 

vertical heat distributions, showing larger OHU in the upper 250 m in HR and smaller 

OHU below 250 m. In HR and LR, the net surface heat flux is the heat source of the 

upper 250 m while vertical heat transport (i.e., VHT) and vertical mixing transport the 

heat to the deep ocean under GHG forcing. The more downward VHT in the future is a 

result of more downward mean-flow induced VHT (i.e., MVHT) and less upward eddy 

induced VHT (i.e., EVHT). Regarding the HR and LR difference, the larger OHU in the 

upper 250 m in HR is attributed to VHT caused by the less reduced upward EVHT in 

HR than LR. Further analysis indicated that the weakening of upward EVHT at 250 m is 

a result of stronger sensitivity of EVHT to the enhanced ocean stratification in LR than 

HR, implying a fundamental difference between resolved and parameterized EVHT 

response to future ocean warming. The identification of the importance of EVHT in 

generating different vertical structures of OHU between HR and LR makes this work 

distinct from other OHU studies. 

The comparison of zonally integrated OHU within the upper 250 m shows larger 

OHU in HR to the north of 35oS (i.e., NR) and weaker OHU in HR to the south of 35oS 
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(i.e., SA). In SA, less OHU in HR is found not only in the upper 250 m, but also in the 

deep ocean. The OHU difference between HR and LR integrated from the surface to the 

seafloor can reach to 19.3% of the OHU in HR at the end of 2100, 92.0% of which is 

explained by the meridional heat transport (i.e., MHT) difference and 8.0% is explained 

by the net surface heat flux. The southward MHT across 35oS is more reduced in HR 

than LR under GHG forcing as a result of the stronger reduction of southward mean-

flow induced MHT (i.e., MMHT) in the Indian Ocean and the less reduced northward 

MMHT in the Atlantic. The contribution of the Indian Ocean MMHT is seven times 

larger than the Atlantic. Moreover, the difference of MMHT changes in the Indian 

Ocean between HR and LR is controlled by the difference in circulation change, 

especially the change in meridional overturning circulation. In contrast to the Indian 

Ocean, temperature changes dominate the difference of MMHT changes in the Atlantic. 

In NR, there is 13.5% more anthropogenic heat in HR than LR in the upper 250 m 

averaged over the 2000-2100 period. Similar to globally averaged results, different 

vertical structures between HR and LR in NR are also attributed to the difference in 

EVHT.  

The Arctic (65oN-90oN) is a special region where the OHU differences in the 

upper 250 m account for 26.3% of those in NR although the volume of the Arctic is only 

4.0% of the NR volume. The OHU differences in the Arctic monotonically decrease with 

depth. The heat budget for the whole water column in the Arctic suggests the MHT 

changes control the OHU differences between HR and LR. Further analyses of MHT 

show the northward MHT across 65oN is strongly enhanced in HR but has small changes 
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in LR under GHG forcing. The difference of changes in MHT across 65oN between HR 

and LR is mainly caused by MMHT in the Pacific, which is governed by temperature 

changes advected by the time-mean circulation 

4.2. Future Work 

Although results in this dissertation have advanced our understanding of SST 

biases and OHU projection using HR and LR CESM, there are still some limitations of 

current study. This section aims to list these limitations and the further analyses needed 

to be conducted to test the robustness of the results found in this dissertation.  

In Chapter II, we proposed the mechanism which demonstrates how nonlocal 

KPP mixing responds to surface cooling. Although LR sensitivity experiments show 

response of nonlocal vertical mixing flux to vertical heat transport which is supportive of 

this mechanism, the strength of the response is relatively small, and thus the robustness 

of the finding needs further studies. One possible reason is that the parameterized 

vertical heat transport lacks the direct response to surface cooling induced by synoptic 

winter storms as proposed in Jing et al. (2020). To further verify this mechanism, 

composite analyses should be performed in the future, using 3-D daily model output in 

HR to examine the time evolution of the nonlocal KPP mixing development in response 

to synoptic winter storms.  

In Chapter III, the sensitivity of EVHT to changes of ocean stratification is 

shown to be stronger in LR than HR, leading to strong reduction of EVHT at 250 m in 

LR. But the analysis is based on global average. Since the EVHT strength varies 

spatially and seasonally, it is beneficial to conduct regional and seasonal comparisons of 
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the response of EVHT to ocean stratification changes in HR and LR. Additionally, since 

the parametrized EVHT in LR is obtained based on the horizontal temperature gradient, 

it is useful to compare the relationship between EVHT and horizontal temperature 

gradient in HR and LR to further evaluate the parameterized EVHT.  

The discussion of MHT across 35oS confirmed the importance of MOC changes 

in determining the HR and LR difference of MHT changes in the Indian Ocean in 

Chapter III. As shown in Ma et al. (2020), the change of Agulhas current in the Southern 

Indian Ocean compensates the change of Indonesian throughflow (ITF), which connects 

the Pacific to the Indian Ocean. Future works are needed to address the impacts of ITF 

on the HR and LR difference of MOC changes in the Indian Ocean. 
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APPENDIX A 

SUPPLEMENTARY FIGURES FOR CHAPTER 2 

Table A1 Model information of 25 models in CMIP5 piControl simulations 
Model name Nation Atmospheric model 

Atmosphere resolution 

Ocean model 

Ocean resolution 

ACCESS1-0 Australia HadGEM2 r1.1  

N96 (~1.875˚ x 1.25˚); 38 

levels 

MOM4p1 

Nominal 1˚ x 1˚; 50 levels 

ACCESS1-3 Australia Global Atmosphere 1.0 

N96 (~1.875˚ x 1.25˚); 38 

levels 

MOM4p1 

Nominal 1˚ x 1˚; 50 levels 

CanESM2 Canada CanAM4 

~2.8˚ x 2.8˚; 35 levels 

CanOM4 

256 x 192 

longitude/latitude; 40 

levels 

CMCC-CESM Italy ECHAM5 

T159 (0.75˚ x 0.75˚); 31 

levels 

OPA8.2 

2˚ average, 0.5˚ at the 

equator; 31 levels 

CMCC-CM Italy ECHAM5 

T159 (0.75˚ x 0.75˚); 31 

levels 

OPA8.2 

2˚ average, 0.5˚ at the 

equator; 31 levels 

CNRM-CM5 France ARPEGE-Climat V5.2.1 

T127 (~1.4˚x1.4˚); 31 levels 

NEMO 3.2 

~1˚ x 1˚; 42 levels 

CSIRO-Mk3-6-0 Australia AGCM v7.3.4 

T63 (~1.875˚x1.875˚); 18 

levels 

MOM2.2 

~1.875˚x0.9375˚; 31 

levels 

GFDL-CM3 USA AM3 

2.5˚ x 2˚; 48 levels 

MOM4p1 

Tripolar 360 x 200; 50 

levels 

GFDL-ESM2G USA AM2 

2.5˚ x 2˚; 24 levels 

TOPAZ1p2 

Tripolar 360 x 210; 63 

levels 

GISS-E2-H USA Included 

2.5˚ x 2˚; 40 levels 

HYCOM Ocean 

1˚ longitude x 1˚ latitude 

HYCOM; 26 levels 

GISS-E2-R USA Included 

2.5˚ x 2˚; 40 levels 

Russell Ocean 

1.25˚ x 1˚; 32 levels 

HadGEM2-CC UK HadGAM2 

N96 (1.875˚x1.25˚); 60 levels 

HadGOM2 

1˚ longitude x 0.3˚ to 1˚ 

latitude; 40 levels 
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Table A1 Continued 
Model name Nation Atmospheric model 

Atmosphere resolution 

Ocean model 

Ocean resolution 

HadGEM2-ES UK HadGAM2 

N96 (1.875˚x1.25˚); 38 levels 

HadGOM2 

1˚ longitude x 0.3˚ to 1˚ 

latitude; 40 levels 

INM-CM4 Russia Included 

2˚ x 1.5˚; 21 levels 

Included 

1˚ x 0.5˚; 40 levels 

IPSL-CM5A-LR France LMDZ5 

95 x 96 equivalent to 

3.75˚x1.9˚; 39 levels 

NEMO 3.2 

2˚ longitude x 0.5˚ to 2˚ 

latitude; 31 levels 

IPSL-CM5A-MR France LMDZ5 

143 x 144 equivalent to 

1.25˚x2.5˚; 39 levels 

NEMO 3.2 

2˚ longitude x 0.5˚ to 2˚ 

latitude; 31 levels 

IPSL-CM5B-LR France LMDZ5 

95 x 96 equivalent to 

3.75˚x1.9˚; 39 levels 

NEMO 3.2 

2˚ longitude x 0.5˚ to 2˚ 

latitude; 31 levels 

MIROC5 Japan MIROC-AGCM6 

T85 (1.40625˚x1.40625˚); 40 

levels 

COCO4.5 

1.4˚ longitude x 0.5˚-1.4˚ 

latitude; 50 levels 

MIROC-ESM Japan MIROC-AGCM 

T42 (2.8125˚x2.8125˚); 80 

levels 

COCO3.4 

1.4˚ longitude x 0.5˚-1.4˚ 

latitude; 44 levels 

MPI-ESM-LR Germany ECHAM6 

T63 (~1.8˚x1.8˚); 47 levels 

MPIOM 

Average 1.5˚; 40 levels 

MPI-ESM-MR Germany ECHAM6 

T63 (~1.8˚x1.8˚); 95 levels 

MPIOM 

~0.4˚x 0.4˚; 40 levels 

MPI-ESM-P Germany ECHAM6 

T63 (~1.8˚x1.8˚); 47 levels 

MPIOM 

Average 1.5˚; 40 levels 

MRI-CGCM3 Japan MRI-AGCM3.3 

TL159 (320x160); 48 levels 

MRI.COM3 

1˚ x 0.5˚; 50 levels + 1 

bottom boundary layer 

NorESM1-M Norway CAM4-Oslo 

2.5˚x 1.9˚; 26 levels 

NorESM-Ocean 

1.125˚along the equator; 

53 levels 

NorESM1-ME Norway CAM4-Oslo 

2.5˚x 1.9˚; 26 levels 

NorESM-Ocean 

1.125˚along the equator; 

53 levels 
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Table A2 Model information of 34 models in CMIP6 piControl simulations 
Model name Nation Atmospheric model 

Atmosphere resolution 

Ocean model 

Ocean resolution 

ACCESS-CM2 Australia HadGEM2 r1.1  

N96 (~1.875˚ x 1.25˚); 38 levels 

MOM4p1 

Nominal 1˚ x 1˚; 50 levels 

ACCESS-ESM1-

5 

Australia Global Atmosphere 1.0 

N96 (~1.875˚ x 1.25˚); 38 levels 

MOM4p1 

Nominal 1˚ x 1˚; 50 levels 

AWI-ESM-1-1-

LR 

Germany ECHAM6.3.04p1 

T63 (~ 1.875° × 1.875°); 47 levels 

FESOM 1.4 

Unstructured grid in the 

horizontal with 126859 wet 

nodes; 46 levels 

AWI-CM-1-1-

MR 

Germany ECHAM6.3.04p1 

T127 (~ 0.94° × 0.94°); 95 levels 

FESOM 1.4 

Unstructured grid in the 

horizontal with 830305 wet 

nodes; 46 levels 

CanESM5 Canada CanAM5 

~2.8˚ x 2.8˚; 49 levels 

NEMO3.4.1 

1° with refinement to 1/3° in 

20° S–20° N; 45 levels 

CESM2 USA CAM6 

Finite volume grid (0.9° × 1.25°); 

32 levels 

POP2 

320 × 384 longitude/latitude; 

60 levels 

CESM2-

WACCM 

USA CAM6 

Finite volume grid (0.9° × 1.25°); 

32 levels 

POP2 

320 × 384 longitude/latitude; 

60 levels 

CMCC-CM2-SR5 Italy ECHAM5 

T159 (0.75˚ x 0.75˚); 31 levels 

OPA8.2 

2˚ average, 0.5˚ at the 

equator;31 levels 

CMCC-ESM2 Italy ECHAM5 

T159 (0.75˚ x 0.75˚); 31 levels 

OPA8.2 

2˚ average, 0.5˚ at the equator; 

31 levels 

CNRM-CM6-1 France ARPEGE-Climat V5.2.1 

T127 (~1.4˚x1.4˚); 31 levels 

NEMO 3.2 

~1˚ x 1˚; 42 levels 

CNRM-CM6-1-

HR 

Australia AGCM v7.3.4 

T63 (~1.875˚x1.875˚); 18 levels 

MOM2.2 

~1.875˚x0.9375˚; 31 levels 

EC-Earth3-Veg-

LR 

European 

countries 

IFS cy36r4 

TL159 (~ 125 km); 91 levels 

NEMO3.6 

Primarily 1°; 362 × 294 

longitude/latitude; 75 levels 

EC-Earth3-LR European 

countries 

IFS cy36r4 

TL255 (~ 125 km); 62 levels 

NEMO3.6 

Primarily 1°; 362 × 294 

longitude/latitude; 75 levels 

EC-Earth3-CC European 

countries 

IFS cy36r4 

TL255 (~ 70 km); 91 levels 

NEMO3.6 

Primarily 1°; 362 × 294 

longitude/latitude; 75 levels 

CNRM-ESM2-1 France Arpege 6.3 

T127 (~ 100 km); 91 levels 

NEMO3.6 

Primarily 1°; 362 × 294 

longitude/latitude; 75 levels 
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Table A2 Continued 
Model name Nation Atmospheric model 

Atmosphere resolution 

Ocean model 

Ocean resolution 

E3SM-1-0 USA EAM v1.0 

1° average grid spacing; 72 levels 

MPAS-Ocean v6 

Variable resolution 60–30 km; 

60 levels 

E3SM-1-1 USA EAM v1.1 

1° average grid spacing; 72 levels 

MPAS-Ocean v6 

Variable resolution 60–30 km; 

60 levels 

GFDL-CM4 USA AM4.0.1 

1˚ x 1˚; 33 levels 

MOM6 

Tripolar 0.25o; 1442 × 1080 

longitude/latitude; 75 levels 

GFDL-ESM4 USA AM4.1 

1˚ x 1˚; 49 levels 

MOM6 

Tripolar 0.5o; 720 × 576 

longitude/latitude; 75 levels 

GISS-E2-1-G USA GISS-E2.1  

2.5˚ x 2˚; 40 levels 

GISS Ocean 

1.25° × 1°; 32 levels 

GISS-E2-1-H USA GISS-E2.1  

2.5˚ x 2˚; 40 levels 

HYCOM Ocean 

~ 1° × 1°; 26 levels 

HadGEM3-

GC31-LL 

UK MetUM-HadGEM3-GA7.1 

N96 (1.875° × 1.25°); 85 levels 

NEMO-HadGEM3-GO6.0 

Primarily 1° with meridional 

refinement down to 1/3° in the 

tropics; 75 levels 

HadGEM3-

GC31-MM 

UK MetUM-HadGEM3-GA7.1 

N216 (~ 0.83° × 0.55°); 85 

levels 

HadGOM2 

1˚ longitude x 0.3˚ to 1˚ 

latitude; 40 levels 

INM-CM4-8 Russia INM-AM4-8 

2˚ x 1.5˚; 21 levels 

INM-OM5 

360 x 318 longitude/latitude; 

40 levels 

INM-CM5-0 Russia INM-AM5-0  

2˚ x 1.5˚; 73 levels 

INM-OM5 

720 x 720 

longitude/latitude; 40 levels 

MIROC-ES2L Japan CCSR AGCM 

T42 (~ 2.8125° × 2.8125°); 42 

levels 

COCO4.9 

Primarily 1°; 360 × 256 

longitude/latitude; 63 levels 

MPI-ESM1-2-

HAM 

Germany ECHAM6.3 

T63 (~1.8˚x1.8˚); 47 levels 

MPIOM1.63 

~1.5˚; 40 levels 

MPI-ESM1-2-LR Germany ECHAM6.3  

T63 (~1.8˚x1.8˚); 47 levels 

MPIOM1.63  

~1.5˚; 40 levels 

MPI-ESM1-2-HR Germany ECHAM6.3 

T127 (0.94° × 0.94°); 95 levels 

MPIOM1.63 

Approximately 0.4°; 802 × 404 

longitude/latitude; 40 levels 

MRI-ESM2-0 Japan MRI-AGCM3.5 

TL159 (320x160); 80 levels 

MRI.COM4.4 

~1˚ x 0.5˚; 360 x 364 

longitude/latitude; 61 levels 

NorCPM1 Norway CAM-OSLO4.1 

~ 2.5° × 2; 26 levels 

MICOM1.1 

1˚; 320 × 384 

longitude/latitude; 53 levels 
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Table A2 Continued 
Model name Nation Atmospheric model 

Atmosphere resolution 
Ocean model 

Ocean resolution 

NorESM1-F Norway CAM4 

~ 2.5° × 2°; 32 levels 

MICOM 

1°; 360 × 384 

longitude/latitude; 70 levels 

NorESM2-MM  Norway CAM-OSLO 

~1°; 70 levels 

MICOM 

1°; 360 × 384 

longitude/latitude; 70 levels 

UKESM1-0-LL UK MetUM-HadGEM3-GA7.1 

N96 (1.875° × 1.25°); 85 levels 

NEMO-HadGEM3-GO6.0 

Primarily 1° with meridional 

refinement down to 1/3° in the 

tropics; 75 levels 
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Figure A1 First column is the SST bias in CNTL-HR runs from HadGEM3-GC31, AWI-

CM1-1, CNRM-CM6-1, CMCC-CM2, respectively. The second column is the SST 

difference between HR and LR corresponding with the models in the first column. The 

third column is similar to the first column but in ECMWF-IFS, MPI-ESM1-2, EC-

Earth3P and CESM1.3, respectively. The last column the SST difference between HR 

and LR corresponding with the models in the third column (unit: oC). The observation is 

taken as the climatological SST in 1950-1960 from HadISST1.0. 

 

 
Figure A2 Differences of (a) SST and (b) Qnet between SPIN-HR and SPIN-LR. 



 

107 

 

 

 
Figure A3 Similar to Figure 2.4, but for 20-years SPIN-HR and SPIN-LR. 

 

 
Figure A4 20-year mean of heat balance in four eddy-active regions labelled by black 

boxes in Figure 2.4f. 
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Figure A5 106-year mean of heat balance (CNTL-HR and CNTL-LR-HRIC) in eddy-

active regions (a) and the tropics (b). 

 
Figure A6 Low cloud difference (a) between CNTL-HR and CNTL-LR-HRIC; (b) 

between SPIN-HR and SPIN-LR. 
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Figure A7 Decomposition of net surface heat flux in HR CNTL-CESM simulation, black 

for Qnet , red for shortwave heat flux, cyan for longwave heat flux, blue for sensible heat 

flux and magenta for latent heat flux. 

 

 
Figure A8 20-year averaged (a) MVHT (solid) and EVHT (dashed) in EXP5km (blue), 

EXP3km (cyan), and EXP800m (yellow); (b) nonlocal KPP flux, Qnet, SW at surface, 

and HBLT (blue), EXP3km (cyan), and EXP800m (yellow). Results are obtained in KE 

(145oE-170oE, 34oN-39oN) and GSE (65oW-50oW, 33oN-41oN). 
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APPENDIX B 

SUPPLEMENTARY FIGURES FOR CHAPTER 3 

 
Figure B9 Similar to Figure 3.1 but with internal variabilities in PI-CNTL excluded by 

EMD method. 

 
Figure B10 Similar to Figure 3.5 but with eddy defined as GM90 in LR and deviation 

from seasonal mean in HR. 
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Figure B11 Difference of changes in VHT (solid), EVHT (dashed), and MVHT (dot-

dashed) between HR and LR with mean defined as long-term mean. 

 

Figure B12 MHT across 35oS in PI-CNTL averaged over year 400-500. 
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Figure B13 OHU in HR (red) and LR (blue) in SA (dashed), 35oS-65oN (solid), and the 

Arctic (dotted) averaged over 2000-2100. 

 

Figure B14 MHT across 65oN in HR PI-CNTL (red dotted), HF-TNST (red solid), LR 

PI-CNTL (blue dotted), and HF-TNST (blue solid). 
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Figure B15 (a) Similar to Figure 3.11 but for 70oN-90oN; (b)(c) similar to Figure 3.12 

but for 70oN. 

 

Figure B16 Time mean MHT changes defined as the difference of HF-TNST and PI-

CNTL averaged over 2000-2100. 
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