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ABSTRACT

Software security is a crucial factor in software development and maintenance. Static analysis

approaches can help secure software in different ways. First, it can help identify vulnerabilities

ahead-of run. For example, we can search vulnerable code in wild that are similar to buggy code in

existing CVE databases, in which the program properties computed by static analysis are desired.

For more complicated bugs, such as concurrency bugs, static analyses can infer more complex

program properties, including the relation of pointers (i.e., alias analysis) in the program and the

partial order between statements (e.g., happens-before relation), thus detect potential vulnerabil-

ities. Second, static analyses can compute program properties (e.g., data-flow, control-flow) that

we can check at runtime to achieve specific security goals (e.g., no control-flow hijack).

In this dissertation, we present three approaches of computing static program properties, com-

bined with other methods, that improves the state-of-the-art for securing real-world software at

compile-time and runtime. First, for the core of searching vulnerable code, measuring code similar-

ity, we present a new approach that combines static program properties, data-flow and control-flow,

with deep learning method. This is to address two limitations of existing techniques: scalability

and imprecision. With deep neural networks, the classification is efficient on modern GPUs, while

data-flow/control-flow only needs to be computed once for each code. And by leveraging the in-

formation in the encoded data-flow/control-flow and the training datasets, the deep neural network

model can learn a good metric for measuring similarity between codes.

Second, we present a new approach for detecting atomicity violations in Rust programs, which

is a kind of semantic bugs and one of the main source of Rust concurrency issues. We use alias

analysis to compute if two atomic operations could access the same variable, and happens-before

relation to compute if two such atomic operations could be executed concurrently. With observed

heuristics from existing research study, we then statically check if a set of atomic operations from

different threads could potentially cause an atomicity violation. This approach is evaluated to be

effective in a benchmark of real world Rust programs with known atomicity violations. We also

ii



find a potential new atomicity violation in a Rust project from Github.

Both the above two approaches detect bugs ahead-of run. However, real-world programs are

almost impossible to be bug-free. Therefore, we present a new approach that effectively defends

target program against non-control data attacks by checking statically computed program proper-

ties at runtime. Specifically, we introduce a new concept, origin, to abstract a piece of program

path and all memory objects owned by it. We then compute all intended cross-origin data flow

at compile-time, and instrument the program to check any violations to it at runtime. With an

origin-based heap allocator, this approach incurs very low runtime overhead but is still effective on

a benchmark of real-world programs with known CVEs.
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1. INTRODUCTION

1.1 Motivation

Security is now a key concern in software development and maintenance, including browsers

such as Chromium[9] and Firefox[11], Linux kernel, blockchain applications, etc. This is partly

the result of lessons learned from lots of severe vulnerabilities reported in the past few years, such

as the infamous Heartbleed in OpenSSL disclosed in 2014, which affected all mainstream Linux

distributions and famous websites such as Stack Overflow.

The root cause of Heartbleed is shown in Figure 1.1. It is essentially an out-of-bound read

bug. The vulnerable function tls1_process_heartbeat is called through an external event,

which can be controlled by an attacker. In the vulnerable function, a buffer overread will be

triggered when the attacker provides a payload length (retrieved by n2s) that is larger than the

actual size of the request message. As a result, more data will be copied from memory in function

ssl3_write_bytes and sent to the attacker.

 int tls1_process_heartbeat(SSL *s) {
 unsigned char *p = &s->s3->rrec.data[0], *pl;
 unsigned int payload;
 hbtype = *p++;
 n2s(p, payload);
 buffer = OPENSSL_malloc(1 + 2 + payload + padding);
 bp = buffer;
 // out-of-bound read may occur here
 r = ssl3_write_bytes(s, TLS1_RT_HEARTBEAT, buffer,

 3 + payload + padding);
 }

Figure 1.1: Heartbleed.

To prevent/mitigate such attacks, static program analysis plays an important role. As shown in

Figure1.2, it can help in both ahead-of run and runtime stage. First, static analysis is widely used
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Figure 1.2: Static analysis for securing software. Note that approaches that require executing the
program are usually treated as dynamic analysis. But there are some approaches relies on statically
computed result and will instrument/rewrite the program (the effect could only be manifested at
runtime). Such approaches are still considered as static analyses.

to detect bugs before running the program, mainly memory bugs and concurrency bugs [10, 43,

113, 42, 133, 82, 83]. With more and more bugs detected and CVEs reported every year, there are

many CVE databases available (e.g., the national vulnerability database, the CVE details website,

etc.). Based on these known CVEs, various approaches have been proposed to effectively search

vulnerable code in wild programs [66, 47, 71, 46]. The core of such approaches is to determine

whether the target code is similar to the known buggy code, for which the program properties

computed by static analysis is crucial (e.g., data-flow, control-flow, program dependency graph,

etc.).

Second, static analysis is also usually a perquisite of instrumentation/rewriting based approaches.

Since it is practically impossible to achieve bug-free for any non-trivial program, in addition to
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statically detecting bugs, many tools aim to prevent attacks that exploit unknown vulnerabilities

at runtime. Such approaches often statically computes specific properties from the target pro-

gram, and instrument the program to ensure that the properties are not broken, e.g., CFI (Control

Flow Integrity) [13, 138, 140, 125, 28], DFI (Data Flow Integrity) [32, 118], CPI (Code Pointer

Integrity) [75], etc.

This dissertation proposes three static analyses approaches, combined with other methods, that

fit into components in Figure 1.2, significantly improving the state-of-the-art for software security.

Figure 1.3 shows the high level design of the proposed approaches. First, we extract IR from the

target program. For example, we use LLVM IR for C/C++ programs, MIR for Rust programs and

WALA IR for Java programs. We then compute various static program properties from the IR,

including data-flow/control-flow, alias relation and happens-before relation, which can be used to

improve software security by combining other methods, such as deep learning, instrumentation,

etc.

IR

Data-flow
Control-flow

Alias Relation

Happens Before
Relation

Code Similarity

Securing Origin 
Sensitive Data-flow

Atomicity Violation

Deep Learning

Instrumentation

Static Properties

Interleaving Pattern

Figure 1.3: The high level design of approaches proposed in this dissertation. From the IR, we can
compute various static program properties. Combining these properties with methods such as deep
learning, instrumentation, we can detect atomicity violation, discover similar code and enforce
origin sensitive data-flow at runtime.
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More specifically, the first approach combines static data-flow and control-flow with deep

learning method to measure code similarity, which is the core of discovering potentially vulnera-

ble code with existing known CVEs. The second approach focuses on a specific category of bugs,

atomicity violation, which is the main source of Rust concurrency issues. It computes statically

a set of atomic operations from different threads that could access the same atomic variable at

the same time, and applies heuristics (i.e., interleaving patterns) to determine whether they forms

atomicity violation. The last approach enforces at runtime program properties inferred by static

data-flow analysis through instrumenting the code, to prevent non-control attacks that exploit un-

known vulnerabilities.

Next we first give an introduction to each of these approaches. Then we illustrate the concrete

designs and experimental evaluations of them in the following chapters.

1.2 Code similarity

Measuring code similarity is the core of searching vulnerable code using existing CVEs. It is

also fundamental for many other software engineering tasks, e.g., code clone detection [101], code

reuse [70, 56], refactoring [53, 143], bug detection [80, 64]. With the large CVE database, it can be

leveraged to identify vulnerable code used by other projects. While code syntactical similarity has

been intensively studied in the software engineering community, few successes have been achieved

on measuring code functional similarity. Most existing techniques [63, 131, 134, 80, 68, 105, 18,

19] follow the same pipeline: first extracting syntactical features from the code (in the form of raw

texts, tokens, or AST), then applying certain distance metrics (e.g. Euclidean) to detect similar

code. However, the syntactical representations used by these techniques significantly limit their

capability in modeling code functional similarity. In addition, such simple distance metrics can be

ineffective for certain feature spaces (e.g., categorical). Moreover, separately treating each code

fragment makes it difficult to learn similarity between functionally similar code with different

syntactics.

There exist a few techniques [74, 51, 84, 39] that construct a program dependence graph (PDG)

for each code fragment and measure code similarity through finding isomorphic sub-graphs. Com-
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pared to syntactical feature-based approaches, these graph-based techniques perform better in mea-

suring code functional similarity. However, they either do not scale due to the complexity of graph

isomorphism [35], or are imprecise due to the approximations made for improving scalability (e.g.,

mapping the subgraphs in PDG back to AST forest and comparing syntactical feature vectors ex-

tracted from AST [51]).

Figure 1.4: DeepSim System Architecture.

In this dissertation, we present a new approach, DeepSim, for measuring code functional simi-

larity that significantly advances the state-of-the-art. DeepSim is based on two key insights. First, a

feature representation is more powerful for measuring code semantics if it has a higher abstraction,

because a higher abstraction requires capturing more semantic information of the code. Control

flow and data flow represent a much higher abstraction than code syntactical features such as to-

kens [68, 105] and AST nodes [63]. Hence, DeepSim uses control flow and data flow as the basis

of the similarity metrics. More importantly, we develop a novel encoding method that encodes

both the code control flow and data flow into a compact semantic feature matrix, in which each

element is a high dimensional sparse binary feature vector. With this encoding, we reduce the code

similarity measuring problem to identifying similar patterns in matrices, which is more scalable

than finding isomorphic sub-graphs.

Second, instead of manually extracting feature vectors from the semantic matrices and calcu-

lating the distance between different code, we leverage the power of deep neural networks (DNN)

to learn a similarity metric based on the encoded semantic matrices. In the past decade DNN

has led to breakthroughs in various areas such as computer vision, speech recognition and natural

language processing [132, 117, 52]. Recently, a few efforts [114, 131, 20] have also been made
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to tackle program analysis problems with DNN. We design a new DNN model that further learns

high-level features from the semantic matrices and transforms the problem of measuring code func-

tional similarity to binary classification. Through concatenating feature vectors from pairs of code

fragments, this model can effectively learn patterns between functionally similar code with very

different syntactics.

As depicted in Figure 1.4, DeepSim consists of two main components: (1) Code semantic rep-

resentation through encoding control flow and data flow into a feature matrix; (2) Code similarity

measurement through deep learning. The first component can take code fragments in any language

as input in the form of source code, bytecode or binary code, as long as a data-flow graph and a

control-flow graph can be constructed. The second component is a novel deep learning model con-

taining two tightly integrated modules: a neural network module that extracts high-level features

from the matrices of a code pair, and a binary classification module that determines if the code

pair is functionally similar or not. These two modules work together to fully utilize the power of

learning: the neural network module extracts latent representation for the classifier, and the signal

propagated backward from the classifier, in turn, helps the neural network learn better representa-

tion from the input. Finally, the trained model can be used to measure code functional similarity.

1.3 Atomicity violation

Rust has been adopted in more and more industrial projects in the recent few years, e.g., Mozilla

Servo browser engine, Solana blockchain, Amazon Firacracker for serverless computing, wasm-

time for WebAssembly, etc. It provides comparable performance to C/C++, meanwhile guarantees

memory-safety and data-race freedom [67]. Though these safety guarantees can be weakened by

unsafe code (usually exists in libraries) [98], recent studies show that developers tend to use less

unsafe code [15, 98].

When considering only pure safe code, however, concurrent bugs are still possible when using

Rust. The reason is that Rust is only able to rule out data races but not high-level race condi-

tions. According to [15], 15 out of the studied 38 non-blocking bugs appear in safe code, among

which 5 are caused by incorrect usages of atomic operations, which are often used by develop-
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ers to implement lock-free algorithms for better performance. In fact, atomic types provided in

Rust standard/core library are now extensively used in popular open-source Rust projects (e.g.,

parking_lot, tokio, Rocket, etc.).

On one hand, since atomic operations (e.g., add, sub and compare_exchange) are translated to

hardware atomic instructions, they are data race free. On the other hand, incorrect uses of them

can still result in undesirable execution order across different threads, leading to race conditions.

For example, assuming thread t1 contains a load lt1 of atomic variable v, and thread t2 contains

a store st2 of the same atomic variable. We may observe either the instruction sequence {lt1,

st2} or {st2, lt1}. If st2 is intended to be run first to initialize resources, the first sequence may

crash the program. In practice, a race condition usually invalidates a specific semantic property

that programmers assume for the program, hence it is difficult to be precisely analyzed without

the domain knowledge of the program. Similar to any other type of concurrent bugs (e.g., data

races), testing is hard to find these atomicity violations due to the enormous interleaving space.

Manually checking the source code could work but requires a huge amount of time and expertise

of developers. Therefore, we propose to automatically detect such bugs in Rust programs, by

leveraging Rust specific features and conventions.

To address the problem, an approximation is to consider a pair of atomic operations, and the

code surrounded by the pair of atomic operations in the same thread, and also an atomic operation

in another thread. Existing research [86] studied general atomicity violations in C/C++ by analyz-

ing the serializability of different interleaving patterns. As shown in Table 1.1, four patterns are

considered to be potential causes of atomicity violations. However, these patterns only consider

the atomicity of the shared variable itself, but not that of the code regions. In this work, we will

handle both.

Figures 1.5 and 1.6 show two examples simplified from real bugs. In function update shown

in Figure 1.5, after loading the value of NUM, it runs some other code, and finally stores the updated

value back into NUM. This works fine in a single thread scenario. However, in main function,

another thread is created, which also updates NUM. Thus, the value of NUM can be either 1 or the
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Table 1.1: Interleaving patterns of atomic operations that could potentially cause atomicity viola-
tions.

Access Description Problem
read

write
read

two reads interrupted by a
concurrent write

The concurrent write makes two reads get different
values for the same memory

write
write

read

write after read interrupted by a
concurrent write

The local read may fail to get the expected values
produced by the local write

write
read

write

two writes interrupted by a
concurrent read

Invisible intermediate results are exposed to other
threads

read
write

write

write after read interrupted by a
concurrent write

The local read and write may have flow dependency,
which could be broken by the write in the other
thread

value computed at line 5. This falls into the last pattern in Table 1.1.

Apart from patterns listed in Table 1.1, a load operation performed by the second thread could

also potentially cause atomicity violation, in which we need to consider the atomicity of the code

region surrounded by the pair of atomic operations in the first thread. As shown in Figure 1.6,

the function init is supposed to run only once or atomically to initialize resource. To achieve

that, it first checks the value of INIT, if it is false, it calls do_work, then it updates the value of

INIT to prevent the other thread from executing do_work again. Essentially the load/store

of INIT here are intended to be used as lock/unlock, which is incorrect as they do not guarantee

mutually exclusive accesses. When the other thread created in main function reaches line 4, the

read value of INIT could be false if the main thread has not reached line 8. Therefore, do_work

could be executed by two threads concurrently, which breaks the intended atomicity. To this end,

we summarize a new interleaving pattern supplement to the four above, as shown in Table 1.2.

The overview of our approach, called MIRAV, is shown in Figure 1.7. Given a Rust project, we

first get its mid-level intermediate representation, called MIR, including the MIR for the project

itself and its dependencies. We choose MIR instead of LLVM IR since it has explicit type in-

formation of shared variable and no nested statements. Taking the MIR as input, we run our
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 static NUM: AtomicU32 = AtomicU32::new(0);

 fn update() {
 let mut val = NUM.load(Ordering::Relaxed);
 val += get_increment(val);
 // Some other code that use val.
 do_work(val);
 NUM.store(val, Ordering::Relaxed);
 }


 fn main() {
 let t = thread::spawn(|| {
 NUM.store(1, Ordering::Relaxed);
 });
 update();
 t.join().unwrap();
 }

Figure 1.5: Atomicity violation on the atomic variable.

Table 1.2: A new interleaving pattern of atomic operations that could potentially cause atomicity
violations, which is supplement to Table 1.1.

Access Description Problem
read

read
write

write after read interrupted by a
concurrent read

The local read and write may form an atomic
code region that could be broken by the read (and
its following code) in the other thread

inter-procedural alias analysis, which will provide the call graph and also the alias information of

all atomic variables. Then we run a whole program analysis from the entry point of the project,

in which we will collect all thread events and atomic operations and create a static happens-before

graph. We intentionally ignore lock events (e.g., Mutex in Rust standard library) since we found

that usually atomic operations are not used together with locks in the same scope after studying

a few real world Rust projects (this aligns to the convention that programmers often use atomic

types to implement lock-free algorithm to improve performance). We then choose a pair of atomic

operations from one thread and another atomic operation from another thread, and check if it could
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 static INIT: AtomicBool = AtomicBool::new(false);

 fn init() {
 if !INIT.load(Ordering::Relaxed) {
 // Code that should only be executed once
 // or executed atomically.
 do_work();
 INIT.store(true, Ordering::Relaxed);
 }

 }

 fn main() {
 let t = thread::spawn(init);
 init();
 t.join().unwrap();
 }

Figure 1.6: Atomicity violation on the code region between a pair of load and store.

Rust Project MIR
Atomicity 
Violations

Call Graph

Alias of Atomic
Variables

Alias Analysis

Collect Atomic 
Operations Per-thread

Whole program Analysis

Static Happens-before

Checking Potential 
Atomicity Violation

Figure 1.7: Overview.

be potentially an atomicity violation. If it is, we report its static call stack as well as the buggy

code location.

1.4 Securing origin sensitive data-flow

Memory unsafe languages are susceptible to known attacks such as ROP [27], JOP [34, 26],

COOP [110], etc. In the past decade, control-flow integrity (CFI) has gained much success with

CFI solutions widely deployed (e.g., Google Chrome [5], Intel’s CET [7], and more recently Mi-
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crosoft’s Control Flow Guard for Rust and LLVM compilers [8]). While this makes software more

secure against control-oriented attacks, it may also make data-only attacks more prevalent.

Data-only attacks do not alter the program’s control transfers but only change or leak the pro-

gram’s data stored in the heap. OpenSSL Heartbleed (CVE-2014-0160) [6] is an infamous example

of data-only attacks, in which the vulnerable function tls1_process_heartbeat is called

through an external event to process heartbeat messages controlled by an attacker. As a result, a

buffer overread will be triggered when the attacker provides a payload length that is larger than

the actual size of the request message, and more data will be copied from memory and sent back

to the attacker. Similar vulnerabilities have also been found in other applications such as Google

Chrome’s PDFium module (CVE-2018-6120), by exploiting which, an attacker can corrupt PDF

files in other tabs by opening a corrupted PDF file (under specific Chrome isolation policies).

None of the aforementioned data-only attacks can be prevented by CFI defenses, because these

attacks target only non-control data. Surprisingly, existing data-flow solutions such as data-flow

integrity (DFI) [32] and WIT [14] that leverage static analysis to restrict the set of objects that can

be accessed by an instruction during runtime might also fail to prevent these attacks. It is because

conservative static analysis techniques always fail to precisely compute the set of accessible objects

and thus result in a larger accessible set than the program actually allowed. In the mean time, those

techniques as well as other memory corruption detection tools such as AddressSanitizer [112]

and memory safety techniques such as SoftBound [89] impose an extremely high overhead to the

protected program.

We observed that to launch a data-only attack, there will normally be illegal data flows between

logically isolated components of a program. For example, the illegal dataflow between PDFs

opened in different tabs using PDFium as well as the illegal read of requests sent by other users

in HeartBleed. The attack surface can be minimized by restricting different components of the

program to only access a part of the entire address space. To achieve this, we present DFO, a new

method that defends against such advanced data-only attacks by leveraging the concept of origins,

which was previously proposed for static data race detection [83]. In the original work, it was
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Figure 1.8: DFO overview. Paths in different colors represent secured different origins.

adopted to represent any entity that might lead to concurrency errors such as asynchronized event

handlers as well as threads execution bodies.

In this dissertation, we further generalize the concept by allowing origins to represent arbi-

trary semantic items (with user-provided annotations). Cross-origin data-flow is first identified

statically using origin-sensitive analysis, then any invalid cross-origin data-flow will be detected

during runtime. The benefits brought by the use of origins are two fold:

• Unlike DFI, which enforces memory safety at instruction-level granularity, and ASAN/-

SoftBound, which enforce memory safety at object-level granularity, DFO is more coarse-

grained as it only detects memory corruption between different origins, which leads to a

much lower runtime overhead.

• As already illustrated in [83], origin-sensitive analysis can precisely infer the cross-origin

sharing information. Compared to DFI, which uses context-insensitive analysis, DFO can

detect attacks that are missed by DFI due to the imprecision of static analysis.

Apart from applying origins for static analysis, we also introduce dynamic origins to precisely

reason about the data-flow facts that are hard to compute by static analysis. A common example

is event loops, in which the same handler is invoked repeatedly in the loop. Pure static analysis

simply creates one origin to represent all the instances invoked in the loop and merges the data-flow

between different iterations, where there are actually multiple origins being created dynamically. It

is essential to distinguish these origins at runtime to ensure the integrity of cross-origin dataflows.

For example, in HeartBleed, without dynamic origins, we cannot distinguish the data of different
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iterations since they are all allocated at the same site, thus we would fail to prevent the overread.

The design overview of DFO is shown in Fig. 1.8. It has two components:

• At compile time, the relationship between data and origin (i.e., which data belongs to which

origin) is automatically determined by statically analyzing the execution flows originated

from each origin. DFO uses origin-sensitive pointer analysis to find a complete set of heap

objects owned by each origin, i.e., the bag of the origin. Different origins may share heap

objects, so bags can overlap. But each origin can only access a heap object in its own bag

not any other bags (e.g., due to buffer overflow). Note that this type of analysis is different

from taint analysis, because we do not taint data sources or propagate the taints; instead, we

mark entry points such as thread start, event handler, or user input, and we perform pointer

analysis to reason about origin-local and origin-shared heap objects. We call the analysis

result an origin-data-sharing-graph (ODSG).

• At runtime, DFO allocates separate memory regions for different origins through an origin-

based heap allocator, such that any cross-origin data flow can be detected efficiently. The

design of DFO modifies only the dynamic memory allocator, without requiring any changes

to the OS.

While there are some common APIs that can be identified as origins automatically (e.g.,

pthread_create), DFO requires minimal efforts from programmers to annotate appropriate ori-

gin entries for different applications. The application-specific knowledge from developers would

help define an optimal set of origins for a stronger protection. Annotations (i.e., C/C++ custom

attributes) can be easily inserted into the source code and minimal information is required from de-

velopers. Besides, any definition of origins is correct: it will never result in false alarms produced

by DFO because the statically extracted cross-origin data-flow is an over-approximation.
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2. RELATED WORK

2.1 Code Similarity

Code clone detection. According to [31, 102], code clones can be roughly classified into

four types. Type I-III code clones only differ at tokens and statement level, while Type IV code

clones are functionally similar code that usually have different implementations. Existing code

clone detectors mainly target type I-III code clones through measuring code syntactical similarity

based on representations such as text [18, 19, 100], tokens [80, 68, 105], abstract syntax tree [22]

or parse-tree [63].

Su et al. [121] proposed to measure functional code similarity based on dynamic analysis. This

approach captures runtime information inside callee functions through code instrumentation, but

it may miss similar code due to the limited coverage of test inputs. Several other approaches have

focused on scaling code clone techniques to large repositories [104, 105, 62, 123].

In addition, Gabel and Su [50] studied code uniqueness on a large code repository of 420M

LOC, and observed significant code redundancy at granularity of 6-40 tokens. Barr et al. [21]

studied patching programs by grafting existing code snippets in the same program and how difficult

this grafting process is. Their result indicates a promising application of code similarity measuring

techniques.

Machine learning for measuring code similarity. Carter et al. [31] proposed to measure code

similarity through extracting handcrafted features from source code and applying self-organizing

maps on them. Yang et al. [134] derived more robust features from source code based on inverse

frequency-reverse document frequency, then applied K-Means to cluster code and predict the class

for a new code fragment using the cosine distance metric. This approach cannot handle code

fragments that do not belong to any existing clusters. Li et al. [79] also applied deep learning on

code clone detection. They first identified tokens that are likely to be shared between programs,

then computed the frequency of each token in each program. Given a code pair, they computed
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a similarity score for each token based on their frequencies. The similarity score vector is then

fed to the deep learning model to classify the code pair. Since token frequency is still a syntactical

representation, the ability of this approach for measuring code functional similarity may be limited.

Semantic code search and equivalence checking. Reiss [99] used both static and dynamic

specifications (e.g., keywords, class of method signatures, test cases, contracts) to search target

code fragments. Stolee et al. [120] and Ke et al. [69] used symbolic execution to build constraints

for each code fragment in the codebase and searched target code with input-output specifications.

The returned code fragment should satisfy both the type signature and the conjoined constraints.

This approach may not scale well as limited by symbolic execution and SMT solver. Moreover,

Deissenboeck et al. [41] reported that 60%-70% of program chunks across five open-source Java

projects refer to project specific data-types, which makes it difficult to directly compare input-

s/outputs for equivalence checking across different projects. Partush and Yahav [96] presented a

speculative code search algorithm that finds an interleaving of two programs with minimal abstract

semantic differences, which abstracts the relationships between all variables in the two programs.

This may not be applicable for non-homologous programs since there is not a clear mapping be-

tween most statements and variables.

2.2 Control/non-control Attacks and Defenses

Control attacks have a long history and many variants (e.g., ROP [27], JOP [34, 26], COOP [110]).

These attacks alter the target program’s control data (e.g., return addresses and function pointers)

in order to execute injected malicious code or out-of-context library code (in particular, return-

to-library attacks). A large number of control-flow integrity techniques [45, 129, 40, 138, 140]

have been proposed to address the challenge of control-data attacks. For example, Tice et al. [125]

implemented fine-grained, forward-edge CFI enforcement for GCC and LLVM with very low run-

time overhead (1% to 8.7% on the SPEC CPU2006 benchmark suite). Their work only focuses on

forward-edge control transfers, leaving many types of stack corruption to effective defenses that

are already in use (e.g., ASLR, stack canary).

Code-pointer integrity (CPI) [75] prevents all control-flow hijack attacks through guaranteeing
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the integrity of all code pointers (function pointers, saved return addresses) in the target program.

It first detects sensitive pointers (code pointers and pointers that may be used to access sensitive

pointers later) through conservative static analysis, then instruments the code to store all sensitive

pointers in a safe region, with their metadata. Each dereference of a sensitive pointer is also

instrumented to check its safety using the associated metadata. Since sensitive pointers are only a

small sub-set of all pointers, CPI has very low runtime overhead.

Data-only attacks have been conceptually known for more than a decade. Chen et al. [36]

constructed non-control-data exploits to show that data-oriented attack is a realistic threat. How-

ever, there exist no good solutions to defend them. More recently, FLOWSTITCH [60] proposes

an approach to systematically generate data-oriented attacks that do not violate the control flow

integrity. Data-oriented programming (DOP) [61] further develops Turing-complete non-control-

data exploits for arbitrary x86 programs by reusing abundant data-oriented gadgets. Carlini et

al. [29] proposed a non-control data attacks that leverage the memory corruption vulnerability to

bypass fully-precise static CFI in five out of six real binaries.

Existing defenses for data-only attacks have focused on enforcing full memory safety or data-

flow integrity. Cyclone [65] and CCured [91] extend C with a safe type system to enforce memory

safety features. These approaches face the problem that there is a large (unported) legacy code

base. SoftBound [89] with CETS [90] uses pointer bound checking to force a complete memory

safety, at the cost of 2X-4X slowdown. Existing work enforces DFI by legitimate memory modifi-

cation instruction analysis [32, 14] or through dynamic information tracking [136, 44]. However,

DFI defenses are not yet practical, requiring large overheads, manual declassification or special

hardware [119]. There are also some work target securing data through augmenting data space

randomization or safe region through new hardware mechanisms [23, 88]. Software fault isolation

(SFI) techniques [135, 87] can prevent attacks from escaping a sandbox and also allow the enforce-

ment of high-level policies (e.g., restricting the allowed system calls of an application), however,

they cannot prevent data-only attacks inside the application.

To reduce the overhead of data protection, researchers have also investigated the direction of
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requiring assistance from users/programmers. YARRA [109] requires critical data types specified

by users, then infers important data structures from those types to guarantee that such data can

only be written by pointers with the given static types. DataShield [30] augments C/C++ with

annotations that can be used to mark critical data types, and then prevents illegal reads and writes

to those types at runtime. Samurai [97] proposes a memory model that requires users to identify

the data to be protected, and uses replication and forward error correction to provide probabilistic

guarantees of the critical memory.

A few work have also focused on data security of multi-threaded applications. Shreds [37]

defines fine-grained segment of thread execution, each is associated with a protected memory pool.

Invalid accesses from other threads or even the same thread are thus prevented. SMV [59] allows

concurrent threads fully isolate their memory space in a controlled and parallel manner through

enforcing least privilege memory views, with slight modifications to the OS kernel.

2.3 Rust concurrency bugs

Detecting concurrent bugs effectively and efficiently has long been a challenging problem that

has been researched for decades. Various theories and tools have been proposed for the purpose.

There are multiple different types of concurrent bugs including data races[111, 107, 93], dead-

lock [33, 57], starvation [108], atomicity violation [86, 85, 95], etc. Each of those bugs imposes

unique challenges to detect them and have been tackled in different ways in the past.

Data race detection. As one of the most studied problems in the field, both static and dynamic

tools have been developed to detect data races. For dynamic data race detection, lockset algo-

rithm [142] and happens-before [48, 77] have already been thoroughly studied and widely adopted

in commercial tools such as TSAN [111]. On the other hand, static data race detection remains to

be a challenging problem [83, 25]. RacerD [25], developed by Facebook (now Meta) uses syntactic

reasoning to reduce the false positives. O2 [83], on the other hand, performs an extensive whole

program alias analysis to find potential data sharing between threads. Specially, Rust eliminates

data races through its novelty type systems at compilation time [67].

Atomicity Violation Detection. Unlike data races/deadlock, which can be formally defined,
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bugs like atomicity violation are considered to be semantic errors that can not be precisely detected

without high-level semantic knowledge about the target program. Several static tools based on

the theory of left/right mover [49, 106, 127] has been proposed. Most of those tools requires

programmers’ annotation to mark synchronization points in the programs, which makes those tools

less desirable in practice. Other invariant-based approaches such as AVIO [86] detect atomictiy

regions by observing access interleaving (AI) invariant automatically, which are learnt through

“correct executions” and detects any potential violations in product runs.

Different from AVIO, MIRAI is a static tool. It also does not require user-provided annotations

but instead depends on data dependencies to detect any potential interleavings that might cause the

programs unserializable.

Static Tools for Rust. As the strong safety guarantees provided by the novel type system of

Rust helps it gains popularity, more and more researchers have turned their attention to Rust in

the past few years. Many tools have also been developed to help detect bugs in Rust programs.

RUDRA [16], which targets at memory safety bugs in Rust, detect potential memory errors caused

by the use of unsafe Rust with a set of predefined bug patterns. RUDRA has proven its practicality

by discovering 264 previously unknown bugs. MIRChecker [81] uses static analysis and constraint

solving techniques to capture the common pattern of Rust vulnerabilities.

Unlike RUDRA and MIRChecker, which aims to find bugs caused by the incorrect use of

unsafe Rust, MIRAI targets at a more challenging problem. Since Rust can not provide safety

guarantees for bugs like atomicity violation, MIRAI needs to analyze the target problem more

extensively by examining both safe and unsafe Rust.
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3. MEASURING CODE FUNCTIONAL SIMILARITY WITH DEEP LEARNING

1 The main idea of this approach is leveraging the information provided by program data-

flow and control-flow, encoding them into suitable data structure that can be efficiently fed to a

deep neural network, and formalizing the similarity measuring problem as a binary classification

problem. In this chapter, we will first briefly introduce the preliminaries of deep neural networks,

then present the encoding and learning approach. At last, we will present the evaluation and the

analysis of the results.

3.1 Preliminaries of Deep Learning

3.1.1 Feed-Forward Neural Network

Feed-forward neural network, also named multi-layer perceptron (MLP), is an universal yet

powerful approximator [58], and has been widely used. It is essentially a mapping from inputs to

outputs: F : Rm0 → Rmk , where m0 is the dimensionality of inputs, mk is the dimensionality

of outputs generated by the last layer Lk. Each layer Li is a mapping function: FLi
: Rmi−1 →

Rmi , 1 ≤ i ≤ k. F is hence the composed function of all its layers: F = FLk
(FLk−1

(· · · (FL1(x))).

The mapping function of each layer is composed by its units (called neurons). A neuron aij

(the j-th neuron in layer i) takes the outputs generated by previous layer (or the initial inputs) as

inputs, and calculates a scalar output value through an activation function g:

aij = g(W T
ij ai−1 + bij) ai = {ai1, ..., aimi

}

where Wij ∈ Rmi−1 , 1 ≤ j ≤ mi.

There are various activation functions according to different network designs. In this work we

use ELU: g(c) = c if c ≥ 0, ec − 1 if c < 0, where c is a scalar value [38].

The structure that several neurons form a layer and several layers form the integrated neural

network has been proved effective in learning complicated non-linear mapping from inputs to

1Reprinted with permission from "DeepSim: Deep Learning Code Functional Similarity" by Zhao, Gang and
Huang, Jeff, 2018. Proceedings of the 26th ACM Joint European Software Engineering Conference and Symposium
on the Foundations of Software Engineering (ESEC/FSE ’18), Copyright 2018 by Gang Zhao.
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outputs [54, 126]. Moreover, with the increasing computational power of modern GPUs, the depth

of neural networks (the number of layers) can be made very large with a large training dataset –

the so called “deep learning”.

A representative feed-forward DNN model is deep autoencoder, which aims to learn a compact

hidden representation from the inputs. Unlike standard encoding approaches (e.g., image/audio

compression), it uses neural networks to learn the target encoding function instead of explicitly

defining it. The goal is to minimize the error (e.g., squared error) of reconstructing the inputs from

its hidden representation:

h1 = g(W1x+ b1)

· · ·

hk = g(Wkhk−1 + bk)

h′k−1 = g(W ′hk + b′k−1)

· · ·

x′ = g(W ′
1h
′
1 + b′1)

J(x, x′) =
1

N

N∑
i=1

||x′ − x||22 (3.1)

where Wi ∈ Rmi×mi−1 and bi ∈ Rmi are the weights and biases of layer Li (W ′
i = W T

i if we

use tied weights), hk the encoded representation finally obtained, x the input of the model, x′ the

reconstruction of x, and N the number of all input samples.

Minimizing the reconstruction error forces this model to preserve as much information of the

raw input as possible. However, some identity properties existed in the raw input may make the

model simply learn a lookup function. Therefore, salt noise or corruption process is usually added

to the input of the autoencoder, which is called Stacked Denoising Autoencoder (SdA) [126]. The

corruption process works as randomly setting some components of the input to 0, which actually

increases the sparsity of the autoencoder. The reconstruction process then tries to use this corrupted
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input to reconstruct the raw input:

h′ = g(W · ε(x) + b)

x′′ = g(W ′h′ + b′)

J(x′′, x) =
1

N

N∑
i=1

||x′′ − x||22 (3.2)

where ε(x) is the corruption process. In this way, it learns the hidden representation through

capturing the statistical dependencies between components of the input.

3.1.2 Model Training

The training of neural networks is achieved by optimizing a defined loss function through

gradient decent. For autoencoder, the reconstruction error discussed before is used as the loss

function. For binary classification, a cross-entropy loss function is usually used:

J(θ) = − 1

N

N∑
i=1

S(i)logS̃(i) + (1− S(i))log(1− S̃(i)) (3.3)

where θ = (W, b), S(i) is the ground truth label for sample i, and S̃(i) is the predicted label.

To optimize J(θ), we can apply gradient descent to update W and b:

θ := θ − α · 1
n

n∑ ∂J(θ)

∂θ

Here n is the size of batching samples for each update. The learning rate α can be used to control

the pace of parameters update towards the direction of gradient descent. Decaying α with time is

generally a good strategy for finding a good local minimum [72].

Given the large depth of DNN, it is ineffective to compute the derivative of the loss function

separately for each parameter. Hence, back propagation [103] is often applied. It consists of three

stages: 1) a feed-forward stage to generate outputs using the current weights; 2) a back-forward

stage to compute the responsive error of each neuron using the ground truth outputs and feed-
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forward outputs; and 3) a weights updating stage to compute the gradients using responsive errors

and update the weights with a learning rate.

3.2 Encoding Semantic Features

We encode the code semantics represented by control flow and data flow into a single semantic

matrix. In this section, I present the encoding process.

3.2.1 Control Flow and Data Flow

Control flow analysis and data flow analysis are two fundamental static program analysis tech-

niques [92]. Control flow captures the dependence between code basic blocks and procedures, and

data flow captures the flow of data values along program paths and operations. The information

derived from these analyses is fundamental for representing the code behavior. The basic idea is

to encode code control flow and data flow as relationships between variables and between basic

blocks (e.g., operations, control jumps).

To obtain the control flow and data flow, we may perform the analysis on either source code,

binary code, or any intermediate representation (e.g., Java bytecode, LLVM bitcode). In this thesis

we focus on Java bytecode using the WALA framework [1].

(a) Example code (b) Control flow graph of m1()

Figure 3.1: Control flow and data flow example.
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Figure 3.1 illustrates a code example and its control flow graph (CFG). In the CFG, each rect-

angle represents a basic block, and in each basic block there may exist several intermediate instruc-

tions. For each basic block, a data flow graph (DFG) can be generated. Note that each variable and

each basic block contain its type information. For example, x is a static integer variable, and BB1

is a basic block that contains a conditional branch. We describe how we encode them in more

details in the next subsection.

3.2.2 Encoding Semantic Matrices

We consider three kinds of features for encoding the control flow and data flow informa-

tion: variable features, basic block features, and relationship features between variables and basic

blocks.

Variable features. For each variable, its type features contain its data type V (t) (bool, byte,

char, double, float, int, long, short, void, other primitive types, JDK classes, user-defined types), its

modifiers V (m) (final, static, none) and other information V (o) (basic, array, pointer, reference).

We encode them into a 19d binary feature vector V = {V (m), V (o), V (t)}. Consider the variable

x in Figure 3.1a. It is a static int variable, so we have V = {0, 0,1,1, 0, 0, 0, 0, 0, 0, 0, 0,1, 0,

0, 0, 0, 0, 0}.

Basic block features. For each basic block, we consider the following seven types: normal,

loop, loop body, if, if body, switch, switch body. Other types of basic blocks (e.g., try catch basic

block) are regarded as normal basic blocks. Similarly, we encode this type information into a 7d

one-hot feature vectorB. For example, in Figure 3.1b, BB1 is a if basic block and its representation

B = {0, 0, 0,1, 0, 0, 0}.

Relationship features between variables and basic blocks. We encode data flow and control

flow as operations between variables and control jumps between basic blocks. In total, we identify

43 different operation types and use a 43d one-hot feature vector I to represent it2. To preserve

the information of each operation between variables in the DFG, we derive a 81d feature vectors

2In our current implementation, we rely on WALA’s instruction types to distinguish different operations and control
jumps. In particular, for some instruction types (e.g., SSABinaryOpInstruction) that have more than one optional
opcodes (e.g., add, div, etc.), we treat each opcode as a different operation.
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T = {Vop1, Vop2, I}, where Vop1 and Vop2 denote the variable feature vector for operand op1 and

op2 respectively. To preserve the control flow, we extend T to be {Vop1, Vop2, I, B} of size E =

88.

Now we formally define three rules to encode information for each relationship between vari-

ables and basic blocks:

• T (op1, op2) = {Vop1, Vop2, I, Bbbop1} encodes the operations between two variables op1 and

op2, as well as the type information of the two variables and the corresponding basic block.

Here bbop1 denotes the basic block that op1 belongs to.

• T (op, bb) = {Vop, V0, I0, Bbb} encodes the relationship between a variable and its corre-

sponding block. Here V0, I0 denote zero feature vectors.

• T (bb1, bb2) = {V0, V0, I0, Bbb2} encodes the relationship between two neighbor basic blocks.

Here bb2 is a successor of bb1 in the CFG.

Definition 1 (Semantic Feature Matrix). Given a code fragment, we can generate a matrix using

the encoding rules above that captures its control flow and data flow information. Each row and

column in A is a variable or a basic block. Their order corresponds to the code instruction and

basic block order. A(i, j) = T (i, j) is a binary feature vector of size E = 88 that represents

the relationship between row i and column j, here i, j = 1, 2, ..., n, where n = nv + bb is the

summation of variables count and basic blocks count.

Example. Consider the example in Figure 3.1 again. Its CFG has 11 variables (9 local variables

and 2 static fields) and 6 basic blocks (including enter, return, exit block). From the encoding rules

above, we can derive a sparse matrix as visualized in Figure 3.2.

Compared to the raw CFG and DFG, this semantic feature matrix representation has two advan-

tages. First, it reduces the problem of finding isomorphic subgraphs to detecting similar patterns in

matrices. Second, this structure (i.e., a single matrix) makes it easy to use for the later processes,

such as clustering or neural networks in our approach.
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Figure 3.2: Semantic features matrix (17×17) generated from method m1 in Figure 3.1. Along z
axis are the 88d binary feature vectors. The value 1 is represented by a blue dot, and 0 represented
by empty.

It is also worth noting that for most syntactically similar code that only differ in their identifier

names, literal values or code layout, the generated semantic matrices will be identical, because

these differences are normalized by CFG and DFG. This property ensures that our approach can

also handle syntactical similarity.

We acknowledge that our matrix representation does not encode all information in a PDG.

However, all dependence are implicitly encoded in our representation. For example, the code

y = x; z = x contains an input dependence; it is encoded as T (y, x) and T (z, x). Other types of

dependence are encoded in similar way.

3.3 Learning-based Code Similarity Measuring

From the semantic matrix encoding described in the previous section, we can see that the se-

mantic matrices generated from two functionally similar methods with syntactical differences may

not be identical. We cannot directly use simple distance metric (e.g., Euclidean distance) for mea-

suring their similarity, since we have no knowledge about whether some elements (i.e., feature

vector T ) in a semantic matrix is more important than another. Moreover, different elements may

be functionally similar (e.g., binary add operations between two int and long variables respec-
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tively), but it is difficult to detect this similarity directly on the semantic feature matrix.

To address this issue, I design a deep learning model that can effectively identify similarity

patterns between semantic matrices. In particular, I train a specially designed feed-forward neural

network that generates high-level features from semantic matrices for each code pair, and classify

them as functionally similar or not using the classification layer at the end of the neural network.

This design eliminates the need to define a separate distance metric on the learned features. More

importantly, this model can be finely trained in a supervised manner to learn better representation

from the input through backward propagating the label signal of the classification layer (i.e.,{0, 1},

see Eq. 3.3). This helps the model effectively learn patterns from similar code with very different

syntactics.

3.3.1 Features Learning

Figure 3.3: A schematic of our feed-forward model for measuring code functional similarity.
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The architecture of our model is shown in Figure 3.3. As a static neural graph, this model

requires a fixed size of input semantic feature matrices. Similar to recurrent neural network [55],

we process all input matrices to a fixed size k×k (k = 128 in this work). For smaller methods, we

pad their feature matrices with zero value. For larger methods, we truncate the matrices through

keeping all CFG information and discarding part of DFG information that exceeds the matrix size

(the original feature matrix size is n = nv + nb, after truncation, k = nv′ + nb′ = 128, where

nb′ = nb, nv′ = 128− nb).

Recall that we encode data flow and control flow into 88d sparse binary feature vectors T .

Similar to word embedding [24], we first map T into hidden state h0 of size c = 6. This layer

makes it possible to learn similarity between two relationship feature vectors. For example, binary

add operations between two int and float variables respectively may share some similarities.

Handling code statement re-ordering. We then flatten each row of A to a vector with length

of c · k. We add two fully connected layers taking the flattened row feature vectors as inputs, in

order to extract all information related to the variable or basic block represented by each row. At

last, a pooling layer is added to summarize all the row feature vectors. To mitigate the effect of

code statement re-ordering, we use average pooling instead of flattening the entire matrix.

 int c = 2;

 int x = 2*c;

 int y = 3*c;

 x = 2*y;

 y = x*y;

 int c = 2;

 int y = 3*c;

 int x = 2*c;

 y = x*y;

 x = 2*y;

Consider the two small programs above, which have identical code statements but different

statement orders at lines 2 and 3 and between lines 4 and 5. The different statement orders at lines 4

and 5 lead to different x and y values at the end of the two programs. In our matrix representation,

we encode all the data flow between the three variables, and the statement order decides which

variable or basic block that each row of the matrix represents. Thus, we generate two different As.

However, if we only consider the statements at lines 1-3, the two programs should be equivalent,
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because there are no dependence between the two statements at lines 2 and 3.

Therefore, to make our model more robust in handling the statement re-ordering, we ignore

the order of independent variables or basic blocks and keep only the order of variables or basic

blocks with dependence between them. This can be achieved by performing average pooling on

all those neighbor rows of A that represent independent variables or basic blocks, and flattening

the rest rows (the order is preserved in the flattened vector). However, this would lead to various

flattened vector lengths for different methods, which is difficult for a static neural network model

to handle. Instead, we make approximation by directly performing averaging pooling on all rows,

and leaving the rest task to our deep learning model.

Interestingly, another advantage of this design is that it reduces the model complexity, because

the pooling layer reduces the input size from c × k × k to c × k without any extra parameters

(similar to pooling layers in convolutional neural network [78]). Thus, the training and predicting

efficiency of our approach is increased.

Similar to the vanilla multi-layer autoencoder (recall Section 3.1.1), this model can be trained

in an unsupervised manner through minimizing the reconstruction error (Eq. 3.1 and Eq. 3.2). The

training consists of two phases. Each layer is first pre-trained to minimize the reconstruction error,

and then the entire model is trained through minimizing its overall reconstruction error. In this way,

the model can learn a non-linear mapping from the input A to a compressed latent representation.

However, the model trained by this approach may discriminate two similar but not identical

inputs, e.g., two array search methods that respectively handle int and float arrays. To enforce the

model to learn similar patterns across different samples, we utilize supervised training, which is

achieved by the binary classification layer that takes as input the concatenation of the final latent

representations of two methods. We describe it in more details in the next subsection.

3.3.2 Discovering Functional Similarity

Given two methods with learned latent representations, a straightforward way to measure their

functional similarity is calculating their distance in the hidden state space. This metric is applied

by many existing techniques [63, 131].
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However, such a simple distance metric is not satisfiable under two considerations. First, users

have to perform heuristic analysis to find a suitable distance threshold for every dataset. Euclidean

distance for measuring code similarity may not be applicable in the hidden space. For example, in

the XOR problem, if we use Euclidean distance, the input (0, 0) would be closer to (0,1) and (1,0)

than (1,1), which is a wrong classification. Second, a deterministic distance metric cannot leverage

existing training dataset to finely train the model. Though it is feasible to obtain an optimal distance

threshold using a training dataset, the parameters of the neural network model itself are not updated

in this process.

I propose an alternative approach that formulates the problem of identifying functionally simi-

lar code as binary classification. More specifically, as shown in Figure 3.3, we concatenate the la-

tent representation vectors h13 and h23 from methodsm1 andm2 in different orders: [h13, h23], [h23, h13].

Then we apply a fully connected layer on the two concatenated vectors with sharing weights Wfc.

Another average pooling is performed on the output states, and finally the classification layers are

added. We can now use cross-entropy as the cost function (Eq. 3.3), and minimize it to optimize

the entire model. In this way, our model is able to learn similarity between each code pair with

different syntactics.

Optimization. The two concatenations with different orders and the average pooling operation

are important for optimizing the efficiency of our model. Note that as a similarity measuring

task, we have a symmetric property: S(mi,mj) = S(mj,mi). If we use only one concatenation

[hi3, hj3] or [hj3, hi3], we have to add both (mi,mj) and (mj,mi) into our training dataset to satisfy

the symmetric property, which will lead to nearly 2X training and predicting time.

When applying this model to discover functionally similar methods on a code repository of size

N , we would need to run it N(N−1)
2

times. Considering that the classification layers only contain

very few computations of the entire model (less than 1% matrix multiplications for our trained

model), the efficiency can be significantly improved (almost 2X speedup) by separating the model

into two parts during prediction. More specifically, for the N methods, we run the feed-forward

phase of the model to generate their latent representation h3. Then for each method pair, we only
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(a) SdA for learning latent
feature representation

(b) Measuring code
similarity using latent

representation

Figure 3.4: SdA baseline models. m1 is a semantic matrix A generated from a method, c1 and c2
are two feature vectors generated by SdA from a method pair. For SdA-base, we put the two parts
together when training, while for SdA-unsup, we do not back-propagate the error signal of (b) into
(a).

run the classification phase.

Baseline Model. As a comparison, I also train an SdA as the baseline model, as depicted in

Figure 3.4. In the baseline, we try to flatten each matrix to a long input vector of size k × k × E

(i.e., 1,441,792 if k = 128 and E =88). However, even we set a small size of the first hidden

layer (e.g., 100), there are over 1.44 ×108 parameters, which makes the training difficult (unlike

SdA, our model applies learning on each row followed by a row average pooling, hence its layer

size is limited). Therefore, we slightly change the feature vector T . As T = {Vop1, Vop2, I, B},

Vop = {V (m), V (o), V (t)}, we use a 8-bit integer to represent each component of it, thus we drive

a T ′ of size 8 (this can be understood as a handcrafted feature vector, as the characteristic vector

in [63]). The other parts follow the standard SdA model.

I develop two settings for the SdA baseline model: SdA-base and SdA-unsup. SdA-base also

adds classification layers on top of it (combine the two models in Figure 3.4), taking the concate-

nation of two latent representation vectors as inputs (with only one concatenating order). Thus,
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the fine training step will also optimize the feed-forward encoding part of the model. SdA-unsup

uses a separate classification model with one hidden layer, as shown in Figure 3.4b. It works by

estimating an optimal similarity metric in the hidden space. In both cases we apply the same loss

function in Eq. 3.3. The goal of these two settings is to present a comparison between our model

and the vanilla SdA, and to understand the effectiveness of the binary classification formulation.

3.4 Experimental Evaluation

3.4.1 Datasets

We evaluated DeepSim on two datasets: Google Code Jam (GCJ) [3] and BigCloneBench [124].

In the first experiment, we follow recent literature [128, 121, 122] and use the programs from the

Google Code Jam competition [3] as our dataset. We collected 1,669 projects from 12 competition

problems, as shown in Table 3.1. Each project for the same problem is implemented by different

programmers, and its correctness has been verified by Google. We have manually verified that the

12 problems are totally different. Therefore, programs for the same problem should be function-

ally similar (i.e., label 1), and those for different problems should be dissimilar (i.e., label 0). To

better understand this benchmark, we manually inspected 15 projects for each problem and found

that very few projects (6 pairs in total, 2 each in Mushroom Monster and Rank and File, and 1

each in Brattleship and Senate Evacuation) can be classified as syntactically similar3. Note that

we did not remove any of these syntactically similar code, because our approach is also capable

of handling them (as explained in Section 3.2). In addition, we found that more than 20% of the

projects contain at least one obvious statement re-ordering. Most of them are caused by different

orders of variable definitions used in loops or parameters for functions such as min, max, etc.

In the second experiment, we run DeepSim on the popular BigCloneBench dataset [124]. Big-

CloneBench is a large code clone benchmark that contains over 6,000,000 tagged clone pairs and

260,000 false clone pairs collected from 25,000 systems. Each clone pair in BigCloneBench is also

a pair of methods, and is manually assigned a clone type. The total number of clone pairs obtained

3Our criterion for syntactically similar code is very relax: the number of different lines of code can be up to 15 and
no structural difference.
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Table 3.1: The Google Code Jam dataset.

Dataset statistics Value

Projects 1,669
Total lines of code 98,117
Tokens 445,371
Vocabulary size 4,803
Similar method pairs 275,570
Dissimilar method pairs 1,116,376

from the downloaded database is slightly different from that reported in [124]. We discard code

fragments without any tagged true or false clone pairs, and discard methods with LOC less than

5. In the end we obtained 50K methods, including 5.5M tagged clone pairs and 200K tagged false

clone pairs. Most true/false clone pairs belong to clone type WT3/T4.

3.4.2 Implementation and Comparisons

For DeepSim and the SdA baseline models, we use WALA [1] to generate CFG/DFG from

bytecode of each method, and construct the semantic feature matrix as described in Section 3.2.

For efficiency, we store all the matrices in a sparse format. We use TensorFlow [2] to implement

the neural networks models. For the GCJ dataset, we developed a plug-in in the Eclipse IDE

to automatically inline source code file of each project to a single method. For BigCloneBench,

because it does not provide the dependency libraries for the source code files, we modified WALA

and the Polyglot-compiler framework to generate CFG/DFG for these source code files directly.

For any external class type, we replace it with a unique type Java.lang.Object. This results in

failures to get all fields in some cases. However, our tool is able to process over 95% of the clone

pairs in BigCloneBench.

We also compared DeepSim with the three other state-of-the-art approaches: DECKARD [63],

RtvNN [131] and CDLH [130]. DECKARD is a classical AST-based technique that generates

characteristic vectors for each subtree using predefined rules and clusters them to detect code

clones. In our experiment we used the stable version available in Github [4]. RtvNN uses recursive
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Table 3.2: Parameter settings for different tools.

Tool Parameters

DECKARD Min tokens: 100, Stride: 2,
Similarity threshold: 0.9

SdA-base Layers size: (1024-512-256)-512-128,
epoch: 6
Initial learning rate: 0.001,
λ for L2 regularization: 0.000003
Corruption level: 0.25, Dropout: 0.75

SdA-separate Feed-forward phase:
Layers size: 1024-512-256, epoch: 1,
λ1 for L2 regularization: 0.0003,
Corruption level: 0.25, initial learning
rate: 0.001,
Classification phase:
Layers size: 512-128, epoch: 3,
Dropout: 0.75, Initial learning rate:
0.001,
λ2 for L2 regularization: 0.001

RtvNN RtNN phase: hidden layer size: 400,
epoch: 25,
λ1 for L2 regularization: 0.005,
Initial learning rate: 0.003,
Clipping gradient range: (-5.0, 5.0),
RvNN phase: hidden layer size:
(400,400)-400,
epoch: 5, Initial learning rate: 0.005
λ1 for L2 regularization: 0.005
Distance threshold: 2.56

DeepSim Layers size: 88-6, (128x6-256-64)-128-
32, epoch: 4,
Initial learning rate: 0.001,
λ for L2 regularization: 0.00003
Dropout: 0.75

neural networks [117] to measure code similarity using Euclidean distance. Different from our

approach, their model operates on source code tokens and AST and learns hidden representation

for each code separately (i.e., unsupervised learning) rather than combining each code pair to learn

similar patterns between them. Since the RtvNN implementation is not available, we implemented

the approach following the paper [131]. CDLH is a recent machine learning-based functional clone

detector that applies LSTM on ASTs. The CDLH paper [130] does not provide details about their

experimental settings. To make a fair comparison, we compare with their reported numbers.
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Training. We apply 10-fold cross-validation to train and evaluate DeepSim and the two base-

line models on the two datasets. Namely, we partition the dataset into 10 subsets, each time we

pick 1 subset as test set, the rest 9 subsets as training set. We repeat this 10 times and each time

the picked test subset is different. The reported result is averaged over the 10 times.

For RtvNN, because it needs to extract all the tokens and build vocabulary before training, we

have to train and evaluate it using the same full dataset, following the same experiment setting as

[131]. We try a range of different super-parameters (e.g., learning rate, layer sizes, regularization

rate, dropout rate, various activation functions and weights initializers, etc.) for each model and

record their testing errors and F1 scores. For DECKARD, it has no training procedure but a few

parameters. We also tune its parameters and choose the set of parameters that achieved the highest

F1 score on the full dataset. The optimal super-parameters that achieved the highest F1 score for

these models are listed in Table 3.2.

3.4.3 Results on GCJ

3.4.3.1 Recall and Precision

Table 3.3: Results on the GCJ dataset.

Tool Recall Precision F1 score

DECKARD 0.44 0.45 0.44
SdA-base 0.51 0.50 0.50
SdA-unsup 0.56 0.26 0.35
RtvNN 0.90 0.20 0.33
DeepSim 0.82 0.71 0.76

Table 3.3 reports the recall and precision of DeepSim on GCJ compared to the other ap-

proaches. Recall means the fraction of similar method pairs retrieved by an approach. Preci-

sion means the fraction of retrieved truly similar method pairs in the results reported by an ap-

proach. Overall, DeepSim achieved 81.6% recall, while DECKARD 44.0%, RtvNN 90.2%, SdA-
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base 51.3% and SdA-unsup 55.6%, and DeepSim achieved much higher precision (71.3%) than

DECKARD (44.8%) and RtvNN (19.8%), as well as SdA-base (49.6%) and SdA-unsup (25.6%).

DECKARD achieved low recall and precision. The reason is that to recognize a similar method

pair, DECKARD requires the characteristic vectors of parser tree roots for the two methods to

be very close, which is essentially the syntactics of the entire code. To better understand this

result, we picked all solutions from one competition problem, and found that more than half of the

functionally similar code pairs have diverse parser tree structures, making them being predicted

into different clusters by DECKARD.

SdA-base and SdA-unsup achieved comparable recall and are better than DECKARD, and

SdA-base’s precision is much higher than SdA-unsup. DeepSim achieved much higher recall than

DECKARD and the two baseline models. This indicates that DeepSim effectively learns higher

level features from the semantic matrices than the other approaches, and the encoded semantic

matrix is also a better representation than the syntactical representation used by DECKARD.

RtvNN achieved the highest recall, but very low precision. We found that RtvNN almost reports

all method pairs as similar. The reason is that RtvNN relies on the tokens and AST to generate the

hidden representation for each method and applies a simple distance metric to discriminate them.

However, two functionally similar methods may have significant syntactical differences, and two

functionally dissimilar methods may share syntactically similar components (e.g., IO operations).

After further analyzing the experiment results, we found that the distances between most methods

are in the range of [2.0, 2.8]. Through reducing the distance threshold, the precision of RtvNN

could be significantly improved (up to 90%), however, its recall also drops quickly (down to less

than 10%). As a result, it only achieved F1 score 0.325 at the highest.

3.4.3.2 False positives/false negatives.

The precision of DeepSim is 71.3%, which still has a large improvement space. After check-

ing those false positives and false negatives of DeepSim, we found that this is mainly due to the

tool’s limitation in handling method invocations. For example, for the Problem Senate Evacuation,

some solution projects use standard loops and assignment statements, while other solution projects
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employ utility methods such as Map and Replace. Because we do not explicitly encode the infor-

mation inside the callee method into the semantic feature matrices, DeepSim cannot distinguish

these utility methods and their corresponding statements. Nevertheless, this is a common limi-

tation for most existing static code similarity measuring techniques [63, 105, 131]. Considering

that DeepSim could generate a final hidden representation for each method after training, incor-

porating this information to encode method invocation instructions is feasible (re-training may be

necessary). In addition, utilizing constraints-solving based approaches [69, 76] as a post-filtering

to the reported results may also further improve the precision.

3.4.3.3 Time Performance

We also evaluated the time performance of these approaches on the full dataset (in total 1.4M

method pairs). We run each tool with the optimal parameters (Table 3.2) on a desktop PC with an

Intel i7 4.0GHz 4 cores CPU and GTX 1080 GPU. For DeepSim and the two SdA baseline models,

they need to generate semantic feature matrices from bytecode files, so we also include the time

of this procedure into the training time. For DECKARD, we use the default maximal number of

processes (i.e., 8). We run each tool three times and report the average.

Table 3.4: Time performance on GCJ.

Tool Prediction time Training time

DECKARD 72s -
SdA-base 1230s 8779s
SdA-unsup 37s 1482s
RtvNN 15s 8200s
DeepSim 34s 13545s

Table 3.4 reports the results. DECKARD does not need training so it has zero training time.

SdA-unsup separates latent representation learning and classification phases, thus it takes fewer

training epochs to get stable and has the lowest training time among the three models. While
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DeepSim has fewer neurons than SdA-base (SdA-base has a huge amount of neurons in the first

layer), it takes more computation since its first three layers are applied on each element or row

of the semantic feature matrices. Thus, DeepSim takes the longest training time. Although the

training phase of DeepSim is slower than the other approaches, it is a one-time offline process.

Once the model is trained, it can be reused to measure code similarity.

For prediction, RtvNN takes the least time, as it only needs to calculate the distance between

each code pair and compare it with the threshold. DeepSim takes the 2nd least time, even faster

than DECKARD, because it only needs to generate the semantic feature matrices and the prediction

phase is performed by GPU, which is fast. SdA-unsup takes approximately the same time as

DeepSim, while SdA-base is 30X slower, because it has to run the whole model for each code pair.

3.4.4 Results on BigCloneBench

Table 3.5: Results on BigCloneBench.

Tools Recall Precision F1 Score

DECKARD 0.02 0.93 0.03
RtvNN 0.01 0.95 0.01
CDLH 0.74 0.92 0.82
DeepSim 0.98 0.97 0.98

Table 3.6: F1 score for each clone type.

Clone Type DECKARD RtvNN CDLH DeepSim

T1 0.73 1.00 1.00 0.99
T2 0.71 0.97 1.00 0.99
ST3 0.54 0.60 0.94 0.99
MT3 0.21 0.03 0.88 0.99
WT3/T4 0.02 0.00 0.81 0.97
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Tables 3.5-3.6 report the results on BigCloneBench. The recall and precision are calculated

according to [124]. The results of DECKARD, RtvNN and CDLH correspond to that reported

in [130].

For this dataset, DeepSim significantly outperforms all the other approaches for both recall

and precision. The F1 score of DeepSim is 0.98, compared to 0.82 by CDLH. DeepSim does not

achieve 1.0 F1 score on T1-ST3 clones (which should be guaranteed by our encoding approaches

as discussed in Section 3.2), because the tool misses some data flow when generating DFG from

source code, due to the approximation we introduce to handle external dependencies in WALA.

Since the true/false clone pairs from BigCloneBench are from different functionalities, we run

another experiment that use all the true/false clone pairs with functionality id 4 as training dataset

(since it contains approximately 80% true/false clone pairs of the whole dataset), and the rest data

as testing dataset. The result is shown in Table 3.7, which is consistent with the results reported in

Tables 3.5-3.6.

Table 3.7: Results of DeepSim trained using data from single functionality.

Clone Type Recall Precision F1 Score

T1 1.00 1.00 1.00
T2 1.00 1.00 1.00
ST3 1.00 1.00 1.00
MT3 0.99 0.99 0.99
WT3/T4 0.99 0.96 0.97

We also note that for WT3/T4 clone type, the F1 score of DeepSim on BigCloneBench is higher

than that on the GCJ dataset (this is consistent with the comparison result between BigCloneBench

and another OJ dataset, OJClone, as reported in [130]). We inspected several WT3/T4 clone

pairs and found that although they are less than 50% similar at the statement level (which is the

criterion for WT3/T4 clone type), many of them follow similar code structure and differ only on the

sequence of the invoked APIs. In contrast, the GCJ projects are all built from scratch by different
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programmers with different code structures. It is hence more difficult to detect functional clones

in the GCJ dataset.

3.4.5 Discussion

Why DeepSim outperforms the other DNN approaches. The reasons are three-fold. First,

DeepSim is based on the semantic feature matrix that encodes DFG/CFG, which is a higher level

abstraction than the lexical/syntactical representation (e.g., source code tokens or AST) used by the

other DNN approaches such as RtvNN and CDLH. Compared to the two SdA baselines, DeepSim

takes the semantic feature matrix as input, while for the SdA baselines each 88d feature vector T is

manually re-encoded to 8d, and the entire matrix is flattened to a vector. The manual re-encoding

may lose information since each element in the 8d vector is actually categorical data and a standard

neural network model is limited in this scenario. In addition, flattening the entire matrix aggravates

the impact of statement re-ordering because the flattened vector is strictly ordered, which causes

reporting more false positives.

Second, DeepSim and the two SdA baselines all contain classification layers to support the

classification of a method pair, while RtvNN only calculates the distance between the hidden rep-

resentations of two methods, which may not be applicable as we discussed before. Note that the

F1 score of DeepSim, SdA-base and SdA-unsup are all higher than RtvNN, this should be partly

attributed to the effectiveness of our binary classification formulation and the fine training stage.

Third, the DeepSim model uses two average pooling layers, which SdA-base and SdA-unsup

do not have. The first one computes the average states along all rows of the matrix, which reduces

the side effect caused by the statement re-ordering. The second one computes the average states of

two different concatenations of final latent representations from a method pair, which guarantees

the symmetric property of code similarity, i.e. S(mi,mj) = S(mj,mi).

Effectiveness of the encoding approach. In the first layer of DeepSim, we map each feature

vector T of size 88 to a 6d vector in the hidden space. To analyze our trained model, we construct

eight different feature vectors, each is encoding of a specific operation between variables. We map

them into the embedding space and visual them with PCA dimensionality reduction, as shown in
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Figure 3.5.

Figure 3.5: First layer hidden representation of 8 different input feature vectors generated by Deep-
Sim.

We can observe that there are four very close points, corresponding to four different instruc-

tions: 2 int variables add operation in normal basic block, 2 short variables add operation in normal

basic block, 2 double variables add operation in normal basic block, 1 int variable and 1 static int

variable add operation in normal basic block. According to their meanings, they are quite similar

and should be close in the embedding space. This manifests that our encoding does effectively pre-

serve the data flow information, and our model successfully learned the similarity between these

operations.

We also note that the two identical operations from different basic blocks (denoted by the

plum and cyan points in the figure) are not close in the embedding space. This indicates that

the code structure (i.e., control flow) information is also well encoded into the feature vector and

successfully learned by our model for measuring functional code similarity.

The visualization of the hidden states for the eight instructions shows the effectiveness of our

semantic feature matrices that encode data flow and control flow. More importantly, our specially

designed DNN model can learn high-level features from the input semantic feature matrix, and pat-

terns between functionally similar code with different syntactics. This significantly distinguishes

our approach from the other approaches, which rely on syntactical representation.

Semantic feature matrix size. In this work, we fix the size of the semantic feature matrix
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to 128. It works well for our datasets, but such fixed length reduces computation efficiency for

methods with smaller length and may lose some information for methods with larger length. To

support variant matrix length, we can integrate our model with recurrent neural network (RNN).

However, a challenge is that RNN requires a fixed input sequence order, which is difficult to handle

code statement re-ordering. A stacked LSTM with attention mechanism [17] may be a potential

solution.

Larger dataset. As a deep learning approach, DeepSim’s effectiveness is limited by the size

and quality of the training dataset. Building such a large and representative dataset is challenging.

Even BigCloneBench only covers 10 functionalities and consists of less than 60K functions, which

is a tiny proportion of the full IJaDataset [124]. In future work, this can be addressed by incremen-

tally building a very large dataset through crowd-sourcing platform such as Amazon Mechanical

Turk [94]. We also plan to build a web platform so that users can upload samples to try our tool

and verify the result. The collected data will help improve the accuracy of our model.

Graph neural network. Recently graph neural networks (GNN) has been proved to be effec-

tive in tasks such as graph classification and clustering [73, 139]. Since data-flow and control-flow

are both represented in graph, GNN can be a good alternative approach. However, the granularity

of the graph (e.g., a node can be a single operand, or an expression) may need careful considera-

tion. And normalization (e.g., normalizing all integer numbers to the same token INT) may be still

necessary to improve generalization capability of the model.

3.5 Summary

We presented a new approach, DeepSim, for measuring code functional similarity, which con-

sists of a novel semantic representation that encodes the code control flow and data flow informa-

tion as a compact matrix, and a DNN model that learns latent features from the semantic matrices

and performs binary classification. The evaluation of DeepSim on two large datasets, and its com-

parison with several state-of-the-art approaches show that DeepSim significantly outperforms ex-

isting approaches in terms of recall and precision, and meanwhile it achieves very good efficiency.

This new approach will benefit existing approaches for searching vulnerable code with existing
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CVEs in terms of both accuracy and time performance.
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4. MIRAV: EFFECTIVE ATOMICITY VIOLATION DETECTION FOR RUST

To detect atomicity violations in Rust programs, we first infer which atomic operations could

access the same variable from different threads. This requires alias analysis, which determines

whether two pointers can point to the same memory, and happens-before relation, which deter-

mines whether two operations from different threads can be executed concurrently. Since atomic-

ity violation is essentially semantic bug, we apply heuristics observed from existing research study

to check if a set of atomic operations could potentially cause an atomicity violation.

In this chapter, we first show a motivating example, illustrating how MIRAV works at high

level. Then we present the technical approach. At last, we present the implementation and bench-

mark evaluation. We will also discuss the limitations of this approach.

4.1 Motivating Example

 static NUM: AtomicU32 = AtomicU32::new(0);

 fn update() {
 let mut val = NUM.load(Ordering::Relaxed);
 val += get_increment(val);
 // Some other code that use val.
 do_work(val);
 NUM.store(val, Ordering::Relaxed);
 }


 fn main() {
 let t = thread::spawn(|| {
 NUM.store(1, Ordering::Relaxed);
 });
 update();
 t.join().unwrap();
 }

Figure 4.1: Atomicity violation on the atomic variable.
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We use the code in Figure 4.1 as our motivating example to illustrate our approach, whose MIR

is shown in Figure 4.2. For simplicity, we only show part of the MIR. The code executed by the

new thread created in main function corresponds to main::{closure0} in the IR.

 fn update() -> () {
 bb0: {
 _3 = const {alloc1: &AtomicU32};
 _2 = _3;
 _1 = AtomicU32::load(move _2, move _4) -> bb1;
 }
 bb3: {
 _1 = move (_7.0: u32);
 _9 = _1;

 _8 = do_work(move _9) -> bb4;
 }
 bb4: {
 _12 = const {alloc1: &AtomicU32};
 _11 = _12;
 _13 = _1;
 _10 = AtomicU32::store(move _11, move _13, move _14);
 }
 }

 fn main::{closure0}(_1: [closure@src/main.rs]) -> () {
 bb0: {
 _4 = const {alloc1: &AtomicU32};
 _3 = _4;
 _2 = AtomicU32::store(move _3, const 1_u32, move _5);
 }
 }

Figure 4.2: MIR for code in Figure 4.1. For simplicity we omit some code.

As explained before, this involves a single atomic variable, NUM and three operations: load

at line 5 in the MIR, store at line 16 and another store at line 24. More importantly, these three

operations are performed concurrently by two threads: function update are called in the main

thread; the closure function runs in a child thread. Different interleavings thus can be observed in

different runs as illustrated below:
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Interleaving #1

Thread 1: Thread 2:

load@line 5

...

store@line 24

store@line 16

Interleaving #2

Thread 1: Thread 2:

store@line 24

load@line 5

...

store@line 16

These two interleavings lead to different values stored in NUM, and only the latter is correct.

We use the following three components to automatically check if such different interleavings

are possible. Note that these components are different from general analyses in that they deal with

Rust/MIR language features and are specialized for atomic variables.

1. Alias Analysis: Ensuring that all these atomic operations access the same variable is impor-

tant, otherwise it is less likely to cause atomicity violation. In the motivating example, all accesses

are using the reference obtained from alloc1, which is the global variable corresponding to NUM.

Nonetheless, assume we use the new thread code below, in which the atomic variable being ac-

cessed is returned from another function and hence alias information is harder to infer. For this

purpose, we implement an inter-procedural alias analysis to compute such information.
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 fn get_num() -> &'static AtomicU32 {

 return &NUM;

 }



 let t = thread::spawn(|| {

 let num = get_num();

 num.store(1, Ordering::Relaxed);

 });

2. Happens-Before Analysis: we also need to check that there is no ordering between the

atomic operations in different threads to ensure that these accesses can be concurrent. For example,

in the code below, where t.join() is called before the update function, only one interleaving

is possible and hence no atomicity violation. We use static happens-before analysis to reason about

such ordering constraints.

 fn main() {

 let t = thread::spawn(|| {

 NUM.store(1, Ordering::Relaxed);

 });

 t.join().unwrap();

 update();

 }

3. Pattern Detection: To detect the potential causes for atomicity violations, we first collect

all atomic operations in an inter-procedural manner (line 5, 16 and 24 in the MIR), as well as all

thread events (e.g., fork, join) as required for checking ordering. We then match them with patterns

discussed in Tables 1.1 and 1.2. To achieve this, we run a whole program analysis pass. Then

we select potential atomic operation pairs from each thread, and check against atomic operation

in other threads to determine whether there is a potential atomicity violation. This step reuses

the result computed by alias and happens-before analysis as well as heuristics summarized from
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existing research study and real-world bugs. In this simple example, line 24 in the MIR can run

between line 5 and line 16 from a different thread, matching the last pattern in Table 1.1. Therefore,

we report an atomicity violation.

4.2 Technical Approach

In this section, we will first give a brief introduction of the Rust mid-level intermediate repre-

sentation, MIR. Then we present our alias analysis for atomic variables and static happens-before

relations for handling thread fork and join events. With these analysis results, we present the

algorithm for detecting atomicity violations.

4.2.1 MIR

Rust source code is translated to target code through the pipeline AST→ HIR (high-level IR)

→ MIR→ LLVM (or cranelift)→ target code. MIR has several key characteristics that make it

suitable for our analysis: It is based on control-flow graph, has no nested expressions and uses

explicit types. The MIR representing a single function consists of declarations (user-declared

bindings and temporaries) and basic blocks. A basic block consists of a set of statements and a

terminator. Below we give a brief about the statements and terminator. Note that we omit some

types of statements and terminators that are not important to our analysis. For full grammar of

MIR, readers can refer to [12].
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〈basic_block〉 ::= 〈stmt〉* 〈terminator〉

〈stmt〉 ::= 〈lvalue〉 = 〈rvalue〉

〈terminator〉 ::= goto(〈bb〉) // 〈bb〉 is index to a basic block

| panic(〈bb〉)

| if(〈lvalue〉, 〈bb〉, 〈bb〉)

| switch(〈lvalue〉, 〈bb〉*)

| 〈lvalue〉 = 〈lvalue〉(〈lvalue〉*)

| 〈return〉

〈lvalue〉 ::= B // reference to a user-declared binding

| TEMP // a temporary introduced by the compiler

| ARG // a formal argument of the fn

| STATIC // a reference to a static or static mut

| 〈lvalue〉.f

| *〈lvalue〉

〈rvalue〉 ::= use(〈lvalue〉) // just read an lvalue

| &’region 〈lvalue〉

| &’region mut 〈lvalue〉

| 〈lvalue〉 as 〈type〉 // type casting

| CONSTANT

Figure 4.2 shows a MIR example. Global variables are accessed through references to new

wrapper variables (usually with prefix alloc), which preserves size and alignment information

about the original global variable. And struct member functions are normalized to global functions

(the reference to the struct instance becomes the first parameter of the normalized function). Ac-

cesses to struct fields are normalized too, using the index of the corresponding field. For example,
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in line 8 of the MIR, (_7.0: u32) means the first field of the object represented by _7.

4.2.2 Alias Analysis

In order to infer whether two atomic operations access the same variable, alias analysis is

desired. Our alias analysis has three special characteristics.

First, we do not model heap (i.e., the dynamically allocated object), since we are not interested

in which object that a reference/pointer points to. Existing work usually formalizes it as a CFL-

reachibility problem [141]. In our prototype, we use datalog since any CFL-reachibility problem

can be converted to a datalog program [116].

Second, field accesses are explicit reference/assignment in MIR (as shown in Section 4.2.1),

instead of pointer arithmetic or memory load/store as in LLVM, so we handle them in a way similar

to handling normal reference assignment. Specifically, for field access a = b.f, we treat the left

value a and right value b.f as alias, meanwhile, we will collect the fact that b is a prefix of b.f

(i.e., b.f is reachable from b as in CFL-reachibility). Statement b.f = a can be handled in a

similar way. To determine whether a pair of field references a.f1.f2 and b.f3.f4 is alias, we

will transitively check if their prefixes are alias and the field are the same (i.e., checking {a.f1,

b.f3} first, then {a, b}). In addition, we will also leverage the explicit types provided in MIR for

type filtering to improve the precision.

Third, our alias analysis is sparse: it only analyzes a very limited subset of all the pointer-

s/references in the program. They are, namely, callable types (e.g., functions, closures, etc.) and

atomic types. Alias information for callable type is used for building call graph and collecting

thread events; alias information for atomic type is used for collecting all atomic operations. This

helps to scale MIRAV on large programs. The datalog input facts and rules are listed in Figure 4.3.

Note that our alias analysis is not intended to be precise and complete, since we skip assign-

ments that do not involve atomic types and callable types, and it is flow-insensitive and context-

insensitive.

Given a target Rust project, we need to traverse the MIR of every function in the source code

and its dependency (including Rust standard library), in order to collect all the necessary facts in
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 // Input facts
 assign(x, y).
 prefix(x2, x).
 call_graph(x, m).
 // n is the index of the actual/formal argument
 actual_arg(stmt, n, x).
 formal_param(m, n, x).
 actual_ret(stmt, x).
 formal_ret(m, x).

 // Corresponding to de-reference in MIR
 load(x, p).
 store(p, x).

 // Rules
 alias(x, y) :- assign(x, y).
 alias(x, y) :- alias(x, z), alias(z, y).
 alias(x, y) :- alias(x2, y2), prefix(x2, x), prefix(y2, y),
 types(y, t), types(x, t).
 alias(x,y) :- load(x, p), store(p, y), types(x, t),
 types(y, t).
 call_graph(x, m) :- alias(x, y), call_graph(y, m).
 alias(x, y) :- call_graph(stmt, m), actual_arg(stmt, n, y),
 formal_param(m, n, x).
 alias(x, y) :- call_graph(stmt, m), actual_ret(stmt, x),
 formal_ret(m, y).

Figure 4.3: Datalog rules for alias analysis.

Figure 4.3.

4.2.3 Static Happens-Before Relations

The atomicity violation described in this work involves at least two threads 1. The thread start

events and join events, together with the sequence order in each thread, impose a partial order→

on the whole programs. We reuse the formal definition from [77] (an event in the context of this

work is either thread start/join or an atomic operation):

• Given two events e1 and e2 in the same thread, e1 → e2 if e1 precedes e2 in program sequence

order.
1For single-threaded program, interrupt handler in kernel space may also cause atomicity violation, which is out of

our scope.
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• Given an event e1 in thread t1, thread start event e2 in thread t1 and another event e3 in the

started thread t2, e1 → e2 → e3 if e1 precedes e2 in program sequence order.

• Similarly, given an event e1 in thread t1, thread join event e2 in thread t1 and another event e3

in the thread t2 which is being joined, e3 → e2 → e1 if e2 precedes e1 in program sequence

order.

And this partial order is transitive, irreflexive and antisymmetric:

• ∀e1, e2, e3, if e1 → e2 and e2 → e3, then e1 → e3.

• ∀e, e 6→ e, which means any event cannot happen before itself.

• ∀e1, e2 where e1 6= e2, if e1 → e2, then e2 6→ e1.

With happens-before relation, we can check if a specific interleaving of a set of atomic oper-

ations are valid. For example, thread t1 has two atomic operations e1 and e2, while thread t2 has

another atomic operation e3, and all the three operations access the same variable. If e1 → e2,

e3 → e1 (or e2 → e3), then there is only one viable interleaving ({e3, e1, e2} or {e1, e2, e3}, de-

pending on the pre-conditions) and hence no potential atomicity violation. This can help reduce

false positives significantly.

Note that memory ordering of atomic operations may affect the execution order in a single

thread, e.g., two atomic operations on different variables with relaxed memory ordering can be

exchanged in a single thread. In this work, we do not fully model all different memory orderings.

But we will consider the relaxed ordering when checking if a set of atomic operations could cause

atomicity violation, see Section 4.2.4 below.

In order to support effectively checking the happens-before relation of any two events, we

build a directed graph to connect all events on the fly when traversing the whole program [82].

The direction of the edge represents the happens-before relation of the two events connected by

the edge. For an arbitrary pair of events e1 and e2, we infer e1 < e2 if the node of e2 is reachable

from e1.
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In addition to thread events, lock events can impose more constraints on possible interleavings

of a multi-threaded program. Many existing work combine lockset with happens-before to detect

concurrency issues [107, 93]. In this work, we do not consider lock events. Through initial study

of a set of real world Rust concurrency programs that uses atomic types, we found that in most

cases atomic operations are not guarded by any locks. This is consistent to the convention that

developers usually use atomic types to avoid expensive locks.

4.2.4 Detecting Atomicity Violations

With the alias result, we run an analysis pass on the MIR of the entry point function (i.e.,

main). The analysis will traverse every reachable function following the call graph constructed

with the alias result. Each time when a thread event or atomic operation is visited, we add it

into the happens-before graph, and preserve the atomic operations per thread. After the traversing

is complete (and the intact happens-before graph is constructed), we start to run the detection

algorithm, as shown in Algorithm 1.

First, we iterate all collected operations for each thread (line 4), and each time we pick an

operation op1, we try to get a next operation op2 (line 7), check if is_pair is satisfied (line 8). If it

is, we preserve this pair, and repeat this process, otherwise, we continue to check the next operation

(line 11).

The function is_pair applies several rules to determine whether op1 and op2 can be treated as

a pair of operations:

• op1 and op2 are alias (using the alias result in Section 4.2.2)

• op1 is a load and op2 is a store, and the new value being stored depends on the value loaded

from op1 (i.e., flow dependency).

Next, we iterate all collected pairs for each thread (line 15). Each time we pick a pair, and try

to get an operation op3 from a different thread (line 17-18). The three operations should satisfy

several preconditions:
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Algorithm 1: Detecting Atomicity Violation.
Data: atomic_map: map<tid, vec<atomic_op> >

1 Function detectAV (atomic_map)
2 all_pairs := map<tid, pair<atomic_op> >;
3 avs := vec<triple<atomic_op> >;
4 forall (tid, atomic_ops) in atomic_map do
5 forall op1 in atomic_ops do
6 cur_op = op1;
7 while op2 = get_next_op(cur_op, atomic_ops) do
8 if is_pair(op1.var, op2.var) then
9 all_pairs[tid].push(op1, op2);

10 break;
11 cur_op = op2;
12 end
13 end
14 end
15 forall (tid, pairs) in all_pairs do
16 forall (op1, op2) in pairs do
17 other_ops = ops_in_other_threads(tid);
18 forall op3 in ops do
19 if !alias(op3.var, op1.var) then
20 continue;
21 if happens_before(op3, op1 || happens_before(op2, op3) then
22 continue;
23 if op3.is_store() then
24 add_report(avs, op1, op2, op3);
25 else if is_suspicious_region(op1, op2) then
26 add_report(avs, op1, op2, op3);
27 end
28 end
29 end
30 post_processing(avs);
31 end
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• op3 must be alias of op1 (line 19), which means that they are (likely) accessing the same

variable.

• There is no happens before relation op3 → op1 or op2 → op3, which means there could be

more than one interleaving.

With all these satisfied, we check if op3 is a store operation (line 23). If it is, the three operations

form one pattern studied in Table 1.1, and we add it to the report list (line 24). Otherwise, we

further check if the two operations op1 and op2 and the code region between them is suspicious

(i.e., intended to be atomic). If it is, we also add it to the report list.

Function is_suspicious_region checks if the code region between statement op1 and op2 is

(or is included in) a potential atomic code region with heuristics observed from existing research

study [98, 137]:

• If the region contains any unsafe code (e.g., unsafe memory operations, calling foreign func-

tions, mostly libc), or the value loaded from op1 is used later in unsafe code, we consider

that it should not be interleaved.

• If the region contains atomic operations on other variables, and the memory ordering is

relaxed, we consider that it should be atomic.

• If op1 is load and op2 is store, and there is a flow dependency between them, we consider

that it should be atomic.

We stress that atomicity violation is in fact a kind of semantic bugs that depend on developers’

intention. Therefore, such heuristics are an important way to infer the code underlying assumption,

with false positives allowed.

After collecting all the reported atomicity violations, the algorithm runs post-processing (line

30). This step removes duplicate atomicity violations caused by two threads calling the same code.

It also merges the atomicity violations that are reported on the same set of atomic operations in the

same function pairs, in order to reduce user’s efforts on verifying them.
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4.3 Implementation

We have implemented a prototype tool, MIRAV, as a cargo subcommand, for Rust 1.59 nightly

version. We use the petgraph package for the static happens-before graph. For effectiveness,

we use the datafrog package for running the datalog rules (Figure 4.3) on input facts in memory,

instead of exporting them to disk for external tools to process (e.g., Souffle).

When collecting input facts, ideally we need to traverse the MIR of every function in the target

project and all its dependent crates, including the large Rust standard library. However, early

experiments showed that the tool visited a huge amount of functions and the datalog took long

time (>1000s on a small two-threaded program) to reach a fixed point. To address it, we first

collect all constants that are (transitively) reachable from the HIR of the current project. For each

constant that represents a function symbol, we traverse the MIR of the corresponding function.

In addition, when visiting statements in the MIR for generating input facts, we skip any

operands that are (references/pointers of) primitive types (e.g., int, float, char, etc.) and user-

defined types that do not contain any field with atomic types. Note that this type checking is transi-

tive to avoid missing atomic variable. For example, given user type struct {a: UserTy, },

we need to further check if the type of field a, UserTy, contains any field with atomic type.

To collect thread events, MIRAV currently only identifies APIs provided in the std::thread

library. We model the semantic of each API and add the new event into the static happens-before

graph (e.g., thread::spawn is modelled as start event). For atomic APIs that are both load and

store (e.g., compare_exchange), we model it as a load operation and a store operation (but we will

not select the two operations as a pair in Algorithm 1).

For practical purpose, we also add filtering into MIRAV. Through initial experiments, we found

that a few false positives are reported inside Rust standard library, which is caused by either low-

level synchronization primitives or our imprecise heuristics. Therefore, we filter those out when

reporting analysis results.
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Table 4.1: Benchmarks. The bug fix commit ID is used as the bug ID.

Benchmark Description Bug ID #TP/#Total

rand
The de-facto Rust library for random number
generation.

e0e8263 1/1
ae3a416 1/1

crossbeam-epoch

One component in the crossbeam project, which
is one of the most popular Rust concurrency
libraries. It provides epoch-based garbage
collection for building concurrent data structures.

268c028 1/2

crossbeam-channel
A library that provides multi-producer
multi-consumer channels for message passing.

9d42394 1/4
1fbf84b 2/2

sled
A high-performance embedded database written
in Rust.

21a3159 1/12
07a3ccc 0/17

4.4 Evaluation

We evaluate our prototype tool on both open-source projects with known atomicity violations

and wild projects. In this section, we first introduce our benchmark setting and analyze the results.

Then we discuss initial results on scanning wild projects.

4.4.1 Benchmark

To evaluate the effectiveness of this tool, we have collected a set of real atomicity violations

from popular Rust projects on Github and existing research study [137], as shown in Table 4.1.

4.4.2 Results

We run our tool on each project (specifically, on the parent commit of the bug fixing commit).

For projects that are pure libraries (e.g., rand, crossbeam-epoch), we use their examples code as the

analysis entry point. If the entry point function runs only one thread, we will create a new thread

which runs the same code.

The results are shown in Table 4.1, MIRAV successfully detected 6 out of the 7 atomicity vi-

olations (on crossbeam-channel-1fbf84b it reports the same atomicity violation from two example

code). Below we will discuss them in details.

The atomicity violation fixed in rand-e0e8263 is shown in Figure 4.4. There are two atomic
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 fn is_getrandom_available() -> bool {
 static GETRANDOM_CHECKED: AtomicBool = ATOMIC_BOOL_INIT;
 static GETRANDOM_AVAILABLE: AtomicBool = ATOMIC_BOOL_INIT;

 if !GETRANDOM_CHECKED.load(Ordering::Relaxed) {
 let mut buf: [u8; 0] = [];
 let result = getrandom(&mut buf);
 let available = if result == -1 {
 let err = io::Error::last_os_error().raw_os_error();

 err != Some(libc::ENOSYS)
 } else {
 true
 };
 GETRANDOM_AVAILABLE.store(available, Ordering::Relaxed);
 GETRANDOM_CHECKED.store(true, Ordering::Relaxed);
 available
 } else {
 GETRANDOM_AVAILABLE.load(Ordering::Relaxed)
 }
 }

Figure 4.4: Root cause of rand-e0e8263.

variables involved, given that the ordering are all Relaxed, the below execution scheduling is

possible:

1. Thread 1 reaches line 5, since GETRANDOM_CHECKED is initialized as false, it enters the if

body and runs line 15, while line 14 is not executed yet.

2. Thread 2 enters the function and reaches line 5, now the value is true (updated by thread 1),

so it jumps to line 19 and load an value of GETRANDOM_AVAILABLE that is not correctly

set by thread 1 yet.

3. Thread 1 continues the execution and updates GETRANDOM_AVAILABLE.

In this case, the atomicity violation is not on the variable GETRANDOM_AVAILABLE itself.

Instead, the entire if body (line 7 - line 15) should be atomic. Since this code region contains both

unsafe code and an atomic operation with relaxed ordering, MIRAV is able to detect it. The other

case, rand-ae3a416 has very similar root cause, we omit its discussion.
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 pub fn insert(&self, t: Bag){
 let n = Box::into_raw(Box::new(
 Node { data: t, next: AtomicPtr::new(ptr::null_mut()) }));
 loop {
 let head = self.head.load(Relaxed);
 unsafe { (*n).next.store(head, Relaxed) };
 if self.head.compare_and_swap(head, n, Release) == head { break }
 }
 }


 pub unsafe fn collect(&self) {
 let mut head = self.head.load(Relaxed);
 self.head.store(ptr::null_mut(), Relaxed);

 while head != ptr::null_mut() {
 let mut n = Box::from_raw(head);
 n.data.collect();
 head = n.next.load(Relaxed);
 }
 }

Figure 4.5: Root cause of crossbeam-epoch-268c028.

The atomicity violation on crossbeam-epoch involves accesses to the same atomic variable in

different functions. The root cause code is shown in Figure 4.5. In function insert, self.head

could be updated at line 7. In function collect, self.head is first read to head, then set to be

null. However, if insert is executed by another thread between line 12 and line 13, the local

head becomes a stale value and the following while loop becomes incorrect. In addition to this

real atomicity violation, MIRAV reports one more with the load/store pair in function insert.

This is in fact a false positive since the compare_and_swap at line 7 will fail if another thread

updates self.head in function collect.

The atomicity violation on crossbeam-channel-9d42394 is very typical. The root cause code is

shown in Figure 4.6. The value of self.tail.index is first read to local variable tail, after

a few statements, self.tail.index could possibly be updated to value new_tail (which

is computed from tail) at line 8 through compare_exchange_weak. Finally, at line 17,

self.tail.index is updated again to value new_index, which depends on new_tail.
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 fn start_send(&self, token: &mut Token) -> bool {
 let mut tail = self.tail.index.load(Ordering::Acquire);
 // ... omitted code

 let new_tail = tail + (1 << SHIFT);

 // Try advancing the tail forward.
 match self.tail.index.compare_exchange_weak(
 tail, new_tail, Ordering::SeqCst, Ordering::Acquire) {

 Ok(_) => unsafe {
 // If we've reached the end of the block, install the next one.
 if offset + 1 == BLOCK_CAP {
 let next_block = Box::into_raw(next_block.unwrap());
 let next_index = new_tail.wrapping_add(1 << SHIFT);

 self.tail.block.store(next_block, Ordering::Release);
 self.tail.index.store(next_index, Ordering::Release);
 (*block).next.store(next_block, Ordering::Release);
 }

 token.list.block = block as *const u8;
 token.list.offset = offset;
 return true;
 }
 Err(t) => { // omitted code }
 }
 }

Figure 4.6: Root cause of crossbeam-channel-9d42394.

If another thread updates the same atomic variable when the current thread runs between line 9

and line 17, the value of next_index becomes incorrect. The complete code of this function

is complicated, involving multiple atomic variables and operations, so MIRAV reported 3 false

positives (1 caused by the compare_exchange_weak, and 2 are on different atomic variables)

in addition to the correct one.

crossbeam-channel-1fbf84b is similar to rand-e0e8263 (two runnable examples report the same

atomicity violation), and sled-21a3159 is similar to crossbeam-channel-9d42394. The only differ-

ence is that in sled-21a3159 we model the read/write of RwLock (together with the drop of the

corresponding guard) in the same way as load/store of atomic types. We also observed that sled-
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21a3159 reports much more false positives than the previous programs. We analyzed these false

positives and found that most are due to the heuristic patterns we used (see Section 4.2.4).

 fn allocate_inner<'g>(&self, new: Update, guard: &'g Guard,
 ) -> Result<(PageId, PageView<'g>)> {
 // ... omitted code
 let pid = self.next_pid_to_allocate.fetch_add(1, Relaxed);
 trace!("allocating pid {} for the first time", pid);
 let new_page = Page { update: None, cache_infos: Vec::default() };
 let page_view = self.inner.insert(pid, new_page, guard);

 (pid, page_view)

 }

Figure 4.7: Root cause of sled-07a3ccc.

The atomicity violation fixed in sled-07a3ccc is very interesting. And our tool failed to dis-

cover it. The reason is that this bug is related to a high level invariant in the program. As

shown in Figure 4.7, the function allocate_inner is responsible for allocating a new page

and returning it to the caller. Each page is assigned an index, which is from the atomic variable

next_pid_to_allocate. If we inspect only this function, there is no atomicity violation.

However, the program itself assumes an invariant: the allocated pages should be contiguous (i.e.,

the index values of allocated pages are in ascending order). This is important when recovering

pages which are persisted to disks monotonically. In the buggy code, since it uses atomic opera-

tion instead of lock, the below scheduling is possible:

1. Thread 1 enters this function and runs line 4 first (assume the value of pid is 1), then gets

switched out.

2. Thread 2 enters this function, runs line 4 too, and returns the corresponding pid (which

should be 2) and page.

3. Thread 1 continues and returns the corresponding pid (with value 1) and page.
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This apparently breaks the assumed invariant. Essentially, the programmers assumed an atom-

icity in this function which can not be guaranteed by atomic types: the code execution between

line 4 and line 9 should not be interleaved by another update to next_pid_to_allocate in

another thread.

Since our tool expects at least two atomic operations from two statements for one thread and

another atomic operation from another thread (see Algorithm 1), it cannot detect this bug. In order

to address this kind of atomicity violations, we consider that a reasonable solution is to have the

programmers mark special code regions to allow more conservative analysis, without introducing

lots of false positives.

From Table 4.1, we can also note that MIRAV reports reasonable false positives. In rand, there

is no false positives since it is a relatively small project and there are not too much atomic types

used. In crossbeam, though it reports a few false positives, the code sites of the false positives are

close to the true atomicity violation, hence are still valuable to users. In sled, it reports lots of false

positives. We consider it acceptable given the large code base size of this project as well as its

complicated program logics.

4.4.3 Real-world vulnerabilities

We also use MIRAV to scan wild project in order to find new atomicity violations. In total, we

collect 25 Rust projects from Github that contain code using atomic types. All of them are libraries,

and many do not include executable examples or testing cases. To automate the tool, we choose

to create fake entry points for them, in which we create two threads, each calls a public function

in the library that contains atomic operations. We will create multiple such entry points if the

target project has multiple publicly visible functions that contain atomic operations. We analyze

the generated reports and discover one potential atomicity violation. We have submitted an issue

for it and are waiting for the maintainer to confirm it. For security concern, we only present the

simplified code and our analysis below.

The code snippet in Figure 4.8 shows a simplified vulnerability detected by MIRAV. The crate

implements a thread-safe single-producer-multiple-consumer circular queue, in which, producer
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 pub fn publish(&mut self, val: &T) {
 let widx = self.write_idx.fetch_add(1, Ordering::SeqCst);
 // update buffer

 // ... omitted code

 if self.full() {
 self.read_idx.store(new_ridx, Ordering::SeqCst);
 }

 }

 pub fn read_next(&self, token: &mut ReadToken) -> T {
 let oldest = self.read_idx.load(Ordering::SeqCst);
 // ...omitted code

 let next_write = self.write_idx.load(Ordering::SeqCst);
 let ridx = if wgap >= self.buf_len { oldest } else { .. };

 // ...omitted code
 }

Figure 4.8: Potential atomicity violation found by MIRAV.

invokes publish to insert element into the queue and consumer uses read_next to obtain

a element in the queue in chronological order. However, the pair of store (fetch_add and

read_idx.store) could be interrupted by the load operation (read_idx.load) in read_next

function invoked by another thread. In this case, the index pointing to the oldest element in the

queue are no more consistent between producer and consumers, which could lead to logical errors

as loaded data sequences by producers might not be in chronological order.

4.5 Limitations and Discussions

Detecting atomicity violation is a highly challenging problem, since it is related to the seman-

tics of the program. Our approach is limited in several aspects. First, we use flow-insensitive

and context-insensitive alias analysis, which is imprecise and may result in either incorrect call

graph edge or incorrect alias relationship between two references/pointers. Second, we leverage

heuristics when determining whether three atomic operations from two threads could cause poten-
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tial atomicity violation, which is neither sound nor precise. Nonetheless, it helps discover bugs in

real-world projects. Third, memory ordering of atomic operations is not fully considered, which

may cause false positives or missing true positives.

The prototype implementation also has limitations. First, we currently only handle atomic

types and thread APIs provided by the Rust standard library. But some projects may use custom

atomic types and thread APIs from third-party libraries (e.g., parking-lot). The tool needs to

support all such popular libraries in order to run on more real-world Rust projects. Second, the

tool does not support asynchronous Rust programs. Many recent Rust projects prefer asynchronous

programming model with multi-threading support (by using the tokio library). The tool needs to

support it when collecting input facts and also computing alias.

4.6 Summary

We present MIRAV for detecting atomicity violation bugs in Rust projects. Rust claims mem-

ory safety and race-free in safe code, but atomicity violations can still occur in programs written

in only safe code. MIRAV runs on MIR generated from the source code, since MIR is CFG-based

and has explicit types. It first performs alias analysis on atomic variables to infer the alias rela-

tionship between variables accessed by different atomic operations. It then runs whole program

analysis to collect atomic operations per-thread and check if the atomic operations from different

threads match specific patterns and could potentially cause atomicity violation. The implemented

prototype is evaluated on a collection of real atomicity violation bugs as well as wild Rust projects

from Github. The results indicate the effectiveness of this approach.
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5. SECURING ORIGIN SENSITIVE DATA-FLOW

In this chapter, we present our approach for enforcing statically computed program properties

at runtime. Specifically, we compute the static data-flow of the target program. By introducing

the concept of origin, we can identify valid cross-origin data-flow at compile time. Then we

instrument the program and, with the help of our origin-based heap allocator, efficiently check any

invalid cross-origin data-flow at runtime.

We will show a running example that illustrates how our approach works. Then we present

the technical details, including computing origin data flow, the origin-based heap allocator and the

instrumentation. At last, we present the implementation details and the evaluation on a real-world

benchmark. The limitations will also be discussed.

5.1 Running Example

We use an example simplified from HeartBleed in Figure 5.1 to illustrate DFO. The program

first reads configuration through the function initServerConfig to config, which contains

server confidential data. The function doWork has a loop that keeps reading data and handles it.

Since in function getMalData the specified length is larger than the actual data array, the call

to memcpy in heartbeat will have out-of-bound read, causing data to be leaked in function

print. This is exactly the root cause of the infamous HeartBleed vulnerability.

To prevent HeartBleed at runtime, one solution (e.g., Softbound) is to track and propagate

the memory boundary information (optionally with support of shadow memory) for each pointer.

When memcpy is invoked, the boundary of ssl->data is retrieved, hence the overread is de-

tected. Another solution (e.g., DFI) is computing a static data-flow graph and enforcing it at

runtime. Specifically, the reaching definition set for every memory location is statically computed.

At runtime, for each write, it updates the reaching definition for the accessed memory location.

For each read, it compares the stored runtime reaching definition with the statically computed set.

If it is not in that set, an error will be reported.
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 Config *config = NULL;
 typedef struct {
 void *data;
 unsigned length;
 } SSL;

 void heartbeat(SSL *ssl) {
 uint8_t *buffer = (uint8_t*)malloc(ssl->length);
 // Heap buffer overread

 memcpy(buffer, ssl->data, ssl->length);
 print(buffer, ssl->length);
 free(buffer);
 }

 SSL getMalData() {
 SSL ssl;
 ssl.data = malloc(512);
 // ... Fill in data.
 ssl.length = 65535; // Malicious length
 return ssl;
 }

 // origin_entry
 void handshake(Config *config) {
 read(config);
 SSL ssl = getMalData();
 heartbeat(&ssl);
 free_ssl(&ssl);
 }

 void doWork(Config *config) {
 // This loop can be in parallel.
 for (;;) handshake(config);
 }

 int main() {
 // Read server confidential data
 config = initServerConfig();
 doWork(config);
 return 0;
 }

Figure 5.1: A running example.
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Both solutions have high runtime overhead, discouraging them to be deployed in production.

Moreover, DFI cannot distinguish the memory written by the same instruction in different contexts.

For example, a real-world version of the function doWork may run each iteration in different

threads. The read to ssl->data in heartbeat could read an out-of-bound memory region

that is allocated by getMalData() of another thread. And this read does not violate the runtime

check against the statically computed reaching definition set. In case of single-threaded programs,

utility functions for memory manipulation called at multiple different sites will result in an over-

approximated reaching definition set, causing DFI to fail to prevent invalid accesses too.

From the perspective of attackers, the overread in the above example is only meaningful if

other users’ data or the server confidential data is leaked. This leads to our key insight: efficiently

enforcing valid data-flow across different origins.

An origin is an abstraction of a proportion of program execution. It contains all the instructions

inside a specified entry point, along with all the data accessed by them. Instructions in an origin

may read/write data allocated by another origin. We call it cross-origin data-flow. For example,

we can treat handshake as an origin, in which ssl->data in the same iteration (and possibly

some fields of config) can be read but not write. ssl->data allocated by another iteration in

another thread is not allowed to be accessed. Similarly, write to config is not allowed.

With this abstraction, the problem becomes how to efficiently and effectively enforce valid

cross-origin data-flow. In this work, we use an origin-sensitive analysis to statically compute the

valid cross-origin data-flow, and instrument the program to ensure the computed data-flow. We also

design a custom heap allocator to reduce the number of checks at run time. For example, assume

handshake is specified as an origin, all heap memory it allocates will be put in a different region.

The overread occurred in heartbeat cannot touch the memory of config. More importantly,

handshake in different iterations are different origins, which means the overread can never touch

the data in a different iteration.

Figure 5.2 shows an informal instrumentation for the code example above, with inserted code

colored in gray (the real instrumentation is performed on IR instead of raw source code). The
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 __thread uint16_t __rt_origin_id;

 void heartbeat(SSL *ssl) {
 uint8_t *buffer = (uint8_t*) __xmalloc(ssl->length, __rt_origin_id);
 __check_read(ssl->data);
 __check_write(buffer);
 // Heap buffer overread
 memcpy(buffer, ssl->data, ssl->length);
 // ...

 }

 SSL getMalData() {
 SSL ssl;
 ssl.data = __xmalloc(512, __rt_origin_id);
 // ...
 }

 // origin_entry
 void handshake(Config *config) {
 __rt_origin_id = __get_origin_id();
 __check_read(config);
 read(config);
 // ...
 __restore(__rt_origin_id);
 }

Figure 5.2: Instrumentation for the running example.

thread local variable __rt_origin_id maintains an ID for the current origin. For example,

since handshake is defined as an origin entry, __rt_origin_id is updated at the beginning

of it (and restored at the end of it). Allocation calls are all replaced by the calls to our customized

heap allocator, which will allocate objects of different origins into different regions in the heap.

For each read/write, a checking function call __check_read/__check_write is inserted

immediately before it. For example, for the memcpy in function heartbeat, two such checking

calls are inserted. At runtime, the checking function will query the actual origin ID of the memory

being accessed, then check if the runtime origin has the right access permission to it. If it does not,

an invalid cross-origin data-flow is reported and the program will be terminated.
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5.2 Technical Approach

DFO has three phases:

1. Identify origin entries in the target program and perform static analysis to compute the valid

cross-origin data-flow.

2. Instrument the program to use our origin-based heap allocator and to add runtime checks

with respect to the statically computed cross-origin data-flow.

3. Run the instrumented program along with the DFO runtime. Once DFO detects any unin-

tended cross-origin data-flow, a runtime error will be raised.

We stress that the scope of DFO is not to detect and to prevent all invalid data-flow, instead, we

allow any intra-origin data-flow and only report unintended cross-origin data-flow, since our key

observation is that to launch a data-only attack, there will normally be illegal data-flow between

logically isolated components of a program, i.e., different origins. Nevertheless, our approach can

be combined with other approaches to protect intra-origin data-flow, as discussed in Section 5.5.

5.2.1 Identifying Origin Entries

We use the concept of origin to abstract a proportion of program execution and all data ac-

cessed/owned by it. Given a real target program, we need to concretize this abstraction. Through

studying a collection of recent CVEs, we identify several effective concrete definitions of origins:

thread, event handler, and user input. Each origin has an entry point and an origin ID. For exam-

ple, if we define origin as thread for a multi-threaded program, the entry point for each origin is the

callback function of the corresponding thread. Note that users can also define origin as a normal

program execution starting from a specified function (which becomes the entry point of the defined

origin).

Origin entry point function can be called in a loop. In the example below, t_func is the entry

point, which will be called 10 times by the loop. In order to distinguish the program execution of

the t_func in different iterations, we propose static origin and dynamic origin.
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for (int i = 0; i < 10; ++i) {

std::thread t(t_func);

}

We assign a fixed ID to static origin, which will be used by all instructions and memory objects

owned by it. For dynamic origin, at the analysis phase, we assign a special ID to it. At runtime,

we assign a unique value to it every time the program execution enters it, by increasing an atomic

global counter.

Origin entries can be inferred automatically from the source code, annotated or configured by

the developer, or via a combination of them. In this work, we rely on manually added C/C++

custom attributes to annotate origin entries, with the format of:

__attribute__((annotate("O[<id>]")))

void foo(...) {}

The <id> is the origin ID specified by users. We reserve number 1 for default origin starting

from the main function. Number 0 is for dynamic origin. In the example above, handshake

can be specified as an origin entry with ID 0.

5.2.2 Origin Data Sharing Graph

With identified origin entries, we can extract an origin data sharing graph (ODSG) from the

program, which captures the valid data sharing among different origins, i.e., which origin is al-

lowed to read or write which heap object. A heap object can be shared by multiple origins. The

ODSG provides detailed information on how each heap object is shared across the origins.

In Algorithm 2, we first compute the set of instructions can be reached by each origin entry (line

4-8). Then for each instruction, we compute the points-to set of its operand (line 16), and we assign

the set of origins that own this instruction and corresponding permissions to each memory object

in the set (line 17-21). Note that Permission is a pair of origin ID and read/write permission.

We omit the read/write permission later when discussing creating new origins for shared memory

objects.
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Algorithm 2: Computing ODSG.
Data: Origin entries
Result: ODSG

1 Function computeODSG (originEntries)
2 instToOrigins := map<Context, map<Instruction, set<Origin> > >;
3 memToOrigins := map<MemObj, set<Permission> >;
4 forall origin o in originEntries do
5 forall instruction i reached in o with context c do
6 instToOrigins[c][i].add(o);
7 end
8 end
9 forall each context c do

10 forall inst i in instToOrigins[c].keys() do
11 if i is read then
12 p = READ;
13 else
14 p = WRITE;
15 end
16 pts = getPts(i.operand(), c);
17 forall memory object m in pts do
18 forall origin o in instToOrigins[c][i] do
19 memToOrigins[m].add({o, p});
20 end
21 end
22 end
23 end
24 postProcessing(memToOrigins);
25 handleSharedMemory(memToOrigins);
26 end
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Origin-sensitive pointer analysis. We use a pointer analysis that is origin-sensitive and field-

sensitive (developed by Liu et al. [83]). After identifying origin entries in the program, we set

each origin entry as a context (main function is assigned the default context). Origin-sensitivity

can help distinguish memory objects allocated or accessed in dynamic origins and the analysis is

still scalable. Field-sensitivity can help resolve more accurate call targets and hence more precise

points-to set.

Post-processing. Since the pointer analysis is field-sensitive, it is possible that the fields of

a root memory object are mapped into different origins, depending on how they are accessed by

instructions. However, memory objects that belong to different origins will be allocated to different

heap regions (see Section 5.2.5 for more detail). And there is only one allocation call for the root

memory object in the program. To resolve the conflicts, we need to merge the object fields to its

root object. The result origin set of the root object is the union of origins of all its fields.

We also perform an escape analysis for memory objects that are only accessed by dynamic

origins. Since each time the program execution enters a dynamic origin it is assigned a different

origin ID, the dependent memory object from previous runs will cause false positives. This prob-

lem is addressed by escape analysis. We recursively check if the pointer of a memory object in

dynamic origin escapes to heap memory objects in other origins or stack locations. Such memory

objects are considered shared by all dynamic origins and we move them to a static origin.

5.2.3 Handling Shared Heap Objects

For memory objects that can be accessed by different origins, we will move them into new

origins. As shown in Algorithm 3, we maintain a mapping between a permissions set to a new

origin ID. All memory objects with the same permissions set will be moved into the same new

origin. For the new origins, we do not keep the read/write permission since the old set has the

information and the mapping preserves it. For example, config in Figure 5.1 is shared by the

default origin 1 and the dynamic origin 0. After this step, it will be moved to a new origin, say 2.

The runtime checks need to know if an object is shared and which origin can share it. We use a

2d table S to store the origin sharing information, in which each row is an old origin, each column
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is a newly created origin and the value represents the permission. For example, S[i][j] = 0x1

indicates that origin i has read permission (0x1) to memory objects in origin j.

Algorithm 3: Move shared objects into new origins.
Result: Unique memory to origin mapping

1 Function handleSharedMemory (memToOrigins)
2 memToOrigin := map<MemObj, Permission>;
3 originsToNew := map<set<Permission>, OriginID>;
4 forall memory object m in memToOrigins.keys() do
5 permissions = memToOrigins[m];
6 if permissions.size() == 1 then
7 memToOrigin[m] = permissions[0];
8 else
9 if permissions not in originsToNew then

10 originsToNew[permissions] = getNewId();
11 memToOrigin[m] = originsToNew[permissions];
12 end
13 end
14 end

5.2.4 Instrumentation

Based on the origin data sharing analysis result, we then instrument the program to insert

necessary runtime checks. For read/write to a heap object, DFO checks if the accessed memory

belongs to the same origin as the runtime origin. If it does not, it further checks if the actual origin

of the accessed memory is shared with the runtime origin, with the correct permission. Note that

this check is performed per-object instead of per-4-bytes, coalescing checks for memory operations

such as memcpy.

5.2.4.1 Instrument origin entries.

As shown in Figure 5.2, we need to instrument each origin entry to maintain a thread local

runtime origin ID, __rt_origin_id, which will be used by later checks and heap allocations.
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For static origins, we just assign the corresponding origin ID to this variable. For dynamic ori-

gins, we maintain a global atomic counter, __dyn_origin_id, assign its value to __rt_origin_id

and increase the counter at the exit of the origin entry function.

5.2.4.2 Instrument heap allocations.

We handle heap allocations in two different ways. First, for all heap allocation calls (e.g.,

malloc,calloc, etc.) that are analyzed, we replace them with the call to our customized heap

allocator, which requires an extra origin ID argument. Recall that in the origin data sharing analy-

sis, each memory is assigned with an origin ID. Therefore, we can pass the computed origin ID of

the memory object being allocated to the allocation call. For dynamic origins, instead of passing

0, we pass the runtime origin ID to the allocation call. Section 5.2.5 will discuss the details of the

allocation.

For heap allocations calls in third party libraries, we cannot replace them. Instead, we intercept

the calls and redirect them to our customized allocator, with the default origin ID 1. This is to

ensure that third party code will not break the checks.

Origin-sensitivity. One challenge coming from origin sensitivity is that an object may be

mapped to different origins under different origin contexts. As a result, we need to pass in different

origin IDs to the allocation call under different origin contexts, so that the statically computed

ODSG can be enforced at runtime. To address it, we attach a constant array to the allocation call,

which stores the correct origin IDs given different origin contexts. The runtime origin ID is used

to query the correct origin ID for allocation. For example, suppose an object m can be allocated

by both default origin 1 and another static origin 2, and the one allocated in origin 2 is shared,

so we move it into a new origin 3. Then the constant array attached to the allocation site of m is

[0,1,3], indicating that m should be allocated into the heap of origin 1 when the runtime origin ID

is 1, and be allocated into the heap of origin 3 when the runtime origin ID is 2. Runtime origin ID

for dynamic origin is mapped back to 0 in the querying function, so that the constant array can be

fixed and small.
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5.2.4.3 Instrument checks for reads/writes.

For each read/write to heap memory, we insert a runtime check immediately before it. The

check function requires three arguments: memory address, runtime origin ID and the permission

(read or write). This function will perform a few checks:

1. Query the origin ID for the memory being accessed. Check if it equals to the passed-in origin

ID or 1. If not, go to next check.

2. Check if the queried origin ID equals to 0, if it does, report an error. Otherwise, go to next

check.

3. Check if the origin of the memory is shared with any other origins. If not, report an error,

otherwise, go to next check.

4. Check if it is shared with the passed-in origin. If not, report an error.

The second check is interesting. Recall that we reserve number 0 for dynamic origins when

computing the cross-origin data-flow. However, when instrumenting the origin entry and heap

allocations, we replace it with the runtime origin ID read from __dyn_origin_id. This guar-

antees that no memory object at runtime will have an origin ID 0. For memory address that are not

in heap or uninitialized memory, the origin ID queried from it usually is exactly 0, so that we can

detect the error.

Note that we only insert a single check for each read/write, no matter how large the memory

object being accessed is. And we do not check intra-origin data-flow. This requires a customized

heap allocator that can allocate memory objects of different origins into different heap regions,

which we present next.

5.2.5 Origin-based Heap Allocator

The design of our origin-based heap allocator is inspired by [115]. We handle the allocation

of small and large objects differently (threshold is set to 2MB, as in [115]). For large objects,
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Figure 5.3: An overview of the origin-based heap allocator. The greyed rectangles represent guard
pages at the end of sub-heaps.

we directly use mmap to allocate memory space, and store the allocation information (e.g., start

address, size, etc.) and its origin ID in an ordered map. Given a memory location, we can determine

which object it belongs to through comparing it with the lower bound and upper bound of each

record in the map. Since the map is ordered, we can quickly locate the target object, and return the

origin ID.

For small objects, we employ a more efficient design as illustrated in Fig. 5.3. The memory

allocation, de-allocation, and origin ID querying of small objects are typically much more frequent

than that for large objects. We first reserve a large memory space for each origin via mmap, called

sub-heap. In each sub-heap, we classify the size of allocated objects into a set of classes, from 8B

to 2MB. We put each heap object in the smallest bucket that can hold it. For example, an object

of size 28 will reside in a bucket of size 32. For each class of size, we maintain a set of available

buckets. When an object is allocated, if there is no available bucket in its origin’s sub-heap, we

will create a new sub-heap for that origin (e.g., Origin 1 at the right-hand side of Fig. 5.3).

We use a freelist to manage deallocations. When an object is deallocated, we add the memory

location into the freelist of the corresponding class of size. Next time when an object with the

same class of size is allocated, the freelist is checked to reuse memory space. The freelist is stored

in the shadow memory, thus we do not need control blocks at the beginning of each heap object.

For large objects, we insert a guard page at the end of the object memory through the mprotect
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system call. For small objects, we insert a guard page at the end of sub-heap. In this way, we only

need to check the starting address of each accessed memory object, as overflow to another origin

is no longer possible.

Querying origin ID. For large object, the origin ID can be obtained using its allocation infor-

mation. For small object, the structure of the heap allocator implicitly stores the origin ID for each

memory object. We use the below code to compute the origin ID of an accessed memory address

of small object. _originBegin is the start address of the first sub-heap, _bagShiftBits

is the number of bits for the size of each bag (the total memory for each class of an object size),

_numBagHeapShiftBits is the number of bags in each sub-heap, and _originMask is sim-

ply _numOrigin-1.

 offset = addr - _originBegin;

 bagNum = offset >> _bagShiftBits;

 heapIndex = bagNum >> _numBagHeapShiftBits;

 originID = heapIndex & _originMask;

For frequent memory accesses, however, the above way of querying origin ID is still expensive.

Therefore, we also use shadow memory to store the origin ID for each memory object. For each

4 bytes, we use 1 byte to store its origin ID (this limits the maximum number of origins to 256).

For all heap allocations, this brings 25% memory overhead. Allowing larger maximum number of

origins is at the expense of more memory overhead (e.g., we may use 2 bytes for origin ID to allow

65536 origins, with 50% memory overhead).

5.3 Implementation

We implemented DFO on LLVM 12. We generate a single bitcode file for each program.

In the LLVM IR, top-level variables are represented in the SSA form, and address-taken vari-

ables are kept in memory and are not in SSA. All memory operations are executed through Alloc,

Load, Store instructions, which are the sites for instrumentation. The intrinsic instructions such as

llvm.memcpy, llvm.memset and llvm.memmove provide optimization for the correspond-

ing library functions. As these functions access memory internally, we also need to instrument
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them. This is done by instrumenting the call sites of these intrinsic instructions, without wrapper

functions.

Analysis pass. DFO first extracts the origin entry annotations from the whole program IR.

Then it performs an origin-sensitive pointer analysis with those origin entries. We use an 1-byte ID

for each origin by default, but the implementation also allows 2-byte origin ID. We do not analyze

3rd party libraries used in the program, unless they are statically linked. We use the default origin

ID 1 for all heap allocations in 3rd party libraries. We use 0 as an exception ID value since no valid

origin has this ID at runtime.

Instrumentation of heap accesses. Our heap allocator takes the origin ID as an extra param-

eter to the memory allocation functions (i.e., malloc, realloc, calloc). In the instrumenta-

tion pass, we replace these functions calls with our customized functions xmalloc, xrealloc,

xcalloc, xfree, and pass the required memory size and the origin ID to them.

We only insert checks for heap accesses, by checking if the instruction operand can only point

to heap objects.

Rust support. Since the backend representation of Rust is also LLVM IR, we implemented

preliminary support for Rust to show that our approach can be generalized to other LLVM-based

languages. Specifically, we model a set of Rust standard library APIs to adapt the pointer analysis,

e.g., rt::lang_start and alloc::alloc.

DFO runtime and optimizations. Our heap allocator works by hooking the heap alloca-

tion functions we instrument (xmalloc, xrealloc, xcalloc and xfree). To handle heap

allocations in 3rd party libraries, we also hook the default heap allocation functions (malloc,

realloc, calloc and free) and pass them the default origin ID. The runtime library imple-

ments the functions of checking the origin IDs for heap objects, so that the instrumentation pass

only needs to insert calls to these functions. To protect the shadow memory that stores the origin

IDs, the checking functions will also ensure no writes to them outside of the origin-based allocator

itself.

We implemented a set of optimizations to reduce the runtime overhead, without leveraging any
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hardware features.

First, we reduce the number of branches as much as possible for runtime check functions. For

example, we delay the check #2 described in Section 5.2.4.3 to when an error is detected. Since in

normal program runs, the checking function will not execute the error reporting branch, delaying

it can save a branch instruction. For checking origin sharing, though the 2d table is small, loading

value from it is still expensive. However, each time the program execution enters a new origin,

the row of the 2d table is fixed. For all instructions in the same origin, we only need to find the

target permission from a small 1d array. In addition, for check #3, we originally have a bitmap to

check if the target origin is shared. We found in initial experiments that this additional memory

load adds more overhead than the checks (querying the 2d table) it saves. Therefore, we remove

it and setting the entire row S[i] in the 2d table to 0 to indicate that origin i is not shared. These

optimizations reduce the runtime overhead by 50%.

Second, for loops, LLVM already performs a set of optimizations, one of which is moving

the loads of all loop invariants outside of the loops. However, it is uncertain of the side-effect

of our runtime checking functions, hence it chooses to not move them. To optimize it, we run

an additional pass after instrumentation to also move the instructions of checking functions for

loads of those loop invariants outside of loops correspondingly. This further reduces the runtime

overhead on benchmarks with intensive loops by 20%.

5.4 Evaluation

In this section, we evaluate the efficiency and effectiveness of DFO. Our experimental environ-

ment has an i7 6700K 4.0GHz CPU and 48GB RAM running Ubuntu 16.04.

5.4.1 Benchmark

We collected a set of recent CVEs containing eight data-only vulnerabilities, as shown in Ta-

ble 5.1. The Heartbleed CVE is also included. The statistics of these benchmarks are reported in

Table 5.2, including the number of origin annotations.

We evaluated the runtime performance of DFO and compared with SoftBound and Address
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Table 5.1: Benchmarks.

Program CVE Type LOC Description

OpenSSL CVE-2014-0160 Overread 403.6K Open source library that imple-
ments SSL and TLS
protocols and various utilities (e.g.,
cryptography), included in all
mainstream operating systems.

Mongoose CVE-2021-26529 Overwrite 58.1K Embedded web server and embed-
ded networking library, widely used
by hundreds of businesses.

ngiflib CVE-2021-36531 Overread 1.5K GIF picture format decoding li-
brary.

GNU cpio CVE-2021-38185 Overwrite 72.5K A general archiver utility in Unix-
like systems for copying files into
or out of a cpio sor tar archive.

libmysofa
CVE-2020-36150 Overread

6.8K
Reader for SOFA files, which is a

spatially oriented format for acoustics.
CVE-2020-36151 Overwrite

libsixel CVE-2019-20094 Overwrite 26.8K A popular encoder/decoder imple-
mentation for SIXEL (a bitmap
graphics format supported by termi-
nals and printers), which also pro-
vides some converter programs.

reorder RUSTSEC-2021-0050 Overwrite 0.3K A utility crate for reordering a slice
without an auxiliary array.

Sanitizer (ASAN) on the same benchmarks, using publicly available workloads. We acknowledge

that both SoftBound and ASAN provide stronger security guarantee than DFO (and ASAN is

usually used as a testing tool).

5.4.2 Analysis Results

In the rest of this section, we will discuss the experiment on each CVE separately.

OpenSSL. Heartbleed (CVE-2014-0160) is reported in OpenSSL. The root cause code is ex-

plained in Section 5.1, so we omit it here. In the function do_server called from s_server_main,

there is a loop that keeps calling the callback function sv_body. Therefore, we set sv_body as

a dynamic origin entry and set the rest as a default static origin. We run the instrumented binary
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Table 5.2: Benchmark analysis statistics. The second column shows the number of manual annota-
tions. The third column shows the number of origins created after DFO’s analysis phase (N means
dynamically created origins, determined by concrete inputs). The forth column lists the number
of all instrumented heap accesses. The fifth column shows the ratio of shared heap accesses (note
that different objects may be shared by different origins, here we only count if they are shared).

Program Annotations Created origins Instrumented
heap accesses

Ratio of shared
heap accesses

OpenSSL 1 4+N 15,469 85.9%
Mongoose 1 2+N 253 77.9%
ngiflib 1 4+N 205 100%
GNU cpio 2 9+N 877 39.6%
libmysofa 1 4 991 39.5%
libsixel 1 2+N 1,274 0.7%
reorder 1 2 20 0%

and send malicious requests to it. We observe that the attack obtained mostly zero bytes while the

server keeps running. The reason why the server does not terminate is that the maximum length

of overread in OpenSSL is 16384, which still is an intra-origin access, thus is not reported. DFO

guarantees that the overread can only read data of the same origin.

Mongoose. Mongoose is a popular embedded web server and networking library for C/C++.

The vulnerability CVE-2021-26529 is reported in the executable binary http-restful-server, so we

study its source code first, part of which is shown in Figure 5.4. It has a central event loop that keeps

calling mg_mgr_poll, in which it reads incoming messages and executes different callbacks.

Prior to this loop, it initializes some configurations and sets up the callbacks. Since there is no

credential information initialized there, we set mg_mgr_poll as a dynamic origin entry and the

rest as default origin.

The root cause code is in function mg_http_serve_file, as shown in Figure 5.5. With

flooding requests, heap allocation may fail and return nullptr, resulting in a near-null pointer over-

write. This is dangerous in case of limited memory (e.g., embedded environment, which is exactly

what Mongoose targets) as near zero memory regions usually store device configurations (on a

normal machine, it will trigger segmentation fault since zero page is protected by default).
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 struct mg_mgr mgr;
 mg_mgr_init(&mgr); // Initialise event manager
 // Create HTTP listener
 mg_http_listen(&mgr, s_listen_on, fn, NULL);
 // Infinite event loop
 for (;;) mg_mgr_poll(&mgr, 1000);
 mg_mgr_free(&mgr);

Figure 5.4: Event loop of Mongoose http-restful-server.

 struct http_data *d =
 (struct http_data *) calloc(1, sizeof(*d));
 d->fp = fp;

Figure 5.5: Root cause of CVE-2021-26529.

We run the instrumented binary and use curl to send GET requests asking for a file. We simulate

a limited memory scenario by returning nullptr for calloc after a few requests. Since the accessed

near-null memory address does not belong to a valid heap region and shadow memory region, our

runtime check successfully prevented it and reported an invalid access error.

ngiflib. A GIF picture format decoding library. The vulnerability CVE-2021-36531 is reported

in the executable binary gif2tag. There is a do-loop in the main function of its source code, in

which the only function that handles external input is LoadGif. We naturally annotate it as a

dynamic origin entry.

The root cause code is shown in Figure 5.6. Through a malicious crafted input, GetByte will

read out-of-bound data until it sees a byte of data in wild memory that has satisfies the condition

in line 6.

We run the instrumented binary with the available POC input and see immediately an error

reported by the runtime check, due to an unexpected target memory origin ID (the memory region

being overread does not belong to any origin yet, thus has an exception ID 0).

GNU cpio. This is a general file archiver utility with its associated file format. In function

81



 for(i=0; i<g->ncolors; i++) {
 g->palette[i].r = GetByte(g);
 g->palette[i].g = GetByte(g);
 }

 static u8 GetByte(struct ngiflib_gif * g) {
 if(g->mode & NGIFLIB_MODE_FROM_MEM) {
 return *(g->input.bytes++);
 }

 }

Figure 5.6: Root cause of the CVE-2021-36531.

process_copy_in called by the main function, it calls read_pattern_file() first to

read the pattern file, and runs a while loop that keeps calling copyin_file(). Since both

functions handle external inputs, we annotate the former as a static origin entry and the latter a

dynamic origin entry.

The root cause code for CVE-2021-38185 is shown in Figure 5.7. Due to an integer overflow

at line 3, function ds_resize may do nothing, while the call site assumes that a larger memory

chunk is allocated, thus an out-of-bound write occurs.

With a carefully crafted input, there could be a very large buffer overwrite that can even be

exploited for arbitrary code execution. In fact, there is an available exploit POC that can success-

fully enter bash CLI. We run our instrumented version with this POC, and observe that the attack

is successfully prevented, when it is trying to overwrite across the guard page inserted in our heap

allocator.

libmysofa. This is a reader for spatial acoustic data files. Apparently, good origin entry points

for this program should be a function that handles the external input. By studying the main function

of its source code, as shown in Figure 5.8, we identify two interesting sites. With further checking,

printJson contains only a set of calls to fprintf. Therefore, we annotate mysofa_open

as a static origin entry.

We collected two CVEs for this program. First, CVE-2020-36150 is a large buffer overread oc-
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 while (next_ch != eos && next_ch != EOF) {
 if (insize >= strsize - 1) {
 ds_resize(s, strsize * 2 + 2);
 strsize = s->ds_length;
 }
 s->ds_string[insize++] = next_ch;
 next_ch = getc (f);
 }


 void ds_resize (dynamic_string *string, int size) {
 if (size > string->ds_length) {
 string->ds_length = size;
 string->ds_string = (char *) xrealloc((char *) string->ds_string,

size);↪→

 }
 }

Figure 5.7: Root cause code of CVE-2021-38185.

 // ...
 printJson(stdout, hrtf, sanitize);
 if (check) {
 // ...
 hrtf2 = mysofa_open(filename, 48000, &filter_length, &err);
 // ...
 }

Figure 5.8: Source code of libmysof.

curred in function loundness, as shown in Figure 5.9. A maliciously crafted input has abnormal

values for hrtf->N and hrtf->R, resulting a controllable overread. We run the instrumented bi-

nary with the available POC input, and observe an error reported by the runtime checks. The POC

input only triggers an 124KB overread, which is still intra-origin overread. However, the wild

memory region being overread is not used yet and hence has an exception origin ID 0. Therefore,

the runtime checks can still prevent it.

The second one, CVE-2020-36151, is a buffer overwrite, caused by an integer underflow, as

shown in Figure 5.10. Given a malicious input, st->filt_len could be 0, resulting in a very

83



 factor = loudness(..., hrtf->N * hrtf->R);

 float loudness(float *in, int size) {
 float res = 0;
 while (size > 0) {
 res += *in * *in;
 // ...
 }
 return res;

 }

Figure 5.9: Root cause code of CVE-2020-36150.

large value in the loop condition, since the integer type is uint32_t. With carefully selected values

for nb_channels and filt_len, the size of overwrite can be up to 4GB. This apparently will

cause invalid cross-origin accesses and touch the guard pages we set. Running the instrumented

binary confirmed it, as the runtime checks terminated the execution.

 int speex_resampler_reset_mem(SpeexResamplerState *st) {
 spx_uint32_t i;
 // ...
 for (i = 0; i < st->nb_channels * (st->filt_len - 1); i++) {
 st->mem[i] = 0;
 }
 return RESAMPLER_ERR_SUCCESS;
 }

Figure 5.10: Root cause code of CVE-2020-36151.

reorder. This is a Rust crate for reordering slices without any auxiliary array. Since it is a

library, we choose to analyze the test program provided by the CVE reporter, and we annotate the

test function as a new origin entry, whereas the rest as a default static origin.

The root cause code for RUSTSEC-2021-005 is shown in Figure 5.11. Rust iterator has a

size_hint function that can return an approximated size of the actual data vector. However,
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this size can be incorrect and should not be trusted. If the value of bla.size_hint() is larger

than the length of the actual data vector, it will return uninitialized memory. If the value is smaller

than the length of the actual data vector, it will write out-of-bound at line 5 instead.

We tested the instrumented binary for both cases. For the former case, since the uninitialized

data belongs to the same origin, DFO prevents the potential data leak. For the latter case, we use

unsafe index function to suppress the Rust default bound checking, and successfully observed the

cross-origin error due to the out-of-bound writes.

 pub fn swap_index(bla:impl ExactSizeIterator<Item=u32>)->Vec<u32>{
 // arr is a slice of vec
 // and has same length as bla.size_hint()
 for (i, a) in bla.enumerate(){
 arr[a as usize] = i as u32;
 }
 // ...
 }

Figure 5.11: Root cause code of RUSTSEC-2021-0050.

5.4.3 Performance Analysis

For ngiflib, libmysofa, libsixel and GNU cpio, we collected publicly available datasets. For

Mongoose, we send 1000 various requests to measure the responding time. For reorder crate, we

use the benchmark functions provided by itself. The results are shown in Table 5.3.

For OpenSSL, we use the speed utility included in it, which measures the throughput in fixed

time. Figure 5.12 shows the results.

In the server benchmarks (i.e., OpenSSL and Mongoose), the overhead of DFO is less than

3%. The bottleneck of cpio and libsixel is more on I/O, hence DFO also has less than 3% runtime

overhead. The running time of ngiflib is short, while DFO has initialization overhead for the origins

heap, hence the overhead is higher. libmysofa and reorder contains mostly heap accesses (e.g., the
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Table 5.3: Normalized runtime overhead on the benchmarks (SoftBound failed to compile most
programs).

Program ASAN SoftBound DFO

Mongoose 20.1% - 2.5%
ngiflib 52.8% 153.5% 13.3%
GNU cpio 5.2% 23.4% 2.5%
libmysofa 38.7% - 14.2%
libsixel -0.7% - -0.1%
reorder 115.9% - 20.7%
Average 38.7% - 8.9%

71.0%

55.1%

65.7% 64.1%

33.8% 34.0% 34.1%

55.9%

67.0%

95.9% 98.4% 99.5% 100.3% 99.9% 99.8% 100.2% 99.9%
93.7%
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Normalized throughput testing on OpenSSL. 
The higher the better (native run is 100%).

ASAN DFO

Figure 5.12: Throughput testing results on OpenSSL (the higher the better (native run is 100%).

benchmark functions in reorder simply allocate a huge array and manipulate it), therefore, we also

observed higher overhead on them.

On the two benchmarks that SoftBound can successfully run, we observed approximately 10X

higher overhead than DFO. While we build all benchmarks with ASAN in O2 mode (and enable

all optimization flags that are usually disabled when using ASAN), we still observed very high

overhead. On OpenSSL, it is 2X slower than native run and much slower than DFO.

With these results, we believe that DFO has the potential to be deployed in production. And

future work can explore hardware features to further reduce the runtime overhead.
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5.5 Limitations and Discussions

Our prototype tool has a few limitations. It does not secure external libraries without re-

compiling (or statically linking) them. And though it uses state-of-the-art origin sensitive pointer

analysis, the static analysis phase is still not perfectly precise, and may cause false origin sharing,

leading to false negatives.

Limit of maximum number of origins. The current implementation only uses 1-byte for

origin ID, thus at most 255 different origins (0 is reserved as exception value at runtime). We

may also use 2-byte origin IDs, which will allow 65535 different origins, with 25% more memory

overhead. In general, we will have only limited number of static origins. The number of dynamic

origins may reach the limit, if an event loop keeps running. To address this, we currently recycle

expired origin IDs, similar to process ID recycling in Linux kernel. And we consider that this can

still significantly restrict the attack surface.

Intra-origin data-flow. The key assumption of this work is that an invalid data-flow is only

meaningful if it touches sensitive data belonging to a different origin or the underlying system.

Therefore, protecting intra-origin data-flow is not the focus. For complete data-flow protection, es-

sentially we need to treat each memory object as a different origin (we need to distinguish memory

allocations called by the same utility wrapper to avoid being too conservative).

Non-heap accesses. We only consider data-flow of heap objects in this work. Stack data

accesses are always intra-origin and existing work can well protect it [75] (global data can be han-

dled in a similar way). And according to recent statistics from Google [10], most severe memory

corruptions are related to heap.

Performance tuning. There is still much room for optimizing the performance of DFO. For

example, for heap object accesses with pointers of primitive types (e.g., int*), DFO currently needs

to check all of them. However, without pointer arithmetic and type casting on the base pointer,

there cannot be out-of-bound read/write. An optimization on this may significantly reduce the

runtime overhead. Another spot for optimization is loops. In practice, most runtime checks are

placed inside loops (e.g., Figure 5.10). With scalar evolution analysis of the loop index, we may

87



skip inserting checks inside a loop that is free of out-of-bound errors.

5.6 Summary

We have presented DFO, a novel approach to prevent advanced non-control data attacks, by

using an origin-sensitive static analysis and an origin-based heap allocator to detect illegal cross-

origin data-flow efficiently at runtime. The evaluation on a list of recent CVEs shows that DFO

can effectively secure real world applications with low runtime overhead. We believe that DFO is

a promising security solution to data-only attacks, which are becoming an emerging threat.
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6. CONCLUSION

In this dissertation, we presented three static analyses approaches that improves the state-of-

the-art for software security at both compile-time and runtime:

• We presented a new approach for measuring code similarity, which combines static data-

flow and control-flow with deep learning methods, significantly improving the accuracy of

state-of-the-art. Meanwhile, driven by powerful GPUs, it outperforms traditional approaches

in terms of time performance.

• We presented MIRAV, the first static analysis approach for detecting atomicity violations in

Rust programs, which is a main source of Rust concurrency issues. It uses alias analysis

to compute the set of atomic operations that could access the same variable from multiple

threads, and builds static happens-before graph to check if they could execute concurrently.

Then it applies heuristics to determine whether these atomic operations will cause atomicity

violation. The evaluation on a benchmark of real world atomicity violation bugs shows that

MIRAV is effective to detect them and has reasonable false positive rate.

• We proposed an effective and efficient defense against non-control data attacks by introduc-

ing the concept of origin. Specifically, we use origin-sensitive static analysis to compute

the program data-flow, and instrument the program to check any invalid cross-origin data

accesses. With our customized heap allocator, these checks incur very low runtime over-

head (< 9% on average on our benchmark). The evaluation on a benchmark of recent CVEs

shows that this approach effectively secures the target programs against all of the CVEs in

the benchmark.

With larger and larger CVE database, the first approach is important in searching vulnerable

code in wild. Rust, as a memory-safe and race-free programming language, is adopted in

many open-source projects and industrial software now. Our approach for detecting atom-

icity violations in Rust programs would help multi-threaded Rust programs achieve higher
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level of safety. Meanwhile, since it is difficult to ensure bug-free for practical programs,

approaches that ensure statically computed properties at runtime is necessary. Our last ap-

proach provides effective defense against real-world benchmark of CVEs, while incurring

very low runtime overhead. These approaches together contribute to developing and build-

ing more secure modern software.
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