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ABSTRACT 

 

A significant portion of energy consumption occurs in buildings today. Accurate 

and easy-to-implement methods are needed to calculate building energy consumption for 

a wide range of applications, including efficiency assessment, consumption projection, 

and measurement and verification, to name a few. There are a number of approaches for 

building energy estimation but the statistical methods have remained popular. As the 

availability and quality of building energy data continue to improve, the methodologies 

behind building energy calculation also require updates. This work proposes three new 

technologies to bring contemporary mindsets to the application of whole-building energy 

consumption statistical models.  

The first is a specialised model formulation for the heating hot water 

consumption for commercial buildings with constant volume reheat systems. It has been 

observed that the heating consumption of this system type has an unexpected local 

increase with an increase in ambient temperature caused by dehumidification and reheat. 

The proposed new method can improve model fit with statistical significance and 

remove the local trend in the residuals. 

The second is the use of domestic cold water use or non-HVAC electricity use as 

an occupancy proxy for building energy models. It is found that combining domestic 

cold water use with a clustering technique was able to improve model fit by 2.9 

percentage points of the CV-RMSE, on average, on top of 14.2% from the traditional 

weekday-and-weekend method. In the study it was found that other methods, i.e., the use 
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of electricity use as occupancy proxy and the additional of a linear term, were not able to 

improve the model fit consistently. 

Finally, a procedure was proposed to examine all data separation or grouping 

possibilities automatically and comprehensively with pre-defined elementary day-types 

through a series of lack-of-fit F-tests. This procedure suggests a best separation that 

balances between model accuracy and simplicity. It was tested on measured energy 

consumption data of 76 case study commercial buildings. The proposed method weighed 

simplicity more heavily than traditional statistical complexity-penalising metrics. The 

new method improved the CV-RMSE by 7.6 percentage points, on average, and helped 

extract information to help better understand the buildings’ energy consumption patterns. 
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4P-CP 4-parameter change-point (model) 
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ANOVA Analysis of variance 

ARIMA Autoregressive integrated moving average 
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CVRH Constant volume reheat 

CV-RMSE Coefficient of variance – root mean square error 

DBSCAN Density-based spatial clustering of applications with noise 
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EBCx Existing building commissioning 
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HHW Heating hot water 

IPMVP International Performance Measurement and Verification Protocol 

kNN k-th nearest neighbour 
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LOF Lack-of-fit 

MLR Multiple linear regression 

M&V Measurement and verification 

OAT Outdoor air dry-bulb temperature 

O&M Operation and maintenance 

PCA Principal component analysis 

SLR Simple linear regression 

SSE Sum of squares error 

SVM Support vector machine 

TDB Dry-bulb temperature 

Symbols 

N, n Total or sub-sample size 

p Number of regression parameters 

𝑅2 Coefficient of determination 

𝑅𝑎𝑑𝑗
2  Adjusted coefficient of determination 

𝑇𝐶𝐿 Cooling coil air leaving temperature 
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1. INTRODUCTION  

1.1. Background 

In 2019, the United States used 16% of end-use energy in the residential sector, 

12% in the commercial sector [1, 2], implying how energy efficiency in buildings have 

made and still can make substantial impact on energy conservation efforts as a whole. 

Building energy calculation is an important technique to estimate or model the 

building’s energy consumption for the purpose of design optimisation, baselining, 

savings verification, model predictive control, data quality assurance, and fault 

detection, to name a few. The ASHRAE Handbook – Fundamentals [3] classified energy 

calculation methods as shown in Figure 1.1. The statistical method is the focus of this 

dissertation. As a data-driven approach, it has been recognised to be simpler to use and 

able to capture the buildings as-built performance more accurately than the forward 

approach [3-7].  

 

Figure 1.1 Classification of energy estimating and modelling methods, summarised 

and adapted from [3] and [8].  

 

Energy Estimating 
and Modelling 

Methods

Forward (Classical) 
Approach

Data-Driven 
(Inverse) Approach

Empirical or “Black-
Box” Approach

Calibrated 
Simulation 
Approach

Gray-Box Approach

Statistical 
Regression 

(Focus of this study)

Machine Learning
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Whole-building energy calculation methods are also classified by guiding 

documents of Measurement and Verification (M&V), one of its most important 

applications. Both EVO IPMVP [9] and ASHRAE Guideline 14 (2014) [10] provide a 

standard set of energy savings calculation procedures. They include component 

isolation, whole-facility before-and-after measurements, and calibrated simulation [11, 

12]. The focus of this work falls under the whole-building approach (IPMVP Option C 

and ASHRAE Guideline 14-2014 Section 5.1). One of the many values of this approach 

is its ability to quickly assess the building energy use pattern without detailed 

information about its system configurations, occupancy schedule, space type, etc., which 

reduces the cost of this activity. An accurate description of the building and its system is 

vital for the forward approach and calibrated simulation. However, in many cases it is 

unavailable, inaccurate, or difficult to verify. A purely data-driven analysis circumvents 

such impediments, making it less expensive. Statistical models are also preferred as a 

simple indication of energy efficiency for a building or a plant compared to a detailed 

simulation programme [13]. 

1.2. Purpose and Objectives 

Since these guidelines for building energy modelling [9, 10] were first 

established, the availability and quality of building energy data have vastly improved. 

More and more often, energy analysts have access to daily or sub-daily energy data 

instead of relying solely on monthly utility bills to perform the analysis. In the 

meantime, the computing devices also rapidly evolved making methods and algorithms 

formerly difficult or expensive to execute now easy and affordable. With these factors in 
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mind, this research aims to provide an expanded and updated framework for whole-

facility energy consumption statistical models of commercial buildings in the following 

aspects: 

1. Expand and specialise the base functional form of the whole-building energy 

statistical model; 

2. Investigate and compare the inclusion of a proxy occupancy variable; and 

3. Automatically and comprehensively search for optimal day-typing of the 

energy data.  

1.3. Methods 

This is a journal-article style dissertation consisting of four parts that are 

published journal articles or unpublished manuscripts. All of them have been revised and 

adapted to fit the format of this dissertation. 

• Section 2 is based on a published literature review [14].  

• Sections 1.3.1 and 3 are based on an extended abstract presented at an 

ASHRAE conference [15] and a published journal article [16].  

• Sections 1.3.2, 1.3.3 and 4 are based on a conference paper presented at 

an ASHRAE conference [17] and an unpublished manuscript.  

• Section 5 is based on an unpublished manuscript.  

This section will also introduce three methodologies that will be applied 

throughout the following sections. 

1.3.1. Change-Point Model 

Figure 1.2 is an example of a generic change-point (CP) model regressed to 

measured HHW consumption data. The formulation in Equation (1) is the four-
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parameter version proposed by Ruch and Claridge [18]. The CP model has been 

successful as it has a sound physical interpretation and appropriately describes the 

relationship between energy consumption and TDB. This formulation describes one 

linear relationship for 𝑇 < 𝑇𝐶𝑃 and another linear relationship for 𝑇 > 𝑇𝐶𝑃, but the 

overall model is nonlinear due to interaction between regression parameters [19].  

 𝑦 = 𝛽1 + 𝛽2(𝑥 − 𝑇𝐶𝑃)− + 𝛽3(𝑥 − 𝑇𝐶𝑃)+ (1) 

where 𝛽1 – intercept, 𝛽2 – left slope, 𝛽3 – right slope, 𝑇𝐶𝑃 – change-point temperature, 

()− – the value in the parentheses is set to zero if it is positive, and ()+ – the value in the 

parentheses is set to zero if it is negative. 

 

Figure 1.2 Example of a CP Model with One Year of Daily HHW Consumption 

Data 
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1.3.2. Model Series 

When the data are separated into multiple groups, say k groups, different 

regression models can be fitted to these data subsets. The k subset models are then 

written in a compact form expressed in Equation (2).  

𝑦̂𝑖 = ∑ 𝜏𝑖𝑘 ∙ (𝛽0𝑘 + 𝛽1𝑘(𝑥𝑖 − 𝛽3𝑘)− + 𝛽2𝑘(𝑥𝑖 − 𝛽3𝑘)+)𝑖  (2) 
 

where 𝜏𝑖,𝑘 = {
1, day 𝑖 ∈ group 𝑘
0, day 𝑖 ∉  group 𝑘

 is an indicator variable. 

This expression will be called a model series in this work. It essentially means 

that the k-th subset model is chosen for day i according to whether day i belongs to 

cluster k. The purpose of expressing all the subset models in a compact form is again so 

that models with different numbers of parameters can be compared under a uniform 

framework. 

1.3.3. DBSCAN Clustering Technique 

There are a variety of clustering methods such as k-means, k-prototype, 

hierarchical clustering, spectral clustering, and so on. In this work, Density-Based 

Spatial Clustering of Applications with Noise (DBSCAN) is chosen for multiple reasons. 

First of all, it has a record of excellent clustering performance [20]. Second, it is highly 

flexible and not restricted by the shape or placement of the clusters as long as the 

constituent data points are relatively close together. Third, like many machine learning 

methods, it has hyperparameters that must be predetermined and then tuned by the user. 

But DBSCAN is relatively simple to use as it has only two of them to tune: 𝜖 and 

minPts. Also, it does not require users to predetermine the number of clusters, which is 
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particularly valuable when the user does not have prior knowledge of the number of 

clusters in the data.  

The DBSCAN method was introduced by Ester et al. [21], and it has a 

straightforward working principle which will be demonstrated using Figure 1.3.The 

algorithm scans every data point with a user-defined distance 𝜖, marked by circles 

centred on each point. When the number of points within 𝜖 of one or more other points is 

equal to or larger than minPts, a cluster is formed, which either (1) creates a new cluster 

if these points are not yet clustered or (2) expands a cluster if the point in question 

already belongs to one. In the figure, because four points are found within distance 𝜖 

from point A, reaching the required minPts = 4, a cluster is formed and the points are 

marked red. If the number of points found within 𝜖 of one or more points is less than 

minPts, as is the case for point C, a cluster cannot be formed. However, since C can be 

reached by D which can successfully form a cluster by having four points within the 

specified distance, it is also included in the red cluster. Point N cannot reach enough 

other points nor can it be reached by other clusters. Points of this type of are considered 

outliers. 
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Figure 1.3 Example DBSCAN graph with 𝝐 Marked by Circles and minPts = 4. 

Adapted from [22]. 

 

The two hyperparameters must be chosen and tuned by the user. To start with, 

this work sets minPts = 4 as recommended by other researchers [21]. When a clustering 

result is unreasonable or unsatisfactory with the set value, the value of minPts is 

increased. Increasing minPts improves the robustness of clustering by not allowing a 

small number of outliers or noise to form their own cluster. The minPts values selected 

for different samples in this work range between 10 and 20. The other hyperparameter 𝜖 

is found with the assistance of the k-nearest neighbour (kNN) graph. A kNN distance is 

the distance of a data point to its k-th nearest neighbour. Once k is decided (usually k = 

minPt – 1), it is a known property of each data point within the sample. A kNN graph 

plots the kNN distance of all data points in ascending order. Figure 1.4 is an example 

kNN graph with k = 25 and shows how the optimal 𝜖 is found based on the “shoulder” of 

the graph. 

D 
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Figure 1.4 Example kNN graph with k = 25. Based on the position of the 

“shoulder”, the optimal 𝝐 is around 1000. 

 

The clustering analysis in this work was applied to samples of CHW-DCW data 

and CHW-ELE data. Before running clustering, obvious outliers are removed manually. 

Implementation is done with the programming language R and a package “fpc” written 

by Hahsler et al. [23].  

 

0

500

1000

1500

2000

2500

3000

3500

0 100 200 300 400

25
-N

N
 d

is
ta

nc
e

Points sorted by 25-NN distance

Example kNN Graph (k = 25)

“shoulder” 



 

9 

 

2. LITERATURE REVIEW 

This review will summarise the previously published articles related to statistical 

models for the whole-facility approach with a focus on more recent works in commercial 

buildings. The following sections will first summarise the literature already published in 

related areas. Secondly, the development of statistical modelling methods and theories 

for whole-building energy consumption will be discussed. Afterwards, the recent works 

applying these techniques will be described. Finally, an overall summary will be given 

and some future research directions will be suggested.  

2.1. Existing Reviews 

The topic of building energy models and M&V in general has received continued 

attention since its beginning in the 1980’s. Review articles found by this work are 

summarised in Table 2.1. The articles collected here include not only reviews of 

academic literature but also reviews of technical reports.  

Table 2.1 Existing Reviews 

Year Citation  Scope 

1984 Hirst [24] Federal Residential Conservation Service 

1987 Hammarsten [25] Energy signature 

1989 MacDonald and Wasserman [26] Metered energy data analysis 

2004 Abushakra et al. [27] Load diversity factor for simulation 

2006 Reddy [28] Calibrated simulation 

2012 Zhao and Magoulès [4] Energy consumption prediction 

2014 Coakley et al. [29] Calibrated simulation 

2016 Abushakra and Paulus [30] Prediction using short-term data 

2016 Harish and Kumar [31] Methods with control applications 

2017 Verhelst et al. [32] Calibrated simulation 

2017 Herrera et al. [33] Weather data for building simulation 

2017 Deb et al. [5] Time series forecasting 

2017 Molina-Solana et al. [34] Data science for energy management 

2018 Amasyali and El-Gohary [6] Data-driven machine learning algorithms 

2019 Bourdeau et al. [7] Data-driven energy prediction 
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The oldest review article found was written by Hirst [24] in 1984. It reviewed the 

federal Residential Conservation Service (RCS) organised in 1981 and addressed the 

issue of whether the measures that led to savings were due to the RCS programme or 

whether they would have been implemented in the absence of RCS. Hammarsten [25] in 

1987 reviewed several academic papers and technical reports on energy signature 

models. The energy signature was defined as a set of parameters estimated from a 

statistical analysis that describe the building’s energy performance. The reviewed studies 

were performed in the USA, Sweden, Switzerland, and Italy. It found the energy 

signature model useful for energy consumption prediction using time-steps of one day or 

longer, but advised caution in using it for building parameter estimation. MacDonald and 

Wasserman [26] in 1989 reviewed analysis methods for measured energy data in then-

published literature for annual total energy and energy intensity comparisons, simple 

linear regression and component models, multiple regression models, building 

simulation programmes, and dynamic thermal performance models.  

Four articles are relevant to IPMVP Option D (calibrated simulation). Abushakra 

et al. [27] reviewed methods for generating typical load shapes required for energy 

simulation as part of ASHRAE Research Project 1093 with the aim of developing a 

library of diversity factors and schedules for typical commercial buildings. Reddy [28] 

reviewed published papers on building energy simulation programs as a part of 

ASHRAE Research Project 1051. He summarised the calibration methods used by the 

authors, capabilities of the tools utilised, as well as the relevant error and uncertainty 

issues. Coakley et al. [29] reviewed various methods utilised by practitioners to calibrate 
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the models. They pointed out that there is no consensus reached on a standard calibration 

procedure and the process usually relied on user knowledge. Harish and Kumar [31] 

covered all methods – simulation, statistical models, and machine learning while mostly 

focused on methods with potential for control applications rather than M&V. Verhelst et 

al. [32] specifically reviewed the model selection for ongoing commissioning programs. 

They observed a large diversity of models and procedures used in ongoing 

commissioning implementations and the potential for cross-domain (namely among 

benchmarking, fault detection and diagnosis, and model-based control) reuse of these 

models is limited. On a related topic, Herrera et al. [33] reviewed the creation and 

handling of weather data for building simulations. Caution was especially advised for the 

production of weather files to express the urban micro-climate. 

On the side of IPMVP Option C, whole-facility modelling approach, three recent 

articles reviewed machine learning methods in this area. Deb et al. [5] reviewed time 

series forecasting techniques used in building energy prediction. The authors noted that 

the infrastructure cost for a system of extensive data collection, monitoring, and control 

network poses a challenge for deployment of these methods. Molina-Solana et al. [34] 

reviewed data science used for building energy management in general including both 

machine learning and statistical methods. It addressed the application of techniques such 

as classification, regression, clustering, association rules, sequence discovery, anomaly 

detection, and time series analysis. Amasyali and El-Gohary [6] reviewed data-driven 

building energy prediction models. They pointed out the said method’s limitation in 

extrapolation and the lack of physical meaning for the parameters. These two review 
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articles which focus on machine learning methods are parallel to this work which will 

focus on statistical models.   

Apart from Deb et al. [5], three other articles emphasised the prediction 

performance of models. Zhao and Magoulès [4] classified modelling methods into five 

categories: elaborate simulation, simplified simulation, statistical methods, ANN, and 

SVM. The statistical methods were found to have the least complexity and the least 

accuracy. Abushakra and Paulus [30] reviewed efforts using short-term simulated or 

measured data to project long-term energy use. They found that short-term data from 

“swing periods” could outperform longer-term data taken from only summer or only 

winter months. Bourdeau et al. [7] used six categories: autoregressive models, statistical 

regressions, k-nearest neighbours, decision trees, SVM, ANN. They speculated that 

future data-driven modelling efforts would likely be categorised as grey-box methods, 

which mitigates the black-box approach’s reliance on large amounts of data and lack of 

generality. 

2.2. Methodology Development  

As the availability of building energy data kept increasing with the advancement 

and accessibility of metering technologies, researchers and practitioners have developed 

methods to extract information from measured data for various purposes. This review 

will summarise papers that contributed to the establishment of building energy statistical 

models. 

Claridge [35] in 1998 comprehensively discussed methods for analysing historic 

temperature-dependent electricity use data including linear regression models, calibrated 
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simulations, Fourier series models, and ANN models, among others. Among those, 

PRISM [36] was the first tool to determine a weather-adjusted index of building energy 

consumption which routinely provided the standard error. Reddy [37] performed very 

early studies on the predictive power of ARIMA and MLR models. Reddy et al. [38] 

described the residual behaviours and the reasons regression models did not work 

ideally. Specifically they pointed out the errors brought in from model mis-specification, 

namely the inclusion of irrelevant variables, exclusion of important variables, 

inappropriate assumption of model’s linearity, and inappropriate assumption of model’s 

order. 

2.2.1. Model Formulation 

When graphical data analytics was relatively new, researchers started to explore 

visualisation of building energy data [39-42]. Those works gave valuable insights into 

the functional forms for building energy models.  

A building’s energy use can be broken down to cooling, heating, and weather-

independent electricity. The former two are strongly dependent on outdoor air dry-bulb 

temperature, often simply referred to as OAT. The CP model has been widely used for 

them as it successfully captures the thermostatic on and off behaviour of most buildings 

[18, 36, 43, 44]. Its most flexible form has four parameters [18, 45]. This model form 

was first pointed out by Schrock and Claridge [46] and the theoretical basis for its broad 

applicability was developed by Kissock et al. [45]. This model is set as the standard for 

the statistical approach in ASHRAE Guideline 14 (2014) [10]. Many research works are 

built upon the CP model. 
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The use of CP models was first made possible by relevant development in 

statistics [47]. At an early stage, Fels [36] used a method where the “balance-point 

temperature” in the degree-day method was treated as a variable in PRISM. Kissock et 

al. [48] and Haberl et al. [49] developed the inverse modelling toolkit for ASHRAE 

research project RP-1050 [50] and reported use of the grid-search algorithm as well as 

methods to calculate the uncertainty. For 3-parameter CP models specifically, Paulus 

[51] derived an explicit solution for the regression problem instead of relying on a grid 

search. Paulus et al. [52] also proposed a method to automatically select the appropriate 

model form among the CP model formulations for whole-building energy use. Monthly 

datasets were used to demonstrate the automated process which selects a simpler model 

form when higher-order parameters are not statistically significant. 

The idea of using linear segments to model non-linear energy data was quickly 

generalized and specialized by several authors. Mathieu et al. [53] divided the hourly 

models into six separate and connected linear segments. This method pays more 

attention to capturing the “load shape” in each temperature range without emphasis on 

the physical significance of each parameter. Fu et al. [15] and Fu et al. [16] proposed 

using three linear segments to capture the heating hot water profile of buildings with 

constant volume reheat systems.  

This model was also found applicable to other aspects of building systems. 

Crawford et al. [54] built segmented models for components (valves etc.) instead of the 

whole building. The procedure can decide how to segment the data by cutting it into 

halves and seeing whether it improves through iteration. Kim and Haberl [55] proposed 
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the use of a revised 3P model for building domestic water use. It found a meaningful 

relationship between indoor water use and OAT. This study also noted that this is likely 

affected by its atypical space. It also found the inclusion of a precipitation parameter 

improves the outdoor part (irrigation) of water consumption while it does not improve 

the indoor part of it. Tereshchenko et al. [56] reported that a compound piecewise 

regression model outperformed other modelling techniques such as support vector 

machine, partial least squares regression, least absolute shrinkage, and selection operator 

in predicting hourly heating and domestic hot water use. 

2.2.2. Independent Variables  

Identifying the independent variables is not only the starting point but the most 

significant part of statistical modelling. Previous works usually included more variables 

with differentiation of system types [43, 57] while more recent papers tend to be 

univariate. There are three types of independent variables typically considered for most 

commercial building energy models: weather, occupancy, and time. For industrial 

facilities a variable related to production is also considered [58]. This section will 

discuss the former two and time effects will be discussed in its own section. 

Excluding a related independent variable or including an unrelated one could 

bring substantial bias to the model [38]. Granderson and Price [59] compared different 

model techniques considering OAT, periodicity (time effects), or both. Those models 

that consider both were found to have improved prediction performance over others and 

similar among themselves. Heo and Zavala [60] used ambient temperature, supply air 

temperature, time stamp, occupancy (CO2 level), and humidity as independent variables 
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in the proposed Gaussian process model. However, using such an extensive list may 

prove troublesome in a classic statistical model which will be demonstrated in the 

following sections.  

Unique to industrial buildings, terms with a production variable need be 

considered for addition to the model (such as [61]). Kissock and Eger [62] and Abels et 

al. [63] applied both weather and production variables for industrial facilities. The 

method disaggregated savings into weather-dependent, production-dependent and 

independent components to gain additional insight into the nature and effectiveness of 

individual measures. Similar to normalised weather, Lammers et al. [64] proposed 

normalising industrial production with "normalized energy intensity".  

2.2.2.1. Weather  

Weather is obviously an influential factor for HVAC-related building energy use, 

but multiple weather variables play a role, such as dry-bulb temperature, humidity, wind 

speed, solar radiation, etc. Although it seems plausible to include as many related 

variables as possible, these weather variables are usually correlated and cause 

multicollinearity in regression models [38, 65]. Fortunately, the selection of weather 

variables can be aided by tools provided by statistics and physical understanding of the 

building system. 

Several papers used PCA to help select the most influential independent 

parameters. Djuric and Novakovic [66] used PCA to model electricity and heating hot 

water use. Among cases it studied, it pointed out that while there is generally a strong 

correlation between heating hot water use and OAT, in some cases the operation 
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schedule could be the strongest driving parameter. Ruch et al. [67] used PCA to re-

construct multiple independent variables for electricity use modelling and prediction of 

supermarket energy use in central Texas, USA to compare with MLR. In that study, the 

independent variables were dry-bulb temperature, absolute humidity, solar radiation, and 

sales. PCA was helpful in providing significantly more stable models (with lower 

parameter standard error) and mildly superior predictions. The paper also discussed how 

independent variables’ influence changed in the two parts of a 4-parameter CP model. 

However in general, researchers prefer to use OAT as the sole independent variable for 

building energy models [45]. 

Influencing variables also vary by energy type. If a facility uses district cooling 

and heating, its electricity use typically should not have a strong correlation with 

weather variables. Even though cooling energy use is strongly influenced by both dry-

bulb temperature and humidity, ASHRAE Guideline 14-2014 [10] specifically 

recommended against using both of them in a multivariate model because their 

multicollinearity would jeopardise the stability of the model and hinder its predictive 

power. On the other hand, ignoring humidity leads to heteroscedasticity as humidity’s 

role is present only when OAT is higher [18]. Under typical operational conditions, only 

when the OAT is over roughly 15°C or 60°F is it possible for the cooling coil to be 

under the wet condition. The high-temperature side of the model would have larger 

errors in an OAT-univariate model because humidity, an influencing factor, is omitted. 

Some researchers proposed using enthalpy as the sole independent variable representing 

both as a work-around [68, 69]. However, Masuda et al. [68] pointed out that while 
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improving the high-temperature side, the low-temperature side of the model would be 

worsened because humidity, now a non-influencing factor, is inappropriately included. 

Li and Baltazar [70] and Li et al. [71] further proposed using a term called “operational 

effective enthalpy” to maintain model performance on both ends. This revised enthalpy 

variable breaks outdoor air enthalpy into its sensible and latent components and only 

considers the latent part when the system is expected to dehumidify. 

Apart from energy consumption modelling, there is a marked lack of literature 

regarding statistical models for electric demand. Kim and Haberl [72] pointed out that 

there has not been agreement on what temperature, e.g. average or maximum, should be 

used for electric demand modelling. Shonder and Hughes [73] performed M&V analysis 

using the monthly electricity bills for a facility in Louisiana, USA. In the study they 

found that for the pre-retrofit period, the electric demand depended on the monthly 

minimum temperature during winter months and on the maximum during summer. In the 

post-retrofit period however, because the winter months no longer required supplemental 

electric heating, the whole year depended only on the monthly maximum temperature. 

This study is an example of the complexity of choosing an appropriate independent 

variable for the electric demand. 

2.2.2.2. Occupancy  

Occupancy is important for models of hourly or sub-hourly data, but its use is 

limited in the literature on statistical models. Possible reasons include: (1) its 

measurement difficulty, (2) its lack of necessity for daily or monthly models, and (3) the 

viability of modelling it as a part of operational schedule. Some studies have estimated 
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occupancy itself, including work performed by ASHRAE MTG.OBB [74] and the 

International Energy Agency’s Annex 66 [75]. Relevant studies were mostly used to 

estimate electric or domestic water demand (e.g. [76, 77]) instead of the weather-

dependent energy forms addressed in this work. There are typically two indirect methods 

[78]. One is to use an operation schedule which reflects when the building is expected to 

be occupied or not. This will be discussed in Section 2.2.3 Time Effects. The other 

method is adopting a variable closely related to occupancy as an alternative. Abushakra 

and Claridge [79] found that using a linear transformation to derive the occupancy level 

from lighting and equipment load data yielded comparable results to directly using a 

detailed walk-through occupant survey. This method was adopted by Abushakra and 

Paulus [80] for energy consumption prediction. Brown et al. [81] used water 

consumption as a proxy for building occupancy in some non-domestic buildings, 

including schools, offices, libraries, and some commercial premises and industrial units 

and shops in Leicester, UK. It pointed out that no publication was found using this 

approach in similar areas at the time. Fu et al. [17] explored the use of the domestic cold 

water consumption data as proxy for occupancy level. It applied the domestic water data 

in a clustering analysis to represent multiple occupancy levels of a classroom building to 

developed different statistical models and resulted in significantly improved model fit.  

2.2.3. Time Effects 

Time plays a crucial role in building energy models. There are two types of time 

effects in building energy data. The first is autocorrelation which can be caused by the 

building’s thermal mass effects and brought in from weather influence. The second is the 
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periodicity typically built into the system operation schedule. Both present significant 

challenges to model accuracy and uncertainty estimation. These effects, however, can be 

substantially mitigated by using data of lower resolution. Katipamula et al. [82] 

suggested that daily data are preferable for retrofit savings determination, while hourly 

models are the best for O&M purposes, which would now be called commissioning 

purposes. 

2.2.3.1. Lag and Autocorrelation 

If not addressed properly, inflated autocorrelation may mislead the energy 

analyst to have undue confidence in the model’s uncertainty [38, 65]. These effects are 

stronger in hourly data. Daily data tend to still have at least a first-order autocorrelation 

but it is significantly reduced [38, 83]. Tereshchenko et al. [56] reported the lag of 

hourly hot water data was 14 hours in one case study. Dhar et al. [84] obtained results 

that were favourable and comparable to other methods including ANN and wavelets 

using a nonlinear temperature dependent Fourier series model for hourly energy use. 

Ruch et al. [85] used a hybrid ordinary least squares and autoregressive model and found 

it provided favourable short-term projection and robust estimate of uncertainty. 

2.2.3.2. Periodicity and Scheduling 

Periodicity is usually caused by the diurnal or weekly schedule of system 

operation. It can be seen as a type of long-term autocorrelation with larger lags and may 

be addressed by multiple approaches. 

First, a profile or statistical diversity factor can be used to describe the periodic 

load. As early as 1986, Reiter [86] studied archetypical diurnal and seasonal load shapes 
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in the commercial sector for lighting, equipment, heating, and cooling end-use 

consumption. Claridge et al. [87] described a method to capture the profile of hourly 

electricity consumption accurately on a weekday or a weekend day using a diversity 

factor. This method was reviewed by Abushakra et al. [27] for building simulation but 

can also be applied to statistical models [88, 89]. 

A second approach is simply creating separate models for different operation 

conditions. Eto [90] considered different operation modes that the system changes 

between as multiple more-or-less steady-state conditions. Many papers have applied this 

principle to develop separate statistical models for different hours, days, or control 

regimes [67, 91-97] as well as calibrated simulations [98, 99]. This scheduling process 

can be performed simply by identifying a day’s calendar feature (i.e. weekday, weekend, 

holiday, etc.) or by using statistical tools such as clustering. Mathieu et al. [53] 

developed multiple piecewise linear models for all 168 hours of a week to analyse 

temperature-dependent 15-min electricity data. Clustering techniques have been popular 

for separating data into different groups. Jalori and Reddy [78] and Seem [100] used 

different clustering algorithms to help identify which group each day belongs to and 

remove outliers from the data. Li et al. [101] applied Canonical Variate Analysis to 

cluster electricity consumption data in an application to identify abnormal utility 

consumption and notify the building operator in real time. 

2.2.4. Uncertainty  

Reddy et al. [38] and Reddy et al. [83] provided detailed discussions on sources 

of errors in building energy regression models. Reddy and Claridge [102] provided a 
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framework for calculating uncertainty in energy savings from CP models but at the same 

time suggested against using a hard cut-off threshold for energy models but rather 

consider the ratio of the expected uncertainty to the total savings. There are two main 

challenges in the uncertainty calculation for statistical building energy models: 

autocorrelation and non-linearity. There has not been a consensus for an analytical 

solution to these challenges.  

Autocorrelation has been discussed in section 2.2.3. Reddy et al. [83] suggested 

adopting the Cochrane-Orcutt procedure as a remedial approach to overcome the first-

order serial correlation effects in daily data. Ruch et al. [65] proposed a hybrid ordinary 

least squares and autoregressive model for uncertainty calculation but cautioned that the 

autoregressive component has no use in prediction.  

Many authors proposed alternative methods to overcome the non-linearity 

challenge. Several authors proposed simply ignoring the uncertainty of the change point 

itself in CP models in order to apply classic linear statistical methods [102-104]. 

Shonder and Im [105] and Heo and Zavala [60] proposed the use of Bayesian inference 

or Gaussian process modelling as a consistent framework for estimating savings and 

savings uncertainty in a more systematic way. Authors from Lawrence Berkeley 

National Laboratory used cross validation to measure uncertainty of these non-linear 

models [106-109]. In this method, in the baseline, part of the data was used for training 

and the resulting predictions were compared to the remaining data for validation. The 

model uncertainty is then calculated via this comparison.  
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2.2.5. Training Set Length  

A full year of measurement is recommended to provide a complete picture of a 

building’s energy profile for model training. Using shorter periods of training data often 

leads to degradation of the model performance, such as reported in [108]. However, 

sometimes shorter datasets must be used to project annual energy use due to constraints 

of time and cost. Researchers generally agree that when the selected training period has a 

large enough temperature span, it can provide fairly good results [82, 92, 110-112]. On 

the other hand, if the selected period centres on summer or winter, datasets as long as six 

months would still perform poorly. Abushakra and Paulus [30] in 2016 reviewed various 

studies that investigated how short datasets could be applied for long-term energy use as 

part of ASHRAE Research Project RP-1404. This research project used hourly data, 

daily data, and a hybrid of daily (short-term) and monthly data (long-term) to construct 

statistical models [80, 113, 114]. These studies suggested that the closer the average 

temperature of the model period was to the average temperature of the whole year (the 

projected period), the better their performance. Counterintuitively, having more data did 

not always help – if the additional data pulls the average temperature away from the 

annual average, it diminishes the prediction accuracy. 

This practice is also subject to other sensitivities. For example, VAV systems 

with higher outdoor air intake [115] and heating energy use [82, 92] may be more 

susceptible to prediction error. 
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2.3. Applications 

Benefiting from quick and inexpensive development, statistical models are 

applied to building energy analysis across all sectors: residential, commercial, and 

industrial. This section will review the articles that applied the statistical approaches in 

their applications, mainly in assessment, M&V, and data screening. Many of them 

overlap with those already discussed in the previous section concerning the theoretical 

development. A list of reviewed articles and their applications is provided in Table 2.2. 

2.3.1. Assessment 

Comparing whole-building energy consumption, either “horizontally” among 

different but similar buildings or “vertically” between one building’s pre- and post-

retrofit periods, is no simple task. Because the energy use is affected by many factors, it 

must be normalised in some way to make a reasonable comparison. The “horizontal” 

comparison is usually conducted for performance assessment to identify building 

“outliers” whose energy behaviour is different from others with similar characteristics. 

Perez et al. [116] studied the energy consumption data of 45 similar houses in Austin, 

Texas, USA and compared their CP model slopes to screen buildings that have energy 

savings potential by targeting houses with the largest magnitude of slopes. Burak Gunay 

et al. [117] applied CP model, regression tree, and ANN to hourly building energy 

intensity of 35 office buildings in Ottawa, Ontario, Canada. CP model parameters were 

compared to identify building outliers. Other multivariate methods also used wind speed, 

solar radiation, and an on-off schedule indicator as independent variables. The three 
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methods were largely in agreement identifying outlier buildings, but multivariate models 

provided more insight into the potential cause. 

2.3.2. Measurement and Verification  

The “vertical” comparison is measurement and verification (M&V). The ability 

to appraise how much energy is saved accurately is fundamental to any energy 

conservation measure [118]. This task is completed by M&V which is a major 

application of statistical data-driven models. Turner et al. [119] summarized results of 

the Texas LoanSTAR (Loans to Save Taxes And Resources) program which was a $98.6 

million capital retrofit program for building energy efficiency. This program heavily 

contributed to energy guidelines such as NEMVP [120], IPMVP [9], and ASHRAE 

Guideline 14 [10]. Acquisition and monitoring of building energy data is indispensable 

in these long-term savings projects [44, 121]. Figure 2.1 shows part of the process of an 

existing building commissioning (EBCx) project. During the step where the project is 

handed off to the owner, the energy savings must be documented following accepted 

M&V protocols such as IPMVP [9] and ASHRAE Guideline 14 [10].  
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Figure 2.1 Outline of part of the EBCx process, adapted from Claridge et al. [122]. 

 

Shonder and Hughes [73] pointed out the importance of normalizing occupancy, 

weather, and energy price, among other factors when calculating energy cost savings in 

M&V. Earlier researchers used a Normalized annual Consumption (NAC) index to 

compare a building’s energy consumption under different weather conditions [36, 123-

126]. Fels and Goldberg [123] studied its use in natural gas consumption in townhouses 

and aggregated residential building groups. Stram and Fels [125] applied this method to 

residential cooling energy and combined cooling and heating energy. Ruch and Claridge 

[126] applied it to commercial buildings. Most of the works above prefer to use OAT as 

the sole independent variable, but Kissock et al. [127] cautioned that the change in 

indoor air temperature and internal gain may have a large impact on calculated energy 

savings and should be routinely monitored for savings estimation. 

Shin et al. [128] reported the savings of a renovated net-zero energy building 

with multiple calculation methods, including unadjusted savings, CP regression model, 

and calibrated simulation. The calculated savings ranged from 37% to 50%. The 
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ASHRAE/CIBSE/USGBC Performance Measurement Protocols for Commercial 

Buildings [129] was applied by researchers in a field test where the CP model was used 

to analyse electricity use, electric demand, and natural gas consumption [72, 130, 131].  

2.3.3. Data Screening 

Statistical models are sometimes applied for energy data screening, either to 

identify faulty data points or irregular operation. These applications often require models 

of less variability. Shao and Claridge [132] proposed the energy balance load as a 

variable that is more stable than consumption of individual energy type and is 

independent from air-side system configuration. Relying on its stability, anomalies 

detected in energy balance load can more sensitively direct to problems of energy 

consumption data. Ji et al. [133] proposed using enthalpy in place of dry-bulb 

temperature to plot the energy balance to account for humidity influence. Masuda et al. 

[134] further developed statistical control limits of the energy balance load. As 

heteroscedasticity is one of the major challenges of cooling energy modelling that is also 

present in energy balance load, the work used the bin method to calculate the variable 

variance. Re-constructing the independent variable is also an approach to address 

heteroscedasticity and improve model performance and Masuda et al. [68] discussed 

outdoor air enthalpy in place of OAT to improve high temperature performance (and 

thus high-enthalpy) for cooling energy and energy balance models to account for the 

influence of humidity. 

Li et al. [101] applied a combination of autoregressive model, Canonical Variate 

Analysis, and Linear Discriminate Analysis for FDD of a building’s electricity 
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consumption. Some non-parametric methods were also applied in this area. Seem [135] 

separated data by day of week and marked outliers by statistical distribution. Brown et 

al. [81] identified ‘failure modes’ of building energy systems by inspecting plotted 

energy data visually.  

2.3.4. Other Applications  

Researchers also explored other applications for statistical models. Some 

researchers used whole-building energy data to determine building characteristics 

inversely [136, 137].  

 



 

29 

 

Table 2.2 List of Articles Discussing Applications of Statistical Approaches for Building Energy Consumption 

Year  Model Type* Building 

Sector 

Energy 

Type 

Energy Data Independent 

Variable(s)*** 

Purpose or 

Application Source Length** Resolution 

1986 [36] PRISM Residential NG Measured 1 Y Monthly OAT M&V 

1986 [123] PRISM Residential NG Measured 1 to 4 Y Monthly OAT M&V 

1986 [124] PRISM Residential ELE Measured 7 M to 2 Y Monthly OAT M&V 

1988 [90] DD, VBDD Commercial ELE, NG Synthetic 12 Y Monthly DD Assessment 

1989 [37] Thermal 

Network, 

MARMA,  

Time Derivative 

Residential ELE Measured 290 to 562 H Hourly,  

10-min 

OAT, Solar, 

ELE (non-

cooling) 

Projection 

1993 [126] NAC Commercial ELE, CHW, 

HHW 

Measured 1 Y Daily OAT Assessment 

1994 [138] Bayesian Commercial ELE, CHW, 

HHW 

Measured 4 M Hourly OAT, Hum., 

Solar, WS 

Projection 

1994 [89] Bin, CP Commercial ELE, CHW, 

HHW 

Measured 11 M Daily OAT, TS M&V 

1996 [139] CP Commercial CHW, STM Measured 1 Y Monthly OAT M&V 

1996 [140] Bayesian Commercial ELE, CHW, 

HHW 

Measured 1 Y Hourly OAT, Solar, WS, 

TS, Hum. 

Projection 

1996 [94] MLR Commercial ELE, CHW, 

HHW 

Measured 1 Y Hourly OAT, Solar, WS, 

Hum. 

Projection 

1997 [111] MLR, Fourier Commercial ELE, CLG, 

DHW, IL 

Synthetic 4 W Hourly OAT, Hum., 

Enth., Solar, IL, 

TS 

M&V 

1997 [104] VBDD, CP Commercial ELE, NG Measured 1 Y Monthly DD, OAT M&V 

1998 [84] Fourier Commercial ELE, CHW, 

HHW 

Measured 4 to 35 M Hourly TS M&V 

1998 [141] CP Commercial ELE, CHW, 

HHW 

Measured 1 Y Daily OAT M&V 

1998 [45] CP, NAC Commercial CHW, 

HHW 

Measured 13 M Daily OAT M&V 

1998 [127] CP Residential ELE, HTG Measured 5 M Daily OAT, DT M&V 

1998 [96] CP Commercial ELE, NG Measured 2 Y Monthly OAT Assessment 

2004 [61] CP Industrial ELE, NG Measured 1 Y Monthly OAT, Production Assessment, 

M&V 
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Table 2.2 Continued 

Year  Model Type* Building 

Sector 

Energy 

Type 

Energy Data Independent 

Variable(s)*** 

Purpose or 

Application Source Length** Resolution 

2006 [62] CP, VBDD Industrial Fuel Measured 1 Y Monthly DD, OAT, 

Production 

M&V 

2006 [132] N/A Commercial EB Measured, 

Synthetic 

1 Y Daily  OAT Screening 

2006 [73] VBDD, SLR Commercial ELE, 

Demand 

Measured 12 - 21 M Monthly DD, Max or Min 

TDB 

M&V 

2007 [135] N/A Commercial Elec. Power Measured 1 M Daily (Peak) TS Screening 

2008 [133] N/A Commercial EB Measured, 

Synthetic 

1 Y Daily  Enth. Screening 

2008 [58] CP, VBDD Industrial Fuel Measured 1 Y Daily OAT, DD, 

Production 

M&V 

2008 [134] CP Commercial EB Measured 1 Y Daily OAT Screening 

2009 [110] CP, SLR Commercial ELE Measured 1 Y Hourly OAT M&V 

2009 [68] N/A Commercial EB Measured 1 Y Daily Enth. Screening 

2010 [101] CVA Commercial ELE Measured 5 M Half-Hourly CV, TS Screening 

2011 [63] CP Industrial ELE, NG Measured 1 Y Monthly OAT, Production Assessment 

2011 [64] CP Industrial ELE, NG Measured 1 Y Monthly OAT, Production M&V 

2011 [53] PWLR Commercial Elec. Power Measured 5 M 15-min OAT, TS Projection, 

Demand 

Response 

2012 [60] Gaussian Commercial ELE, CHW Measured, 

Synthetic 

1 Y, 37 D Daily, 

Hourly 

OAT, TS, Occ., 

Hum., Supply air 

temp., CO2 

M&V 

2012 [136] N/A Commercial EB Measured 1 Y Daily OAT Characteristics 

2012 [105] Bayesian, DD, 

CP 

Residential NG, ELE Measured 1 Y Monthly, 

Daily 

DD, OAT M&V 

2013 [113] CP Commercial ELE, CHW, 

HHW 

Measured, 

Synthetic 

1 - 12 M Daily OAT, IL, Hum. Projection 

2014 [55] CP Commercial DHW Measured 1 Y Monthly OAT, 

Precipitation 

Assessment 

2014 [114] CP Commercial ELE, CHW, 

HHW 

Measured, 

Synthetic 

1 - 12 M Daily OAT Projection 
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Table 2.2 Continued 

Year  Model Type* Building 

Sector 

Energy 

Type 

Energy Data Independent 

Variable(s)*** 

Purpose or 

Application Source Length** Resolution 

2015 [78] Clustering Commercial ELE Measured, 

Synthetic 

1 Y Hourly TS Screening 

2016 [80] CP Commercial ELE, CHW, 

HHW 

Measured, 

Synthetic 

2 W Hourly OAT, IL, Hum. Projection 

2016 [69] CP, DD Commercial CHW Measured 1 Y Daily Enth., TS Projection 

2017 [116] CP Residential ELE Measured 1 Y Daily, 

Hourly 

OAT Assessment 

2017 [142] CP Commercial ELE Measured 1 Y Daily OAT M&V 

2019 [117] CP, Regression 

Trees, ANN 

Commercial CLG, HTG Measured 1 Y Hourly OAT, WS, Solar, 

Occ. 

Screening 

2019 [128] CP Commercial ELE Measured 1 Y Daily OAT M&V 

          

* Abbreviations exclusively used in the Energy Type column: NG, natural gas; ELE, electricity; CHW, chilled water; HHW, 

heating hot water; STM, steam; CLG, cooling; DHW, domestic hot water; IL, internal load; HTG, heating; EB, energy 

balance; Elec. power, electric power. 

** Abbreviations exclusively used in the Length column: Y, year; M, month; W, week; H, hour. 

*** Abbreviations exclusively used in the Independent Variable(s) column: Hum., humidity; WS, wind speed; TS, time stamp; 

Enth., enthalpy; IL, internal load; CV, canonical variable; Occ., occupancy; temp., temperature. 
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2.4. Summary 

2.4.1. Literature Chronology 

Publication year ranges of the reviewed articles are summarised in Figure 2.2. 

Only academic articles directly discussing the statistical approaches are included in this 

figure and articles discussing related areas (e.g., simulation, machine learning) and 

guideline documents etc. are excluded. It shows a clear surge of publications from 1996 

to 2000. Much slower growth was seen from 2000 to 2010. 41% of the reviewed 

academic articles were published in 2010 or later and 58% in 2000 or later. The oldest 

reviewed article was published 1980 but this article was concerned with statistical 

theories on which CP models are based [47]. Other than this, the oldest articles directly 

related to building energy models were published in 1984 [24, 41].  

 

Figure 2.2 Number of articles discussing statistical approaches to analyse whole-

building energy consumption data by publication year range. 
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2.4.2. Future Research Directions  

This review has identified several areas that are not sufficiently addressed in the 

literature. The items below show one common theme which is that statistical models for 

building utilities have a heavy reliance on OAT as the sole independent variable. 

• Electric demand: There has not been much work modelling electric demand 

using statistical models. One challenge pointed out in the literature regards the 

parameter that should be used as the driving variable [72]. Average daily or 

monthly temperature which is used in usual energy consumption models seems 

inappropriate for electric demand and some form of local maximum should be 

used instead. At the present time there is no agreement on the most appropriate 

parameter. 

• Power factor: The power factor is another quantity that is often considered in 

retrofit or commissioning projects and sometimes charged on utility bills. 

However, no literature has been found discussing the modelling and baselining of 

power factor.  

• Domestic water consumption: Building water savings are covered in ASHRAE 

Guideline 14 (2014) [10] as a utility consumed by buildings even though it is not 

a form of energy. Again, because a building’s water use is not typically weather 

dependent (with notable exceptions in [55, 56]), at the present time there is no 

established solid M&V method for water savings similar to energy. Existing 

literature relies on occupancy to predict water use [76].  
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• Occupancy variable: Occupancy was difficult to measure directly but there has 

been rapid development [74, 75]. Abushakra and Claridge [79] reported that 

using a factor derived from measured light and equipment electricity 

consumption in the model yielded results comparable to using actual measured 

occupancy. Since then even with the rapid progress in methodology and 

techniques of occupancy measurement, there has been limited progress applying 

these for whole-building statistical models [81]. 

• Specialised formulation: Many of today’s statistical models rely primarily on a 

change-point formulation. The four-parameter functional form has been accepted 

as a standard for commercial buildings but is not a universal solution to all 

problems. Researchers recently provided examples where the classic model form 

may fall short and an improved form or an alternative method was needed [15, 

16, 53, 89]. 

 



35 

 

3. BREAK-POINT STATISTICAL MODEL FOR BUILDING HEATING HOT 

WATER CONSUMPTION WITH CONSTANT VOLUME REHEAT SYSTEMS 

3.1. Overview 

A very early use of the change-point concept was by Fels [36], where the “break-

even temperature” for use in the classic degree-day method was treated as a variable. 

While this was not called a CP model, this expanded degree-day model was equivalent 

to a three-parameter CP model. The CP method was made easier to implement thanks to 

the grid-search method [47, 48]. It was soon used in savings calculations for gas and 

electricity consumption of residential houses [123-125]. This piecewise-linear form was 

later upgraded to a four-parameter CP model by Ruch and Claridge [18] for better 

flexibility. CP models proved an accurate and cost-effective method in M&V 

applications and were tested for commercial buildings [91, 119, 141], industrial 

buildings [58, 143], and also HVAC component modelling [54].  

Reddy et al. [38] pointed out that model misspecification is an important source 

of uncertainty. In the search for an accurate regression form for whole-building energy 

consumption, researchers made efforts in expressing the energy use based on physical 

understandings of building systems and operations. Katipamula et al. [144] and 

Katipamula et al. [92] found that when daily data are used, dry-bulb temperature alone 

can account for more than 80% of variation, whilst dew-point temperature, internal gain, 

solar gain, etc. are not as influential. Reddy et al. [43] provided closed-form steady-state 

functions for major air-side HVAC system types in order to obtain accurate regression 

models of monitored energy use. Chonan [140], who participated in ASHRAE’s Great 
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Energy Shootout with minimal background in HVAC systems, used a Bayesian 

nonlinear regression method, but noted that even when applying a “universal” solution to 

the energy prediction problem, understanding of the physical system would be 

immensely helpful. 

Earlier works seldom separate cooling and heating from the total electricity 

consumption, usually due to metering availability. The three energy types, electricity, 

cooling, and heating, present different challenges in energy modelling. While electricity 

usually only has a weak dependence on weather when it does not drive an on-site plant, 

both cooling and heating are heavily weather-dependent. Typically, cooling energy 

modelling poses a dilemma between neglecting humidity with risk of model 

misspecification and heteroscedasticity, and including a humidity term but tolerating 

inflated prediction uncertainty due to collinearity. Researchers proposed different 

approaches to address this problem, such as using enthalpy [133] or a transform of 

enthalpy [70, 71] as the independent variable. In the meantime, heating energy 

modelling mostly focuses on finding the most appropriate form to track the load shape. 

Kissock et al. [145] found that heating energy models may be more susceptible to bias 

caused by short data periods than cooling energy models.  

The heating energy model of this work will use whole-building HHW data where 

it is supplied by a district plant. A different and improved formulation inspired by the CP 

model is proposed and tested in this work for buildings using a CVRH system. These 

systems tend to have a rather different heating energy use profile than what the CP 

model typically aims at. Perhaps due to the success of the classic CP model, these 
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different profiles are often seen as results of low-quality data or malfunctioning controls. 

In the meantime, as CVRH systems are designed for perfect humidity control in 

exchange for very poor energy efficiency due to substantial simultaneous heating and 

cooling, buildings with such system types tend to have great savings potential [57]. It is 

therefore valuable to develop and improve modelling methods for these buildings. 

3.2. Theory and Methodology  

3.2.1. Constant Volume Reheat System Operation 

A typical single-duct CVRH system has a cooling coil and a heating coil in the 

air-handling unit, and reheat coils in terminal boxes. The only way to dehumidify the air 

in a CVRH system is by cooling the air below its dew point for the moisture content to 

condense. A typical 𝑇𝐶𝐿 used for dehumidification is 55°F (13°C). However, this air 

would overcool the occupied zones under most load conditions; thus the reheat coil 

brings its temperature back up to a suitable level, say 65°F (19°F). The need for 

dehumidification is seasonal. Many buildings therefore simply rely on the outdoor air 

TDB to reset 𝑇𝐶𝐿 for its humidity control sequence. Since reheat load would only be 

present when 𝑇𝐶𝐿 is low, the setpoint of 𝑇𝐶𝐿 would influence reheat load, thus total 

heating and cooling load of the building. 

In order to display the load shape of heating coil load (both primary heating and 

reheat load) of a CVRH system under these conditions, calculations were conducted with 

temperature bins in steady state. The calculations are based on the Simplified Energy 

Analysis Procedure by Knebel [146]. The results are shown in Figure 3.1 . Figure 3.1 (a) 

shows a control sequence where 𝑇𝐶𝐿 remains constant for all values of TDB. The 
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resulting heating coil load has a typical change-point shape. If a simple reset is used for 

𝑇𝐶𝐿 where it is set to a lower temperature when TDB is higher than 60°F (16°C), as 

shown in Figure 3.1 (b), heating coil load would unexpectedly increase at this point 

because of the activation of dehumidification. More commonly, the control sequence 

gradually decreases 𝑇𝐶𝐿 as TDB rises and there is a transition band for both 𝑇𝐶𝐿 and 

heating coil load, shown in Figure 3.1 (c). In either case of 𝑇𝐶𝐿 reset, the heating coil 

load shape exceeds the scope of the classic CP model and needs a different model. 

 

Figure 3.1 Cooling Coil Air Leaving Temperature Setpoint and Calculated Heating 

Coil Load as Functions of Outdoor Air Dry-Bulb Temperature of a Generic CVRH 

System. The Unit for Heating Coil Load is Arbitrary.  

 

3.2.2. Break-Point Formulation 

A new formulation is therefore proposed to describe the relation shown in Figure 

3.1 (a) and (b). Inspired by the change-point models, this method aims to find the break-

points and use straight lines for each segment. There are multiple ways to do so. 

Equation (3) is adopted for its clear physical interpretation. Some other equivalent 

formulations will be addressed in the discussion section. 
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 𝐸 = {

𝛽1 + 𝛽2𝑇, 𝑇 ≤ 𝑇𝐿

𝛽3 + 𝛽4𝑇, 𝑇 ≥ 𝑇𝑅
𝐸𝐿−𝐸𝑅

𝑇𝐿−𝑇𝑅
(𝑇 − 𝑇𝑅) + 𝐸𝑅 , 𝑇𝐿 < 𝑇 < 𝑇𝑅

 (3) 

where E – energy use, T – outdoor air temperature, 𝛽𝑖 – the i-th regression parameter, 𝑇𝐿 

and 𝑇𝑅 – left and right break-point temperatures, 𝐸𝐿 = 𝛽1 + 𝛽2𝑇𝐿, and 𝐸𝑅 = 𝛽1 + 𝛽2𝑇𝑅. 

Demonstrated in Figure 3.2 , this formulation uses three straight lines. One is to 

the left of the first break-point 𝑇𝐿 and one to the right of 𝑇𝑅. These two are expressed in 

the first two lines of the model. The third line of the model simply connects the two 

break-points; (𝑇𝐿 , 𝐸𝐿) and (𝑇𝑅, 𝐸𝑅), and this part presents no new parameters. Similar to 

the change-point models, a grid-search method is needed for the break-point model to 

converge properly. An ad hoc tool is developed because there is no double grid-search 

tool at the ready. 

 

Figure 3.2 Shape of a BP Model  
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3.3. Case Study  

Nine sets of whole-year measured heating hot water consumption data were used 

to test this method. These data sets come from seven on-campus buildings. Two of the 

buildings are used twice with different data years. The data sets were cleaned where days 

with a reported meter fault or irregular operation were removed. All these buildings are 

primarily served by constant volume reheat systems and have heating energy profiles 

that are not appropriate for the classic change-point models. Table 3.1 lists some basic 

information of these buildings. The sample covers a variety of building types: two of 

them have mixed use of offices and classrooms, two others have mixed use of 

laboratories and classrooms, three are residence halls, and the last one is a sports service 

building with an indoor practice facility. The majority of the buildings are aged, ranging 

from the oldest one built in 1932 to the second newest one in 1981. The newest building 

is also the only sports building which was built in 2009.  

Table 3.1 Basic Information of the Sample Buildings 

Building Year Built Area Primary Building Use 

  (ft2) (m2)  

A 1933 10,872 1,010 Offices and Classrooms 
B 1932 38,313 3,543 Laboratories and Classrooms 
C 1960 35,458 3,293 Laboratories and Classrooms 
D 1981 53,493 4,970 Residence Hall 
E 1979 59,196 5,499 Residence Hall 
F 1979 53,719 4,991 Residence Hall 
G 2009 58,356 5,421 Sports 
     

 

The BP model is fitted to the nine data sets. Figure 3.3  shows the regression 

results using measured whole-building HHW consumption data over a one-year period. 

Both the classic CP model and the proposed BP model are plotted for comparison. Some 
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details of the fitted models are presented in Table 3.2  and the goodness-of-fit metrics as 

well as the comparison between the two models are presented in Table 3.3. 

 

 

Figure 3.3 Measured Whole-Building Whole-Year HHW Use and the Comparison 

of CP Models and BP Models.  

 

Table 3.2 Details of Fitted Break-Point Models (BP) of the Sample Building 

Datasets 

Model Building Data Year Sample Size 𝑻𝑳 𝑻𝑹 

   (days) (°F) (°C) (°F) (°C) 

(1) A 2017 358 57.3 14.0 82.3 27.9 
(2) B 2017 358 61.0 16.1 81.0 27.2 
(3) C 2017 320 67.3 19.6 71.3 21.8 
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Table 3.2 Continued 

Model Building Data Year Sample Size 𝑻𝑳 𝑻𝑹 

   (days) (°F) (°C) (°F) (°C) 

(4) C 2018 352 56.8 13.8 75.8 24.3 
(5) D 2017 338 62.0 16.7 76.0 24.4 
(6) E 2017 311 58.4 14.7 73.4 23.0 
(7) F 2017 300 58.0 14.4 77.0 25.0 
(8) F 2018 325 56.7 13.7 78.7 25.9 
(9) G 2018 362 59.1 15.0 72.1 22.3 

 

Table 3.3 Comparison with Fitted Break-Point Models (BP) and Four-Parameter 

Change-Point Models (4P-CP) 

Model BP model 4P-CP model Lack-of-fit test 

 𝑹𝟐 𝑹𝐚𝐝𝐣
𝟐  CV-RMSE 𝑹𝟐 𝑹𝐚𝐝𝐣

𝟐  CV-RMSE F Score p-Value 

(1) 0.567 0.561 28.8% 0.549 0.548 29.2% 4.5 0.011 
(2) 0.405 0.396 39.6% 0.371 0.369 40.8% 10.4 <0.001 
(3) 0.613 0.606 14.3% 0.556 0.554 15.4% 21.7 <0.001 
(4) 0.751 0.747 13.1% 0.721 0.720 13.8% 15.3 <0.001 
(5) 0.452 0.443 17.8% 0.381 0.379 19.0% 20.2 <0.001 
(6) 0.196 0.182 17.5% 0.103 0.100 18.4% 14.9 <0.001 
(7) 0.439 0.430 12.6% 0.418 0.416 12.8% 5.1 0.007 
(8) 0.683 0.678 12.0% 0.609 0.608 13.3% 31.4 <0.001 
(9) 0.501 0.494 24.7% 0.316 0.315 28.7% 49.9 <0.001 

 

3.4. Discussion   

All cases shown in Figure 3.3  demonstrate that the proposed BP formulation 

successfully captures the shape of the HHW consumption and appears to have better fit 

than the classic four-parameter CP model. 

3.4.1. Break Points  

The key challenge of using the BP model is finding the two BP’s. Similar to CP 

models, the grid-search method is recommended for its non-uniformity. The two BP’s 

are found by exhaustive search and the other four parameters are calculated by least-

squares simple linear regression. Figure 3.4 is a flowchart demonstrating this procedure. 

The model with the smallest sum of squares error found in the grid is then chosen. 
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Figure 3.4 Flowchart for the Break-Point Searching Algorithm Between 35°F and 

85°F with Step of 0.01°F.  

 

3.4.2. Residual Behaviour 

The plots in Figure 3.3 show that the two model formulations tend to have some 

degree of agreement on the left side where outdoor air temperature is low. However, the 
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BP model, being able to take one more turn, outperforms the CP model in tracking the 

decreasing HHW use when the temperature is high on the right side. 

Figure 3.5  provides a closer look at this improvement by examining the residual 

behaviour.  The residuals are divided into three sections by the break-points. The slopes 

of the CP model residuals are calculated in each section and plotted on the plots as well. 

The same residual slopes of the BP models for these sections are zero by definition. The 

slopes of the CP model residuals are all close to zero in the left section. However, all 

nine CP models show a clear slope in the right-most section on the residual plots. This is 

true for six of the nine models in the middle section as well. These regional slopes are 

problematic if the model needs to be used for extrapolation at the higher-temperature 

end. It is eliminated by BP model which has a more accurate linear component to the 

right.  
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Figure 3.5 Regression Residual of Each CP and BP Model Plotted Side by Side, 

with One Horizontal Zero-Line Crossing Through Each and Local Slopes of CP 

Model Residuals Divided by Break-Points. 

 

3.4.3. Improvement of Fit 

Table 3.3 shows that all BP models produced more favourable R2 and CV-RMSE 

values compared to 4P-CP models. The R2 of BP models ranges from 0.19 to 0.78 and is 

largely affected by the quality of the data sets themselves. Also, because the data used in 

this study do not have a strong overall trend, the flatness of data also results in poorer R2 

values. CV-RMSE of BP models varies from 12% to 42%, where seven out of nine are 

lower than 25% which is the ASHRAE Guideline 14 recommended threshold [10]. 
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Notably, the CP version of model (9) does not reach this threshold while its BP model is 

improved to fall within the Guideline 14 threshold. Adjusted R2 values are also provided 

in Table 3.3 to provide slightly more accurate comparison between the models as the two 

models have different numbers of parameters, namely that the BP model has six and the 

CP model has four. 

Although all BP models yielded better results judged by the metrics in Table 3.3, 

some of them seem marginal. Lack-of-fit tests with 95% confidence level (𝛼 = 0.05) 

were therefore conducted to provide additional clarity. The test treats the BP model, 

transformed to an equivalent formulation of Equation 4, as an improvement to the CP 

model with two additional parameters. Compared to Equation 1, Equation 4 adds a term 

for 𝛽4 and splits 𝑇𝐶𝑃 to 𝑇𝐿 and 𝑇𝑅, effectively adding two more parameters. This 

formulation was not used for regression, because in the case of simple reset (See models 

(3) and (4) shown in Table 3.2  and Figure 3.3 ), the middle section would have infinite 

slope and the regression parameter 𝛽4 cannot converge. 

 𝐸 = 𝛽1 + 𝛽4𝑇 + 𝛽2(𝑇 − 𝑇𝐿)− + 𝛽3(𝑇 − 𝑇𝑅)+ (4) 

The test results of all nine model pairs yielded p-values less than 𝛼 = 0.05, 

indicating that the BP models have significantly improved the regression results from the 

CP models [147]. 

3.5. Summary 

The proposed break-point formulation has been tested on measured whole-

building heating hot water energy use data and proved suitable for the sample of 
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buildings tested. The models successfully captured the operational characteristics of the 

studied cases. Although the average change in CV-RMSE of 1.2 percentage points 

appears marginal, the improvement of each sample was statistically significant with 

lack-of-fit tests’ p-values far smaller than 0.05. This improvement is not only related to 

regression metrics, but also in the implications for enhanced reliability in diagnostics and 

energy consumption prediction due to the improvement residual behaviour.  
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4. COMPARING THE DOMESTIC WATER AND ELECTRICITY CONSUMPTION 

AS OCCUPANCY PROXY IN COMMERCIAL BUILDING COOLING ENERGY 

MODELLING 

4.1. Overview  

Occupants play a crucial role in buildings’ energy consumption, but this role may 

have been underestimated in building energy models. Traditionally, occupants are 

considered as part of the internal gain in load calculation [148]. Authors have pointed 

out that these considerations have been much simplified in energy codes or standard 

modelling practices, while occupant behaviour and interactions with the building (such 

as opening and closing windows, changing the thermostat settings) have significant 

influence on the building’s energy consumption [149, 150]. How to model occupant 

behaviour has received much research attention in recent years (such as [74, 75, 151]). 

Many papers go into great detail with the measurement and projection of occupancy per 

se so that simulation programmes can provide better results with better occupancy input. 

This work, however, will explore how occupancy information can be used in the faster 

and more affordable whole-building energy statistical models.  

Before occupancy sensing technologies became as advanced and affordable as 

they are today, researchers and practitioners typically resorted to two approaches to 

indirectly consider occupancy in their modelling efforts [78]. The first approach is to 

consider the change of occupancy as the change of schedule, i.e., assuming the change of 

occupancy is predictable by date and time. ASHRAE Research Project 1093 reviewed 

methods of creating such typical load diversity factors [27]. This method is very popular 
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in calibrated simulation and is an embedded functionality in many simulation software 

packages. The second approach, which this work adopts, is finding an alternative 

variable that can represent the occupancy. Abushakra and Claridge [79] reported that 

using a linear transformation of the lighting and equipment load data in the model 

yielded comparable results to using real occupancy data. Brown et al. [81] used water 

consumption as a proxy to help identify building system failure and reported that no 

literature was found using water data to represent occupancy. 

This work will explore the use of two types of utilities thought to useful as an 

occupancy proxy in whole-building analysis under two different approaches. The two 

utilities to be tested are DCW and non-HVAC ELE. They will both be tested to function 

as the occupancy proxy using the following two approaches:  

1. The linear approach: directly add the occupancy proxy as an additional linear 

term to the regression formula.  

2. The clustering approach: apply clustering analysis to the occupancy proxy to 

separate data into multiple groups, then build separate regression models for 

each separated subset of data. 

A case study building is used to test these methods against some more 

conventional methods, such as separating the energy data into weekdays and weekends. 

The case study demonstrates that the combination of DCW and the clustering approach 

resulted in significantly better model performance in different scenarios, while other 

proxy-approach combinations performed inconsistently. This study is valuable because it 

provides a fast and easy-to-implement process to improve the energy consumption 
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models of buildings with modellable occupancy patterns where conventional modelling 

practice may have neglected occupancy. Although occupancy sensor technologies have 

been rapidly emerging and becoming more and more affordable, numerous buildings 

with savings potential may not have these sensors. A proxy method will improve their 

pre-retrofit baseline models and thus improve the accuracy of their savings calculation in 

measurement and verification.  

4.2. Methodology 

This work will test and compare two measured building utilities, DCW and ELE, 

for their suitability for use as a building occupancy proxy under two approaches - linear 

and clustering.  

4.2.1. The Proxy Variable 

There is no landscape irrigation consumption under the metered whole-building 

DCW data used in this work. This makes the dataset more directly related to the 

presence of the occupants in the building who are the only consumers of the water. 

Otherwise, special treatment is needed to filter out the irrigation portion to improve the 

model fit [55].  

The building used in the case study uses district cooling and heating and its 

building-level ELE consumption does include heating or cooling energy. Its ELE data 

will therefore only exhibit very limited dependence on OAT caused by smaller 

temperature-dependent loads such as pumps and fans in its secondary HVAC systems.  
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4.2.2. Approach 1: Additional Linear Term 

The first approach is adding the occupancy as an additional linear term to 

Equation (1) introduced in Section 1.3.1. Equation (1) can be expressed in an equivalent 

form as Equation (5). 

𝑦 = 𝛽0 + 𝛽1(𝑥 − 𝛽3)− + 𝛽2(𝑥 − 𝛽3)+ + 𝑣 (5) 
 

where v represents the residual. 

In the regression analysis, ideally, the residual series v should be random and no 

more information can be extracted from it. If not, a meaningful regression model can be 

established in the form of Equation (6). 

𝑣 = 𝛽4𝑧 + 𝑐 (6) 
 

where z represents a new independent variable. 

 “Meaningful” regarding Equation (6) means that the regression coefficient 𝛽4 is 

statistically significant. Merging Equation (6) into Equation (5) and combining the 

intercept terms 𝛽0 and 𝑐, one has the CP model with an added linear term as Equation 

(7). This method is intuitive and straightforward, but it is worth noting that bringing in 

one more regression coefficient is bound to reduce the regression error of the model. 

However, this reduction may not always be “meaningful”. This issue will be addressed 

in section 4.2.4. 

𝑦̂ = 𝛽0 + 𝛽1(𝑥 − 𝛽3)− + 𝛽2(𝑥 − 𝛽3)+ + 𝛽4𝑧 (7) 
 

where z represents the occupancy proxy variable. 
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4.2.3. Approach 2: Clustering of the Occupancy Proxy 

The second approach to treat the proxy variable is clustering. This is based on the 

assumption that several relatively distinct occupancy levels can be identified, and the 

proxy variable can be clustered into multiple groups to reflect those occupancy levels. A 

separate regression model will then be built on the data subset of each cluster. This is 

similar to separating data into weekdays and weekends. However, the clustering analysis 

will be more flexible and able to identify more than two different levels of occupancy. 

After the data are clustered into multiple groups using the clustering technique 

introduced in Section 1.3.3, they are fitted to a model series as expressed by Equation (2) 

in Section 1.3.2. 

4.2.4. Goodness-of-Fit Metrics 

Once the data are separated into multiple clusters, it is no longer appropriate to 

compare the single model with the original whole dataset with the subset models. A 

formulation like Equation (2) then provides a reference for the calculation of regression 

error across the whole dataset. This will further allow comparison between the model 

series with the whole-dataset model or with another model series that separates the same 

dataset in a different way, or across approaches. 

Two statistical goodness-of-fit metrics are used in this work to measure and 

compare the models. They are the adjusted R2, defined in Equation (A.3), and the 

coefficient of variation of the root mean square error (CV-RMSE), defined in Equation 

(A.4). A model is a good fit to the data when its adjusted R2 is large and close to one and 

its CV-RMSE small and close to zero [152]. These two metrics are chosen because they 
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penalise the models for having too many regression parameters p. This is important 

because when more regression parameters are included in the model, the regression error 

(in terms of the sum of squares error) would naturally be smaller, causing the ordinary 

R2 to inflate [152]. As this work will compare a number of data treatment methods with 

wildly different numbers of parameters (see Table 4.3 ), the number of parameters 

should be normalised in the comparison. 

4.3. Case Study  

A university classroom building in Texas is used to test the proposed methods. It 

was built in 1991 with a floor area of 237,147 ft2 (22,032 m2). Its space usage per the 

university record is shown in Table 4.1 . This building is suitable for this study in the 

sense that it has no research lab space. Such spaces usually require large amounts of 

outdoor air which tends to drown out other influences on the energy consumption. 

Table 4.1 Space Types of the Case Study Building 

Space Type 
Classroom Office 

Research 

Lab 

Office 

Service* 

Area Percentage 14.8% 24.8% 0.0% 6.8% 

Space Type Conference 

Room 

Clerical 

Support 

Special 

Use** 

Non-

Assignable**

* 

Area Percentage 2.0% 1.2% 20.2% 30.2% 

* This category includes file rooms, closets, record rooms, office supply rooms, etc. 

** This category includes work rooms, study rooms, computer rooms, office storage, etc.  

*** This category includes mechanical rooms, restrooms, locker rooms, public 

circulation areas, lobbies, foyers, elevator stairways, etc.  

 

Utility meters are already installed on this building for billing purposes. For this 

study, its CHW consumption, DCW consumption, and ELE consumption data are used. 

These data are measured at the whole-building level with hourly or sub-hourly 
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frequency. Together with the utility data, concurrent OAT data from the nearest airport 

are also collected. All these data are aggregated to the daily resolution for this study. 

There is no direct occupancy measurement in this building. Four full-year datasets from 

2017 to 2020 were analysed in this study to test and compare the proposed methods. 

Results for two of these four years are chosen to be inspected in greater detail: a 

“normal” year of 2019 and the year 2020 when the COVID-19 pandemic forced the 

building to close and the occupancy level drastically decreased.  

4.3.1. Clustering Results 

The results of the clustering for each individual year at each proxy variable are 

shown in Figure 4.1. It is notable that three clusters were consistently formed when 

DCW was used as the proxy. For the ELE proxy, mostly there were only two clusters. 

Due to the campus closure from mid-March of 2020 caused by the COVID-19 

pandemic, the clustering results of 2020 shown in Figure 4.1 (d) and (h) are visibly 

different from other years. This will be discussed in section 4.4.2. 
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Figure 4.1 Clustering Results in Time Series by Year and by Proxy Type. Numbers 

and Units of the y-Axes are Hidden Because They are Arbitrary. The x-Axes are 

Shared by Subplots on the Same Columns and the y-Axes are Shared by Those on 

the Same Rows. The Arrows Point Out the Spring Break on Each Subplot. 
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In order to validate the clustering results, the university academic calendar is 

used to determine whether patterns can be found. The days are classified in four 

categories in the academic calendar: 

• Academic Days (Aca.): During the fall or spring semesters, the classes are in 

session. both the students and the faculty and staff are present in the building. 

• Summer (Smr.): During the summer short semesters, fewer classes are in 

session. Fewer students are present in the building, but all the faculty and 

staff still are. 

• Break (Brk.): During the breaks between semesters (both long and short), no 

class is in session. No students are present in the building, but all the faculty 

and staff still are. 

• Holiday (Hol.): During the school holidays, neither students nor the faculty 

and staff (except those essential) are present in the building. 

The results of clustering are arranged according to academic calendar as shown 

in the Table 4.2 . From 2017 through 2019, the clustering results demonstrate consistent 

correlation with the academic calendar. In the DCW-CHW clustering, the clusters of the 

high DCW consumption mostly correspond to Aca. M-H. The cluster of intermediate 

DCW consumption predominantly falls under Aca. Fr and Smr. WD. In addition, this 

intermediate cluster takes some portions of Brk. WD. The lowest DCW cluster matches 

the Aca. WE, Smr. WE, Brk. WE, and Hol. Together with the intermediate DCW 

consumption cluster, this clusters also take up some portions of Brk. WD. The clusters 

with high ELE consumption tend to correspond to Aca. WD, Smr. WD, and some 
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fractions of the Brk. periods. The low ELE cluster usually fit the Aca. WE, Smr. WE, 

Brk. WE, Hol., and the remaining portion of Brk. WD. The mixed results for Brk. WD 

using both proxies could be caused by the fact that the building usage is less consistent 

under this day-type. Overall, the high and intermediate DCW clusters combined 

approximately matches the high ELE cluster. That is to say, the ELE clustering failed to 

further distinguish differences within the Aca. WD. This implies that clustering with 

DCW can provide a higher resolution occupancy proxy than ELE. 

 

Table 4.2 Clustering Results Arranged per Academic Calendar 

Proxy Type DCW ELE 

Calendar 

Category*  

Aca. Smr. Brk. Hol. Aca. Smr. Brk. Hol. 

M-H Fr WE WD WE WD WE  M-H Fr WE WD WE WD WE  

Year 2017 (Outlier 36 / Total 365)** (9 / 365) 

Cluster 1 7 2 59 1 7 2 59 1 8 4 64 1 20 7 14 9 

Cluster 2 5 19 5 48 5 19 5 48 122 27 0 49 0 31 0 0 

Cluster 3 94 1 0 0 94 1 0 0 - - - - - - - - 

Year 2018 (44 / 342) (34 / 346) 

Cluster 1 5 2 57 0 20 19 14 17 11 8 48 1 20 16 12 7 

Cluster 2 2 17 5 48 0 14 0 0 102 20 0 50 0 17 0 0 

Cluster 3 78 0 0 0 0 0 0 0 - - - - - - - - 

Year 2019 (24 / 361) (4 / 365) 

Cluster 1 5 0 60 0 22 5 16 18 3 0 55 0 19 7 16 16 

Cluster 2 4 26 1 50 0 32 0 0 124 29 5 53 3 31 0 0 

Cluster 3 97 0 0 1 0 0 0 0 - - - - - - - - 

Year 2020 (2 / 365) (2 / 277) 

Cluster 1 0 0 52 0 19 0 17 12 44 16 32 50 20 19 10 6 

Cluster 2 36 11 10 49 1 25 5 0 31 2 0 0 0 1 0 0 

Cluster 3 36 4 2 0 0 1 0 0 0 0 11 0 0 1 4 11 

* Under each calendar category, the days are also divided to weekdays (WD) and 

weekend days (WE). For the academic days alone, the weekdays are further divided to 

Monday through Thursday (M-H) and Friday (Fr). 

** The outlier is a point that is excluded by the clustering algorithm. The total sample 

size is the number of data points used in the clustering process for this calendar year. For 

each calendar year, there may be points that are excluded due to data missing or reported 

meter fault.  
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4.3.2. Regression Results 

Regression analysis was conducted with the following methods: 

a. None: OAT-univariate model with no data separation. This method is only a 

reference. 

b. WD/WE: OAT-univariate model with data separated to weekdays and 

weekend days, two subsets total. This method is a widely-used strategy. 

c. DOW: OAT-univariate model with data separated to seven days of a week, 

seven subsets total. This method is a saturated strategy. 

d. DCW-C: OAT-univariate model with data separated according to DCW 

clusters. 

e. DCW-L: Multivariate model with OAT and DCW with no data separation. 

f. ELE-C: OAT-univariate model with data separated according to ELE 

clusters. 

g. ELE-L: Multivariate model with OAT and ELE with no data separation. 

All regression results for each individual year with each method are listed in 

Table 4.3 . Because the clustering process flags certain data points as outliers, to 

maintain a consistent dataset, methods (a) through (e) use the same sample as the DCW 

clustering results while methods (f) and (g) use the ELE clustering results.  

The method (d) DCW-C outperformed all other methods in three out of four data 

years. In years 2018 and 2019, it is the clear favourite by substantial margins. It is 

especially meaningful that this setting defeated the saturated method (c) as well. A 

detailed comparison of the proposed methods (d) through (g) will be given in section 
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4.4.1 Comparing Different Proxies and Approaches. The only exception of method (d)’s 

superiority is the year 2020, which will be discussed in detail in section 4.4.2 Influence 

of the COVID-19 Pandemic. 

 

Table 4.3 Regression Results of Each Individual Year with Different Methods. The 

Highest 𝑹𝒂𝒅𝒋
𝟐  and the Lowest CV-RMSE of Each Individual Year are Highlighted in 

Bold.  

Setting N p* 𝑹𝒂𝒅𝒋
𝟐  CV-RMSE N p 𝑹𝒂𝒅𝒋

𝟐  CV-RMSE 
 

Year 2017 Year 2018 

(a) None 329 4 0.672 22.2% 298 4 0.804 19.6% 

(b) WD/WE 329 8 0.896 12.5% 298 8 0.900 14.0% 

(c) DOW 329 28 0.915 11.3% 298 28 0.908 13.5% 

(d) DCW-C 329 12 0.917 11.2% 298 12 0.942 10.7% 

(e) DCW-L 329 5 0.842 15.4% 298 5 0.911 13.2% 

(f) ELE-C 356 8 0.909 11.4% 312 8 0.909 12.6% 

(g) ELE-L 356 5 0.844 14.9% 312 5 0.904 13.0% 

 Year 2019 Year 2020 

(a) None 337 4 0.717 27.8% 363 4 0.819 19.6% 

(b) WD/WE 337 8 0.906 16.0% 363 8 0.893 15.1% 

(c) DOW 337 28 0.913 15.4% 363 28 0.890 15.3% 

(d) DCW-C 337 12 0.949 11.8% 363 12 0.833 18.8% 

(e) DCW-L 337 5 0.869 18.9% 363 5 0.866 16.8% 

(f) ELE-C 361 8 0.902 16.3% 275 12 0.874 16.9% 

(g) ELE-L 361 5 0.914 15.2% 275 5 0.887 16.0% 

* p is the number of parameters of the whole model series, i.e., the parameters of all 

component models combined. 
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Figure 4.2 Regression Results by Method for the Year 2019. The x-Axes are Shared 

by Subplots on the Same Columns and the y-Axes are Shared by Those on the Same 

Rows. 
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Figure 4.2  shows the regression results for the year of 2019 for methods (a) 

through (d) and (f). The linear regression methods (e) and (g) are not shown here 

because they cannot be meaningfully displayed and compared on a 2-D scatter plot. 

Upon initially inspecting Figure 4.2 (a) and (b), it is immediately clear that the dataset 

requires some level of data separation to produce meaningful regression results. Figure 

4.2 (d) shows that the DCW clustering mainly managed to further separate the weekday 

subset shown in Figure 4.2 (b) to two levels. In the meantime, the ELE clustering shown 

in Figure 4.2 (f) failed to make this improvement.  

4.4. Discussion  

4.4.1. Comparing Different Proxies and Approaches 

This section will set the year 2020 aside, which has its own section. Under the 

proposed methods with two proxies, DCW and ELE, and two approaches, clustering and 

linear addition, the combination of DCW and clustering (method d) always 

outperformed other methods. The margins of CV-RMSE are substantial for 2018 and 

2019 even over the saturated method (c), being 2.8 percentage points and 3.6 percentage 

points respectively. As pointed out in section 4.3.2 Regression Results, the substantial 

improvement is attributed to the DCW clustering’s success in breaking the weekday 

subset into two well-separated layers.  

The performance of all the other three combinations (methods e, f, and g) are not 

consistent, sometimes worse than the standard weekday-and-weekend method (b). Also 

for the clustering approach, ELE as a proxy (method f) outperformed the standard 

method (b) in two of the three years and outperformed the saturated method (c) in only 
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one year. In the meantime, since the ELE clustering only produced two data subsets and 

the clustering results are in good agreement with a simple weekday and weekend 

separation (see Table 4.2 ), this method is therefore not a valuable alternative to the 

standard method (b). 

As for the linear approach, with the only exception of ELE in 2019, all of them 

produced worse results compared to the clustering approach using the same proxy. The 

DCW proxy always performed better in the clustering approach (method d) than the 

linear approach (method e). The reason is thought to be DCW’s “layered” data 

distribution resulting in poorer correlation with CHW. In the meantime, the ELE proxy, 

whose data distribution is more continuous, always performed better in the linear 

approach (method g) than DCW (method e) did.  

4.4.2. Influence of the COVID-19 Pandemic 

The year 2020 is very different in the sense that the campus was closed in mid-

March due to the COVID-19 pandemic. Seen in Figure 4.1 the campus was closed in 

mid-March 2020. In a “normal” year, influenced by the change of occupancy, both the 

DCW consumption and the ELE consumption would only briefly drop to a lower spring 

break level for a week before they return to normal. In 2020, however, the occupants did 

not return to the building because all classes and the vast majority of work moved online 

after the break. This, in fact, caused an even further decrease of both DCW and ELE. 

Both proxies slowly increased again as the building was gradually opened for partial 

capacity, but they remained much lower than the pre-pandemic level.  
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This break of pattern caused the year of 2020 to have very different results. The 

standard weekday-and-weekend method (b) performed the best for this year. The two 

methods of linear addition (e and g) outperformed the two methods with clustering (d 

and f). However, the regression results of all seven settings had CV-RMSE above 15% 

which is somewhat poor. In conclusion, although the data of this study has been 

organised according to the calendar year for convenience, common protocols regarding 

the choice of an energy baseline such as avoiding sudden and irregular changes should 

still be followed, because the proposed methods are unable to accommodate them 

automatically. 

4.4.3. Influence of the Clustering Hyperparameters 

Hyperparameters mean a set of parameters that are supposed to be decided by 

users before implementing the algorithm. Thus, the performance of machine learning 

depends upon the selection of hyperparameters. Clustering is categorised as 

unsupervised machine learning. While its counterpart, supervised learning, is performed 

with input that consists of a pair of dependent and independent variables, unsupervised 

learning is carried out only with independent variables. This lack of dependent variable, 

which could serve as a supervisor, makes it cumbersome to precisely measure the 

accuracy and goodness of a result and thus to verify the appropriateness of 

hyperparameter selection because there is no reference available to calculate the error 

from. Fortunately, the plots on which this work performs clustering are two-dimensional, 

so the validity of clustering result can be easily checked with visual inspection.  
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Although the use of the methodology of this work would be straightforward on 

an individual case level, it may be a more challenging task to fully standardise and 

automate the whole process due to the inherent nature of unsupervised machine learning: 

a lack of means to quantify metrics of error. Nonetheless, it would be more feasible to 

develop an ad hoc procedure that suggests a range of hyperparameters in which a 

reasonable clustering result is expected.  

4.5. Summary 

This section has explored the use of an occupancy proxy to aid the statistical 

models for whole-building cooling energy consumption. Two types of occupancy 

proxies were tried: DCW and ELE. Their potential has been tested under two 

approaches. The first approach is simply to add the proxy term as a linear addition. The 

second is to conduct a clustering analysis on the proxy and then build separate statistical 

models for each data subset. 

Overall, using the DCW as the occupancy proxy in a clustering approach 

improved the model fit substantially. From the standard weekday-and-weekend data 

separation, the DCW clustering managed to further identify two well-separated groups in 

the weekday subset of data. This on average improved the CV-RMSE by 2.9 percentage 

points for the typical years when the average CV-RMSE values of weekday-and-

weekend models were already as favourable as 14.2% on average. The other methods, 

using the DCW as an additional linear term or using ELE in both approaches failed to 

improve the model consistently. 
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It is also important to note the significance that the clustering algorithm produced 

results with physical meanings in Section 4.3.1. Normally, machine learning methods 

such as ANN are purely black-box and their parameters cannot be meaningfully 

interpreted. However, the results shown in this work show the potential of closing this 

gap. 

The case study building was closed in mid-March 2020 due to the COVID-19 

pandemic. This resulted in a sudden change of occupancy pattern and hence an abrupt 

drop in both occupancy proxies. Using the data from this year revealed that the proposed 

methods are not able to accommodate these events. Care must be taken when the analyst 

is selecting a suitable baseline period.  
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5. AUTOMATED AND COMPREHENSIVE DAY-TYPE GROUPING IN BUILDING 

ENERGY BASELINE MODELS WITH A SERIES OF STATISTICAL INFERENCES 

5.1. Overview 

Buildings sometimes have operation schedules that lead to varying but 

predictable fluctuations in their energy consumption levels. In such cases multiple 

diurnal or weekly levels are reflected in the energy consumption data and, if not 

addressed properly, they can substantially limit the performance of the energy model. 

Djuric and Novakovic [66] applied PCA to electricity and heating hot water 

consumption data and reported that, in some cases, the operation schedule turned out to 

be a stronger driving variable than the outdoor-air temperature. As the field renews its 

attention to the accuracy of non-linear energy models which often lack standard 

uncertainty calculation procedures [106-109], an energy analyst must find a best data 

separation strategy to improve the energy consumption model fit. If the energy model 

will be used to assist savings calculation or consumption projection, among many other 

applications, it must be a good fit to the original data available.  

Prior works have extensively discussed several approaches to address a 

building’s operational idiosyncrasies when the system switches modes. These 

approaches include applying a series of load diversity factors which is reviewed by 

Abushakra et al. [27] and developing a system type-specific model formulation when the 

reason for system mode shifts is understood (e.g., Fu et al. [16]). For statistical models, 

the data were often separated into subsets. The data separation procedure reported in 

many articles, like this work, is based on the time or the calendar. The approaches of all 
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these articles are exploratory – for example, the data were separated according to evident 

calendar characteristics, such as days of a week, and then separate models were built to 

verify if the separation was effective. Since the data separation technique per se was not 

their focus, it is entirely possible that a slightly more complex data separation would 

have led to significant model improvement.  

This work proposes a completely different and novel approach. After a group of 

elementary day-types are defined, the proposed method examines all data separation 

possibilities and suggests a best one that balances model accuracy and complexity. This 

approach is more comprehensive because it does not stop at the first effective possibility 

like an exploratory method often would, and thus can lead to the discovery of unobvious 

data separation that would significantly improve the model fit. The methodology and 

results of this work are valuable because the practice of data separation not only 

improves the model quality while saving the energy analysts’ time, but also helps extract 

more information from the measured data which could assist control strategies that use 

forecasting and anomaly detection [100, 126]. Although this study is conducted in the 

context of statistical modelling and regression analysis of commercial building cooling 

energy consumption, it is likely to be applicable across other energy modelling 

approaches including calibrated simulation. 

Eto [90] argued that as the building system changes among its several operational 

modes, they can all be modelled as separate steady-state conditions. This has been the 

central hypothesis widely applied by researchers who separated the measured data in 

building energy statistical models and regression analysis [53, 69, 91-94, 96, 128] as 
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well as in calibrated simulations (e.g. [98]). Shin and Do [69] separated the measured 

energy consumption data of their case study buildings to weekdays and weekends which 

significantly improved the model fit. It is worth noting that there is no obvious 

weekday/weekend separation when one simply visually inspects the scatter plot. This 

highlights the necessity of investigating data separation even when it is not clear to see. 

Rabl and Rialhe [91] reported that by giving occupied and unoccupied days two different 

sets of regression parameters, the energy signature models were significantly improved. 

The standard error of a third of the improved models was only 90% of their counterparts. 

Katipamula et al. [92] reported that when using hourly energy data for energy models, 

further differentiating the hours of a weekday and a weekend day improved model fit. 

Wang and Claridge [93] reported in their case study that cooling energy regression 

models could achieve less than 0.5% annual prediction error when the AHUs operate 24 

hours per day. However, if the building’s AHUs have nighttime shut down, the error can 

be as high as 6.1%. This error was reduced to 0.6% by developing two separate models 

for the two control regimes. In another study by Katipamula [94], the authors reported 

that separating summer and winter data may yield better results. In a study analysing 

energy use in K-12 public schools, Landman and Haberl [96] found that even for 

monthly data analysis, separating the data into a school year group and a summer group 

can provide more accurate modelling. In a study by Mathieu et al. [53] hourly building 

electricity use data were divided for all 168 hours of a week to provide detailed insight 

into the building’s energy behaviour. Apart from using the calendar, researchers also 

used other methods to separate data, such as a temperature cut-off point [67], the Tukey-
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Kramer multiple comparison procedure [153], clustering analysis [17, 78, 100], 

canonical variate analysis [101].  

To facilitate the energy analyst’s decision-making, this work proposes an 

automated and comprehensive procedure to explore data separation possibilities that 

steers a middle course between the two extremes found in the literature. One extreme 

relies on simple and convenient methods based on the time or calendar or using a single 

cut-off point [53, 67, 91-94, 96]. The other relies on advanced techniques that many who 

work in the field may find inconvenient to implement or require extensive human 

intervention in the process [17, 78, 101, 153].  

5.2. Methodology 

In one of the simplest scenarios, the data only need to be separated into weekday 

and weekend groups. Yet some buildings may have more complex operation schedules, 

such as different Saturdays and Sundays, or Fridays with reduced loads. One apparent 

option is to build a separate model for each day of the week. More finely-divided data 

produce smaller regression error in general. However, an over-divided data set reduces 

the size of each sub-sample. The smallest sub-sample size of a model that completely 

separates all days of a week is 52, half that of a weekday/weekend model which is 104. 

Having too many components in a model also reduces its auditability. A simpler model, 

on the other hand, may still be preferable if its performance, albeit poorer, is found 

acceptable. It is then desirable to find a balance point between accuracy and simplicity. 

This can be an arduous task to undertake manually. This work thus proposes an 
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automated procedure to find an optimised combination of pre-defined elementary day-

types to develop a statistical model of building energy consumption.  

5.2.1. Definitions  

In order to describe building data modelling methods better, this sub-section 

defines some key concepts. The concept of the day-type (DT) is a way to mark a data 

point based on its calendar feature. An elementary day-type (EDT) is the finest element 

into which the data can be divided. This work uses two EDT schemes: day-of-week 

(DOW) and the academic calendar (ACal). The DOW scheme with all seven days of a 

week is self-explanatory. The ACal scheme is extracted from the academic calendar of 

the institution where the case study buildings are located. The ACal scheme is explained 

in Table 5.1 . Both schemes have seven elements.  

Table 5.1 Elementary Day-Types Under the Academic Calendar Scheme 

Academic Calendar 

(ACal) 

Remarks Expected Occupants 

 Students 
Faculty & 

Staff 

Academic Weekday (AD) 
In a fall or spring semester Yes Yes 

Academic Weekend (AE) 

Break Weekday (BD) Not an academic day, summer 

day, or holiday 
No Yes 

Break Weekend (BE) 

Summer Weekday (SD) 
In a summer semester Some Most 

Summer Weekend (SE) 

Holiday (HL) University-designated holidays No No 

 

A separation is a way or plan to divide data into a number of groups. It can also 

be seen as a combination of EDT. For example, a weekday/weekend separation can be 

expressed in two ways: (a) it divides the whole dataset into two groups, or (b) it 

combines EDT’s of Monday through Friday into one group and Saturday and Sunday 

into the second group. Each group contains a subset of the sample and provides a model 
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component through separate regressions. All these model components together comprise 

a model series that again contains the whole dataset. A model series that directly uses all 

the EDT’s, i.e. no EDT’s are combined, is called a saturated model. A saturated model is 

the most finely-divided and most complex. It cannot be separated further. The definition 

of the model series allows a uniform framework for comparing models with different 

numbers of regression parameters which will be discussed in Section 5.2.3. 

5.2.2. Exhaustive Search of Reasonable Data Divisions  

It appears impractical to exhaust all possible data separations and combinations. 

However, with the aim of finding a better statistical model, those data separations that 

are obviously unreasonable can be easily eliminated. Shown in Figure 5.1  is an example 

of a meaningful and a meaningless EDT combination. The data in the figures were 

separated into three EDT’s: A, B, and C. Figure 5.1 (a) shows a meaningful division 

where adjacent A and B were combined while Figure 5.1 (b) shows a meaningless 

separation where A and C cross over with B between them. It is evident that such a 

separation is bound to produce worse regression results. Upon discovering that the 

EDT’s should be ordered based on their energy consumption levels, the problem at hand 

is reduced to whether each adjacent pair should be divided from each other. It is easy to 

see that for n ordered EDT’s, there are 2𝑛−1 possibilities. In this work, using the seven 

EDT’s under both schemes only presents 64 meaningful divisions each, falling within a 

manageable range of computation intensity. However, this also reveals that this 

exhaustive search has exponential time complexity and may lack expandability.  
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Figure 5.1 Example of (a) A Meaningful and (b) A Meaningless Data Separation of 

Three Elementary Day-Types.  

 

5.2.3. Comparing the Model Series 

Two factors are considered when different model series by different divisions are 

compared: the regression error and model complexity. More complex models tend to 

provide less regression error. However, if this improvement is marginal, the simpler 

model may be preferred.  

The regression error is directly measured by the SSE defined in Equation (A.1). 

The complexity of the model is measured by the number of parameters p. It is the sum of 

the number of parameters required by each model component. This work will use the 4P-

CP model as expressed in Equation (1) and the model series is expressed in Equation (2). 

Also important to note is that, as pointed out in section 1.3.1, even though the 4P-CP 

model is comprised of two linear components, its overall form is non-linear [19]. The 

change-point temperature cannot be found through ordinary least-squares but by a 

minimisation algorithm (such as a grid search). This will have implications for the 

behaviour of some goodness-of-fit metrics which will be discussed in Section 5.4.1.  

(a) Meaningful Combination: AB|C

Type A Type B Type C

(b) Meaningless Combination: AC|B

Type A Type B Type C
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5.2.4. Unbalanced Data Treatment  

Between the two EDT schemes, the DOW scheme has virtually balanced sub-

datasets, i.e. the sub-datasets representing each EDT are approximately the same size. It 

is also evident that all seven EDT sub-datasets of the DOW scheme should have 

virtually the same distribution of OAT (see Figure 5.2 (a)). However, this is not the case 

for the ACal scheme. For the year 2019, which is used in the case study, the sub-sample 

sizes of each EDT of both schemes are shown in Table 5.2 . The difference between the 

biggest sub-sample (academic weekday) with 156 days and the smallest sub-sample 

(break weekend) with only 16 days is substantial. These smaller EDT’s with smaller 

sub-samples may produce less robust model components and should be preferred to be 

merged with other EDT’s to form larger groups.  

Table 5.2 Sub-Sample Sizes for Each Elementary Day-Type Under Both Schemes 

for the Year 2019 

Day-of-Week 

(DOW) 

Sample Size 

(day) 

Academic Calendar 

(ACal) 

Sample Size  

(day) 

Monday  (Mo) 52 Academic Weekday (AD) 156 

Tuesday  (Tu) 53 Academic Weekend (AE) 62 

Wednesday  (We) 52 Break Weekday (BD) 38 

Thursday  (Th) 52 Break Weekend (BE) 16 

Friday  (Fr) 52 Summer Weekday (SD) 53 

Saturday  (Sa) 52 Summer Weekend (SE) 22 

Sunday  (Su) 52 Holiday (HL) 18 

 

Another inconvenient feature of the ACal scheme is that some EDT’s would 

have wildly different OAT distributions, which is the sole independent variable for the 

model in this work. Shown in Figure 5.2 , the two summer sub-samples both heavily and 

narrowly occupy the high-temperature side. A model component that contains only 

summer components is likely to result in a fit that is not robust for extrapolation. 
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Therefore, instead of using the CP model as expressed in Equation (1), this work will 

force such a model component to a simple linear regression. From the analyst’s 

perspective, these “summer” model components should be preferably merged with other 

EDT’s to cover a wider OAT span in order to ensure model robustness.  

 

 

Figure 5.2 Daily Average Outdoor Air Dry-Bulb Temperature Distributions of 

Each Elementary Day-Type Under Both Schemes. The Middle Line Inside the Box 

Represents the Sample Average and the Cross Represents the Median. Both Plots 

Share the Same y-Axis. 

 

5.2.5. Lack-of-Fit F-Test  

The lack-of-fit F-test is part of the ANOVA. This section will demonstrate key 

parts of this procedure. More details can be found in many standard statistics textbooks 

(such as [147, 152]). 

The LOF test compares two model formulations called the full model and the 

reduced model. The reduced model is nested within the full model, meaning one can 

obtain the reduced model by setting some of the regression parameters in the full model 

to specific values. On the other hand, the full model can be seen as the reduced model 

(a) Day of Week (b) Academic Calendar
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improved with additional regression parameters. Additional parameters will always 

result in a smaller SSE, but they also add to the complexity of the model. If the 

improvement is marginal, one may find the simpler model preferable. The LOF test 

provides an inference whether the reduced model is roughly as good as the full model, 

and thus helps answer the question: 

• Does the simplicity of the reduced model outweigh its fit degradation? Or 

equivalently,  

• Does the fit improvement brought by the additional parameters in the full 

model outweigh its increased complexity? 

The LOF procedure involves computing the F-statistic or F-score and the 

corresponding p-value. The F-statistic is calculated by Equation (8). 

𝐹𝐿𝑎𝑐𝑘 =
𝑆𝑆𝐿𝑎𝑐𝑘 𝐷𝐹𝐿𝑎𝑐𝑘⁄

𝑆𝑆𝐸𝐹𝑢𝑙𝑙 𝐷𝐹𝐹𝑢𝑙𝑙⁄
 (8) 

 

where  

Lack sum of squares 𝑆𝑆Lack = 𝑆𝑆𝐸Reduced − 𝑆𝑆𝐸Full, 

Lack degree of freedom 𝐷𝐹Lack = 𝑝Full − 𝑝Reduced, 

Full error degree of freedom 𝐷𝐹Full = 𝑛Full − 𝑝Full,  

With the F-statistic, one can look up the p-value with an 𝐹𝛼,𝐷𝐹Lack,𝐷𝐹Full
 

distribution, where 𝛼 is the significance level, usually 0.05. The search for p-value can 

be easily done with any software with basic statistics packages. If the p-value is smaller 

than 𝛼, it rejects the reduced model for being too parsimonious even though it is simpler. 

Otherwise, the full model is not significantly better and the additional parameters are not 



 

76 

 

justified. In this study this leads to the simpler model being favoured even though it has 

slightly larger error.  

This work will use the saturated model as the full model and all other model 

series as the reduced model to conduct LOF tests. Because multiple LOF tests are 

conducted at the same time, in order to maintain a family-wise significance level of 0.05, 

the Bonferroni’s correction is applied [154, 155]. For each individual test, their own 

significance level is divided by the total number of tests. With 64 models in total, there 

will be at most 63 LOF tests for each dataset, in which case the significance level of 

each single test is set to 0.05 ÷ 63 = 0.00079. In rare cases in this study, the saturated 

model may not be the model with the lowest SSE. In such cases the model series with an 

even smaller SSE would be excluded in the tests. This phenomenon will be discussed in 

Section 5.4.1.  

The procedure for selecting the best model series is as follows: 

1. Conduct lack-of-fit F-tests for all reduced models against the saturated 

model. Eliminate all model series rejected in the tests. If all reduced 

models are eliminated, the saturated model is selected.  

2. Among the model series not rejected, find the ones with the smallest 

number of parameters, 𝑝. 

3. Finally, select the one with the smallest SSE.  

5.2.6. Other Goodness-of-Fit Metrics 

Four other classic goodness-of-fit metrics will also be used in this work for 

comparison. They are the SSE, R2, CV-RMSE, and 𝑅adj
2 . Their definitions are given in 
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Equations A.1 through A.4 in Appendix A [147, 152]. Models with better performance 

tend to have a smaller SSE and CV-RMSE and a larger R2 and 𝑅adj
2 . However, these four 

metrics consider slightly different aspects of model fit and do not always agree with each 

other. Among them, the SSE is rarely directly used by analysts. It is included because it 

is directly used in the LOF tests. Two of these metrics, CV-RMSE and 𝑅adj
2 , consider the 

number of parameters used in the model against them and they will be watched closely 

and be compared with the LOF test.  

5.3. Case Study  

5.3.1. Overview  

CHW consumption data are used in this study to validate the proposed method. 

These data are measured at the whole-building level with hourly or sub-hourly frequency 

by an energy meter already installed on site for billing. The data are all aggregated to 

daily resolution for this study. A data quality-control audit has already been performed 

where outliers were removed when a meter fault is observed or suspected. Together with 

the energy-use data are local weather data from the nearest airport. The outdoor air dry-

bulb temperature will be used as the sole independent variable in the regression analysis. 

In total, data from 76 institutional buildings on a university campus in Texas, USA are 

used in this work. The complete results for all case-study buildings are provided in 

Appendix B. Some of these buildings will be discussed in greater detail. Table 5.3  and 

Figure 5.3 show the complexity of the model series (in terms of number of model 

components or model parameters) favoured by each metric. For all cases under both 

schemes:  
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• SSE and R2 always agreed. 

• CV-RMSE and 𝑅𝑎𝑑𝑗
2  always agreed and never favoured a model series 

more complex than those chosen by SSE and R2. 

• LOF never favoured a model series more complex than those chosen by 

any other metrics.  

Under the DOW scheme, the SSE and R2 chose the most complex model series 

(with seven components) in all but one case. In 44.7% of the cases, CV-RMSE and 𝑅𝑎𝑑𝑗
2  

preferred the model series with only two groups. Among them many are weekday-

weekend separations. The proposed method, however, mostly suggested that data 

separation was not necessary and preferred the no-separation model series (with only 

one component) in 61.8% of the cases.  

Under the ACal scheme where the data treatment is unbalanced, the results were 

similar but with some notable differences. The SSE and R2 continued to recommend the 

most complex model series, albeit in only 85.5% of the cases. The CV-RMSE and 𝑅𝑎𝑑𝑗
2  

also tended to support some more complex model series and in no case did they prefer a 

model with no separation. And last, LOF still favoured the simplest model series 

compared to all others, but its peak moved to two components and in one case 

recommended a relatively complex model with five components.  

Across all cases where the LOF tests did suggest the data be separated, the CV-

RMSE improvement from their no-separation counterparts was 10.9 percentage points 

on average under the DOW scheme (29 or 38.2% of the cases), 6.1 percentage points 

under the ACal scheme (61 or 80.3% of the cases), and 7.6 percentage points overall.  
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Table 5.3 Counts and Percentages of the Model Series and Their Number of 

Components Favoured by Each Metric Under Both Data Separation Schemes.  
Number of 

model 
components 

Day-of-Week Academic Calendar 

SSE  
or R2 

CV-RMSE 

or 𝑹𝒂𝒅𝒋
𝟐  

LOF SSE  
or R2 

CV-RMSE 

or 𝑹𝒂𝒅𝒋
𝟐  

LOF 

1 0 0.0% 8 10.5% 47 61.8% 0 0.0% 0 0.0% 15 19.7% 
2 0 0.0% 34 44.7% 20 26.3% 0 0.0% 1 1.3% 29 38.2% 
3 0 0.0% 14 18.4% 5 6.6% 0 0.0% 12 15.8% 20 26.3% 
4 0 0.0% 8 10.5% 4 5.3% 0 0.0% 9 11.8% 11 14.5% 
5 0 0.0% 5 6.6% 0 0.0% 0 0.0% 26 34.2% 1 1.3% 
6 1 1.3% 6 7.9% 0 0.0% 11 14.5% 20 26.3% 0 0.0% 
7 75 98.7% 1 1.3% 0 0.0% 65 85.5% 8 10.5% 0 0.0% 

 

 

Figure 5.3 Percentages of the Model Series and Their Number of Components 

Favoured by Each Metric Chosen by Both Data Separation Schemes.  

 

5.3.2. Selected Cases  

5.3.2.1. No Separation  

Out of all 76 case buildings, the proposed method favoured no separation in 47 

cases (61.8%) under the DOW scheme. Figure 5.4  and Table 5.4  show the results for 

building #25 which falls within this category. This building mainly has research labs and 
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offices. Figure 5.4  displays two different data separations for this building under DOW 

scheme: (a) no separation favoured and (b) weekday and weekend. In Figure 5.4 (a) it 

appears that all data are in one compact group. However, as is shown in Table 5.4 , CV-

RMSE and 𝑅𝑎𝑑𝑗
2  are able to identify an extremely slight difference between the 

weekdays and weekend days which would improve CV-RMSE by 0.1 percentage point 

and 𝑅𝑎𝑑𝑗
2  by 0.001, favouring model series (b). Finally, the LOF test did not find this 

marginal improvement significant, favouring the utmost simplicity of a model with no 

data separation.  

 

 

Figure 5.4 Building #25 Different Data Separation Results and Corresponding 

Model Series Under the Day-of-Week Scheme. Both Sub-Plots Share the Same y-

Axis. 
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Table 5.4 Building #25 Data Separation Favoured by Different Metrics Under the 

Day-of-Week Scheme. The Most Favourable Metric is Displayed in Bold. All Metric 

Values are Rounded. For the LOF Inferences, a “Preferred” Model Series is Also 

“Not Rejected”.  

 Separation g p SSE R2 CV-RMSE 𝑹𝒂𝒅𝒋
𝟐  LOF Inference 

(a) No Separation 1 4 13001 0.948 17.9% 0.947 Preferred 
(b) Weekday/Weekend 2 8 12691 0.949 17.8% 0.948 Not Rejected 

 All Separated 7 28 12387 0.950 18.1% 0.946 Full 

 

5.3.2.2. Weekday and Weekend 

Many buildings have a clear difference in their consumption levels between 

weekdays and weekend days. The proposed method favoured a weekday and weekend 

separation in 19 cases (25.0%) under the DOW scheme and 10 cases (13.2%) under the 

ACal scheme (with the holiday element grouped to either the weekday group or the 

weekend group). Shown in Figure 5.5  and Table 5.5 , the proposed method favoured a 

weekday-weekend separation for building #75. This building mainly has offices, 

classrooms, and teaching labs. Table 5.5  sees substantial improvements of CV-RMSE 

by approximately nine percentage points and 𝑅𝑎𝑑𝑗
2  by approximated 0.09 in choosing a 

weekday/weekend separation over the no-separation model under both schemes. In the 

meantime, the CV-RMSE and 𝑅𝑎𝑑𝑗
2  favoured a rather complex model series with six 

components: (b) six components – Mon and Tue combined and all other elements 

separated under the DOW scheme and (d) six components – academic weekend and 

break weekend combined and all other elements separated under the ACal scheme. 

Again, their improvement vis-à-vis their two-component counterparts is extremely 

marginal. Therefore, the choices of the LOF tests are well justified.  
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Figure 5.5 Building #75 Different Data Separation Results and Corresponding 

Model Series Under (a)(b) the Day-of-Week Scheme and (c)(d) the Academic 

Calendar Scheme. The Sub-Plots Share the Same x- and y-Axes. 

 

Table 5.5 Building #75 Data Separation Favoured by Different Metrics Under Both 

Schemes. The Most Favourable Metric is Displayed in Bold. All Metric Values are 

Rounded. For the LOF Inferences, a “Preferred” Model Series is Also “Not 

Rejected”.  

 Separation g p SSE R2 CV-RMSE 𝑹𝒂𝒅𝒋
𝟐  LOF Inference 

 No Separation 1 4 7605 0.870 21.3% 0.869 Rejected (both) 

Day-of-Week        

(a) Weekday/Weekend 2 8 2473 0.958 12.2% 0.957 Preferred 

(b) Mo & Tu Combined 6 24 2131 0.964 11.7% 0.961 Not Rejected 
 All Separated 7 28 2117 0.964 11.7% 0.960 Full 
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Table 5.5 Continued 

 Separation g p SSE R2 CV-RMSE 𝑹𝒂𝒅𝒋
𝟐  LOF Inference 

Academic Calendar        

(c) WD | WE & HL 2 8 2344 0.960 11.9% 0.959 Preferred 

(d) AE & BE Combined 6 20 2127 0.964 11.6% 0.961 Not Rejected 
 All Separated 7 24 2108 0.964 11.6% 0.961 Full 

 

5.3.2.3. Seasonal Change  

Some buildings’ energy consumption level changes seasonally. Building #60 is a 

residence hall. Its CHW consumption does not change along a weekly cycle, but is 

slightly higher on academic days (both weekdays and weekend days) than all other days. 

The results for this building are shown in Figure 5.6  and Table 5.6 . In Figure 5.6  the 

two model components are superposed on all data. Although the data points are 

relatively tight and difficult to differentiate simply by visual inspection, academic days 

tend to appear on the upper side of the data cloud in Figure 5.6 (a) and all other days 

tend to appear on the lower side in Figure 5.6 (b). Table 5.6  shows that this subtle 

difference led to meaningful model improvement from a no-separation model, especially 

by 1.8 percentage points in CV-RMSE. 
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Figure 5.6 Building #60 Two-Component Separation Under the Academic Calendar 

Scheme. Data Subsets of the Corresponding Model Components are Superposed on 

the Whole Dataset. Both Sub-Plots Share the Same y-Axis. 

 

Table 5.6 Building #60 Data Separation Favoured by Different Metrics Under the 

Academic Calendar Scheme. The Most Favourable Metric is Displayed in Bold. All 

Metric Values are Rounded. For the LOF Inferences, a “Preferred” Model Series is 

Also “Not Rejected”.  

Separation g p SSE R2 CV-RMSE 𝑹𝒂𝒅𝒋
𝟐  LOF Inference 

No Separation 1 4 1671 0.960 11.7% 0.960 Rejected 
AD & AE | Other 2 8 1181 0.972 9.9% 0.971 Preferred 
SD & BD combined 6 22 1059 0.975 9.6% 0.973 Not Rejected 
All Separated 7 24 1057 0.975 9.6% 0.973 Full 

 

5.3.2.4. Complex Scheduling  

There are also cases where the LOF test suggested that a more complex model 

series was necessary. Building #65 is an office building and its results are shown in 

Figure 5.7 and Table 5.7 . Upon observing the scatter plot, one could find it immediately 

evident that the weekday and weekend data of this building should be separated, as 

shown in Figure 5.7 (a). However, according to Table 5.7  this intuitive separation is 
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rejected by the LOF test. The LOF test supported a four-component separation in which 

both Monday and Tuesday are both singled out, which improved CV-RMSE to 10.1% 

from the weekday-and-weekend separation with 14.1%. However, in this case the energy 

analyst may find the LOF’s separation of Tuesday data oversensitive and favour the 

three-component option with only Monday singled-out, as the difference in CV-RMSE 

is only 0.3 percentage points and in 𝑅𝑎𝑑𝑗
2  only 0.002. 

 

 

Figure 5.7 Building #65 Different Data Separation Results and Corresponding 

Model Series Under the Day-of-Week Scheme. Both Sub-Plots Share the Same y-

Axis. 

 

Table 5.7 Building #65 Data Separation Favoured by Different Metrics Under the 

Day-of-Week Scheme Together with the Weekday-and-Weekend Separation. The 

Most Favourable Metric is Displayed in Bold. All Metric Values are Rounded. For 

the LOF Inferences, a “Preferred” Model Series is also “Not Rejected”.  

 Separation g p SSE R2 CV-RMSE 𝑹𝒂𝒅𝒋
𝟐  LOF Inference 

 No Separation 1 4 33026 0.594 34.5% 0.589 Rejected 
(a) Weekday/Weekend 2 8 5414 0.933 14.1% 0.932 Rejected 

 Mo | WD | WE 3 12 2929 0.964 10.4% 0.963 Rejected 
(b) Mo | Tu | WD | WE 4 16 2745 0.966 10.1% 0.965 Preferred 
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Table 5.7 Continued 

 Separation g p SSE R2 CV-RMSE 𝑹𝒂𝒅𝒋
𝟐  LOF Inference 

 Th & Fr Combined 6 24 2605 0.968 10.0% 0.966 Not Rejected 
 All Separated 7 28 2589 0.968 10.0% 0.965 Full 

 

5.4. Discussion  

5.4.1. Comparing the Metrics 

Among all cases in general, the proposed LOF method favoured model simplicity 

the most heavily, followed by CV-RMSE and 𝑅𝑎𝑑𝑗
2 , and finally SSE and R2. Using the 

number of parameters against the goodness-of-fit assessment, CV-RMSE and 𝑅𝑎𝑑𝑗
2  never 

preferred a model series that is more complex than those suggested by SSE and R2. On 

the other hand, although SSE and R2 are expected always to prefer the model series with 

the largest number of parameters according to their statistical properties, this is untrue 

for one case under the DOW scheme and for 11 cases under the ACal scheme, out of 76 

cases each. The reason is thought to be that the regression process of the 4P-CP model is 

not strictly a single least-squares fitting. As the change-point temperature in Equation (1)  

and in Equation (2) is found through a grid search instead, this breaks the assumption 

underlying the statement that SSE and R2 will always prefer a model with more 

parameters. This behaviour seems further amplified under the unbalanced ACal scheme.  

For the two classic metrics that penalise number of model parameters, although 

they favoured the same model in all cases, CV-RMSE exhibited more obvious 

improvement than 𝑅𝑎𝑑𝑗
2 . Two reasons are thought to be behind this phenomenon. The 

first is that in the selected cases presented, 𝑅𝑎𝑑𝑗
2  are already relatively close to the upper 

limit of 1, leaving little space for it to improve visibly. The second reason is the property 
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that CHW change-point models tend to have one segment that is relatively flat, in which 

case CV-RMSE would be more sensitive to fit quality changes than 𝑅2 or 𝑅𝑎𝑑𝑗
2  [152]. 

The proposed LOF test always preferred the same or simpler model series 

compared to all other traditional metrics among all case study buildings. This validates 

its superiority should the analyst intend to weigh the model simplicity more heavily than 

done by CV-RMSE and 𝑅𝑎𝑑𝑗
2 . 

5.4.2. Reliability 

The proposed method is designed to aid the energy analyst’s decision making 

quickly and automatically in data separation possibilities for a portfolio of buildings. 

However, for many buildings among the cases used in this study, it is evident that the 

dataset requires no treatment or needs but a simple weekday-weekend separation. The 

proposed method is therefore deemed reliable since it tends to agree with the analyst 

when there is a clearly favourable way to divide the data, as is demonstrated in Sections 

5.3.2.1 and 5.3.2.2.  

On the other hand, in the case demonstrated in Section 5.3.2.3, the two-

component separation favoured by the LOF test significantly improved the model fit vis-

à-vis a no-separation model. The CV-RMSE was improved from 11.7% to 9.9%. This is 

valuable because the difference between the two components is difficult to identify by 

simply visual examination. In the case demonstrated in Section 5.3.2.4, the LOF test 

successfully singled out Monday data which turned out to be visibly higher than all other 

data points, but notably it also singled out Tuesday data whose difference could be 

arguable. Table 5.7  showed that compared to having Tuesday combined with other 
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weekdays, the favoured model’s CV-RMSE improved from 10.4% to 10.1% and the 

three-component model series (without Tuesday singled out) was inferred by the LOF 

test to be significantly worse compared to the saturated model. It is ultimately the 

analyst’s decision whether the LOF test is being too sensitive in this case.  

5.4.3. The Data Separation Schemes 

It is worth noting that this work purposely did not provide direct comparison 

between the two data separation schemes. The primary reason is that the LOF test 

deployed in this work is only suitable for situations where one model is a simplification 

of the other. To test non-nesting models across schemes, one may consider Vuong’s 

closeness test [156]. However, this is a likelihood-ratio-based test that involves 

eigenvalue computation, which could be considered far too difficult for quick and wide 

implementation. A scheme such as ACal is not widely used but customarily made for a 

specific building or group of buildings. The rationale of including it in this work is 

merely to demonstrate how the proposed method behaves differently under unbalanced 

data treatment, and all seasonal data separation schemes may well be as unbalanced as 

the ACal scheme. 

5.5. Summary 

This work proposes a procedure based on the analysis of variance to provide data 

separation suggestions automatically and comprehensively. With a pre-defined set of 

EDT, the proposed method using a series of LOF tests is able to examine all data 

separation possibilities and balance between model accuracy and simplicity. The method 

was tested on 76 case study buildings in Texas, USA. Whole-year, whole-building daily 



 

89 

 

measured CHW consumption data were used. The method was also tested under two 

data separation schemes, DOW and ACal, and compared to two classic goodness-of-fit 

metrics that penalise model complexity, CV-RMSE and 𝑅𝑎𝑑𝑗
2 . 

For all cases, the LOF test always favoured models simpler than or the same as 

those favoured by the other metrics. This indicates that the proposed method favours 

model simplicity more heavily than the classic metrics. The proposed method suggested 

that no data separation was needed in 61.8% of the cases when the data separation 

scheme was balanced. This is seen as an indication that the method is reliable and not 

overly sensitive. However, it was also able to identify subtle differences between 

consumption levels and point out data separation plans which led to substantial model fit 

improvement. Across the cases where the proposed method did favour a data separation, 

the CV-RMSE was improved by 7.6 percentage points on average compared to their no-

separation counterparts. 

Two different types of data separation schemes, both with seven elements, have 

been discussed. Under the balanced data separation scheme DOW, the proposed 

procedure favoured no separation in most cases and CV-RMSE and 𝑅𝑎𝑑𝑗
2  favoured a 

two-component separation in a plurality of cases (44.7%). This indicates that these two 

traditionally popular parameter-penalising metrics are somewhat safe to use when the 

data separation is balanced. On the other hand, when an unbalanced scheme such as 

ACal was applied to the same dataset, all complexity-penalising metrics tended to favour 

models with more components. The distance between the LOF test and the two other 

metrics also widened, with LOF favouring two-component separations in a plurality of 
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cases (38.2%) and the other two metrics favouring five components (34.2%). This 

suggests that the proposed method is a more reliable option should simplicity be 

preferred for buildings with unbalanced seasonal patterns.  
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6. CONCLUSIONS AND FUTURE WORK 

6.1. Conclusions 

The aim of this work is to expand and update the statistical modelling framework 

for whole-building energy consumption data for a commercial building. It has applied 

measured building energy data on the Texas A&M University campus in College Station 

to test a specialised formulation, two occupancy proxies, and automated scheduling 

techniques.  

Firstly, a break-point formulation is proposed in Section 3. It was designed to 

address an unexpected load shape of CVRH systems’ HHW consumption specifically 

and it managed to improve the HHW consumption models significantly, producing more 

favourable goodness-of-fit metrics and residual behaviour. Although the average change 

in CV-RMSE of 1.2 percentage points appears marginal, the improvement of each 

sample was statistically significant with lack-of-fit tests’ p-values far smaller than 0.05. 

This improvement is not only related to regression metrics, but also in its implications 

for enhanced reliability in diagnostics and energy consumption prediction due to the 

improvement residual behaviour. Buildings with constant volume reheat systems often 

have simultaneous heating and cooling during their operation. There is appreciable 

energy savings potential and they can be good candidates for commissioning. However, 

such buildings are usually old and lack modern control and metering systems. Their 

energy data, even when recorded, tend to be lower quality and their profile can be 

difficult to recognize. The proposed modelling method in this work is valuable in these 

applications. 
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Secondly, this work explored the use of domestic cold water (DCW) or ELE as 

an occupancy proxy to improve whole-building statistical models in Section 4. It found 

that a combination of DCW consumption data and the DBSCAN clustering technology 

could better capture the occupancy fluctuation and thus produce better models than 

attempting to divide data into groups by calendar only. For the typical years, even when 

the weekday-and-weekend method on average had favourable models with CV-RMSE 

values averaging 14.2%, the DCW clustering made further improvements of 2.9 

percentage points on average. These results are valuable in a number of aspects. Firstly, 

as occupancy plays an important role in building energy consumption, this work 

compared several methods and managed to recommend one of them to use this 

information effectively in whole-building statistical models. Secondly, since occupancy 

sensors are still not widely adopted in buildings, especially not in buildings typically 

targeted in energy efficiency projects, the proposed method is valuable since it provides 

energy calculation methods of higher quality for M&V applications. 

Last but not least, an automatic and comprehensive day-type grouping technique 

was proposed in Section 5. The proposed method simplifies the energy analyst’s task of 

finding a suitable way to separate energy data to accommodate building operation or 

occupancy schedule, when such information is incomplete or not easily available. Its 

comprehensive search approach also helps the energy analyst find unintuitive data 

separation options that could lead to substantial model-fit improvement. Across the cases 

where the proposed method did favour a data separation, the CV-RMSE was improved 

by 7.6 percentage points on average compared to their no-separation counterparts. 
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Compared to traditional complexity-penalising metrics of 𝑅𝑎𝑑𝑗
2  and CV-RMSE, the 

proposed method favoured even simpler models. The two traditional metrics most often 

favoured models with two components under the balanced data separation scheme 

(44.7%) and five under the unbalanced scheme (34.2%), while the proposed method 

favoured one (61.8%) and two (38.2%), respectively. Although this work introduced this 

method in the context of statistical modelling using daily CHW data, its procedure and 

results may be valuable in other energy baseline modelling scenarios such as hourly data 

modelling, other energy types, or calibrated simulation. 

A good model-fit is the cornerstone for important applications such as M&V, 

some control strategies, and anomaly detection. The techniques proposed in this work 

took advantage of the improved quantity and quality of energy consumption data and 

built upon the classic whole-building statistical methods. It aims to expand the standard 

practice beyond a single change-point, beyond a simple weekday-and-weekend data 

separation. Ultimately, the goal of this work is to update the framework of whole-

building energy consumption statistical models in a more contemporary mindset.  

6.2. Future Work 

This work has potential and value for expansion.  

The results of coupling a clustering technique with DCW consumption data 

discussed in Section 4 showed significant potential for producing physically meaningful 

results using a machine learning method. This finding is valuable because machine 

learning methods such as ANN are purely black-box and their parameters cannot be 

interpreted. This part of the study was based on a special on-campus classroom building 
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that did not have laboratory spaces. This helped avoid the situation where the effects of a 

high outdoor air intake ratio overwhelms the influence of occupancy change but largely 

limited the type of building on which this study can be conducted. Because of that, this 

study was only able to use one case study building in this part. In the future, if more 

suitable buildings and data can be found, the conclusions found in this part can be 

strengthened.  

The day-type grouping technique proposed in Section 5 was tested on CHW 

consumption data of 76 buildings. While the size of the sample of buildings is large, the 

study was not able to determine whether the grouping results of each building could be 

connected to the building type, system type, or other building or system characteristics. 

This is because such information about these buildings could not be consistently 

collected due to constraints of time and resources. However, it is nonetheless potentially 

valuable if buildings whose energy consumption models could benefit from careful day-

type grouping could be pre-identified based on their characteristics.  
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APPENDIX A 

DEFINITIONS AND FORMULAE OF STATISTICAL METRICS 

 

Sum of square error (SSE), or the residual sum of squares, defined in Equation 

A.1, is a measure of the discrepancy between the data and the model estimation and is 

used as an optimality criterion in model selection. A small SSE indicates a tight model 

fit. 

𝑆𝑆𝐸 = ∑ (𝑦𝑖 − 𝑦̂𝑖)2
𝑖  (A.1) 

where 𝑦𝑖 is the measured value and 𝑦̂𝑖 is the estimated value.  

Coefficient of determination (R2), defined in Equation A.2, is the proportion of 

the variance in the dependent variable that is predictable from the independent 

variable(s). A large R2 indicates a good model fit. 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)2

𝑖

∑ (𝑦𝑖−𝑦̅)2
𝑖

 (A.2) 

where 𝑦̅ is the sample average. 

Adjusted R2 (𝑅𝑎𝑑𝑗
2 ), defined in Equation A.3, accounts for the phenomenon of the 

R2 automatically increasing when extra regression parameters are added to the model. A 

large 𝑅𝑎𝑑𝑗
2  indicates a good model fit. 

𝑅𝑎𝑑𝑗
2 = 1 − (1 − 𝑅2)

𝑛−1

𝑛−𝑝−1
 (A.3) 

where n is the sample size and p is the number of model parameters. 

Coefficient of variance of the root mean square error (CV-RMSE), defined in 

Equation A.4, is a normalisation of the SSE by the sample average, which also accounts 

for the number of regression parameters.  
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𝐶𝑉(𝑅𝑀𝑆𝐸) =
√

1

𝑛−𝑝
∑ (𝑦𝑖−𝑦̂)2

𝑖

𝑦̅
 (A.4) 

where all symbols have the same meaning as when they were used in the previous 

equations. 
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APPENDIX B 

DAY-TYPE GROUPING RESULTS FOR ALL CASE STUDY BUILDINGS 

 

Table B.1. Results for all case study buildings. Number of model components (g) and number of model parameters (p) are 

listed for models favoured by each metric. 

 Sample 
Size 
(day) 

Day-of-Week (DOW) Scheme Academic Calendar (ACal) Scheme 

Bldg. SSE or R2 CV-RMSE or 𝑹𝒂𝒅𝒋
𝟐  LOF SSE or R2 CV-RMSE or 𝑹𝒂𝒅𝒋

𝟐  LOF 
 g p g p g p g p g p g p 

#01 365 7 28 4 16 2 8 7 24 6 20 4 14 
#02 356 7 28 2 8 1 4 7 24 4 16 3 12 
#03 354 7 28 4 16 2 8 7 24 5 16 2 8 
#04 312 7 28 3 12 2 8 6 20 3 12 3 10 
#05 335 7 28 3 12 1 4 7 24 5 16 2 8 
#06 364 7 28 2 8 1 4 7 24 5 18 2 8 
#07 334 7 28 1 4 1 4 7 24 5 18 1 4 
#08 365 7 28 4 16 2 8 7 24 6 20 4 14 
#09 365 7 28 5 20 2 8 7 24 5 16 2 8 
#10 365 7 28 2 8 1 4 7 24 6 20 2 6 
#11 365 7 28 2 8 1 4 7 24 6 22 3 12 
#12 365 7 28 1 4 1 4 6 20 5 18 3 12 
#13 365 7 28 2 8 1 4 6 20 6 20 1 4 
#14 364 7 28 1 4 1 4 7 24 7 24 3 12 
#15 365 7 28 2 8 2 8 6 20 5 18 3 12 
#16 364 7 28 2 8 1 4 7 24 5 18 3 12 
#17 360 7 28 2 8 1 4 7 24 6 22 3 12 
#18 335 7 28 2 8 1 4 7 24 7 24 4 14 
#19 365 7 28 2 8 1 4 7 24 6 22 4 16 
#20 365 7 28 3 12 2 8 7 24 7 24 3 12 
#21 365 7 28 2 8 2 8 7 24 5 16 2 8 
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 Sample 
Size 
(day) 

Day-of-Week (DOW) Scheme Academic Calendar (ACal) Scheme 

Bldg. SSE or R2 CV-RMSE or 𝑹𝒂𝒅𝒋
𝟐  LOF SSE or R2 CV-RMSE or 𝑹𝒂𝒅𝒋

𝟐  LOF 
 g p g p g p g p g p g p 

#22 365 7 28 2 8 1 4 6 20 3 12 1 4 
#23 365 7 28 2 8 1 4 7 24 5 18 2 6 
#24 365 7 28 6 24 4 16 6 22 6 22 4 14 
#25 365 7 28 2 8 1 4 7 24 5 16 2 8 
#26 360 7 28 5 20 2 8 7 24 5 18 4 14 
#27 364 7 28 4 16 2 8 7 24 6 22 3 10 
#28 365 7 28 3 12 2 8 7 24 6 20 3 12 
#29 365 7 28 3 12 2 8 7 24 5 18 3 10 
#30 313 7 28 4 16 1 4 6 22 3 12 2 8 
#31 365 7 28 3 12 1 4 7 24 5 20 3 12 
#32 365 7 28 7 28 4 16 7 24 6 22 4 14 
#33 365 7 28 2 8 1 4 6 20 6 20 3 10 
#34 365 7 28 4 16 1 4 7 24 5 18 1 4 
#35 365 7 28 5 20 3 12 7 24 7 24 5 18 
#36 365 7 28 2 8 1 4 7 24 5 16 2 8 
#37 365 7 28 2 8 2 8 7 24 5 18 3 12 
#38 364 7 28 4 16 2 8 7 24 5 18 2 8 
#39 364 7 28 2 8 2 8 7 24 7 24 3 12 
#40 354 7 28 4 16 1 4 7 24 7 24 2 8 
#41 362 7 28 2 8 1 4 6 20 5 18 3 10 
#42 365 7 28 3 12 2 8 7 24 5 16 2 8 
#43 364 7 28 3 12 2 8 7 24 6 20 2 8 
#44 360 7 28 3 12 1 4 7 24 3 10 1 4 
#45 325 7 28 2 8 1 4 7 24 5 18 2 8 
#46 365 7 28 2 8 1 4 7 24 3 10 1 4 
#47 365 7 28 3 12 1 4 7 24 3 12 2 8 
#48 365 7 28 3 12 2 8 7 24 6 20 4 14 
#49 365 7 28 2 8 1 4 7 24 2 8 1 4 
#50 365 7 28 6 24 3 12 7 24 7 24 4 14 
#51 365 7 28 1 4 1 4 7 24 4 14 2 8 
#52 365 7 28 1 4 1 4 7 24 4 12 1 4 
#53 354 7 28 6 24 3 12 7 24 5 18 2 8 
#54 282 7 28 6 24 4 16 7 22 5 16 2 8 



 

119 

 

 Sample 
Size 
(day) 

Day-of-Week (DOW) Scheme Academic Calendar (ACal) Scheme 

Bldg. SSE or R2 CV-RMSE or 𝑹𝒂𝒅𝒋
𝟐  LOF SSE or R2 CV-RMSE or 𝑹𝒂𝒅𝒋

𝟐  LOF 
 g p g p g p g p g p g p 

#55 355 6 24 3 12 2 8 7 24 6 20 2 8 
#56 365 7 28 2 8 1 4 7 24 6 20 2 6 
#57 344 7 28 2 8 1 4 6 20 4 16 2 8 
#58 365 7 28 1 4 1 4 7 24 6 22 2 8 
#59 365 7 28 2 8 1 4 7 24 7 24 4 14 
#60 365 7 28 2 8 1 4 7 24 6 22 2 8 
#61 365 7 28 2 8 1 4 7 24 5 18 3 10 
#62 365 7 28 5 20 3 12 7 24 6 20 4 14 
#63 365 7 28 2 8 1 4 7 24 4 14 2 8 
#64 354 7 28 2 8 1 4 7 24 5 18 1 4 
#65 365 7 28 6 24 4 16 7 24 5 18 3 12 
#66 365 7 28 2 8 1 4 7 24 3 10 1 4 
#67 365 7 28 2 8 1 4 7 24 4 12 2 6 
#68 365 7 28 2 8 1 4 7 24 4 14 2 6 
#69 362 7 28 1 4 1 4 7 24 3 10 1 4 
#70 365 7 28 3 12 1 4 7 24 3 10 1 4 
#71 365 7 28 1 4 1 4 7 24 3 10 1 4 
#72 365 7 28 2 8 1 4 7 24 3 10 1 4 
#73 365 7 28 2 8 1 4 7 24 3 10 2 6 
#74 299 7 28 5 20 3 12 6 20 4 14 3 12 
#75 313 7 28 6 24 2 8 7 24 6 20 2 8 
#76 312 7 28 3 12 1 4 7 24 4 14 1 4 

 

 


