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ABSTRACT

In this study we test whether different government expenditure innovation measures
proposed in the literature are good proxies for government spending shocks. We compare
five government spending shock measures: forecast error of survey of professional forecasters
(SPF), forecast error of forecast of Federal Reserve published in Greenbook (GB), military
news, Fisher-Peters measure, Ben Zeev-Pappa measure. To compare these measures, we
utilize the reliability estimator of a proxy, R?, and F statistics which are proposed by [1].
We find that SPF and GB constitute the best proxy variable for government spending shocks
with regard to different reliability estimators. SPF and military news proxies have the highest
multipliers comparing to the others. Their both multipliers are greater than 1. Multiplier
for Ben Zeev-Pappa and Fisher-Peters measures are less than zero. GB also has a positive

multiplier but less than one.
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1. INTRODUCTION

A classic question in macroeconomics is: how does the economy respond to a change in
government spending? Surprisingly, there is little consensus on the answer to this question.
It derives from the fact that different approaches to identify government spending shocks
lead to different answers. All approaches have some shortcomings. By government spending,
we mean government purchases, i.e. G in the NIPA identity.

There are many government spending shocks measures proposed in the literature. We
compare the five most important ones. These measures are: a) Military news shock measure
proposed by [2], b) forecast error of Survey of Professional Forecasters (SPF) published by
the Philadelphia Federal Reserve, c¢) defense spending shocks proposed by [3], d) excess
returns of large US military contractors proposed by [4], and e) forecast error of Forecast of
Federal Reserve provided by Philadelphia Fed’s Greenbook (GB).

Interestingly, as Figure 1 shows, while all studies measure the same structural shock,
these measures are very different from each other.

Typically, the literature on government spending has sought to address two main ques-
tions: (1) Which identification scheme is the preferred methodology for identify government
spending shocks? (2) What are the government spending multipliers? We try to answer
these questions in this paper by comparing the aforementioned proxies. In order to do so,
our analysis is based on a reliability measure which is developed by [1], R?, and F statistics.
Using these tests, we find that SPF and GB forecast errors are the best government spend-
ing shock measures. In our analysis, we employ the Proxy-SVAR model, which has been
developed by [5] and [1].

The rest of this study is organized as follows. Chapter 2 reviews different government
spending shock measures. Chapter 3 test the strength of various proxies proposed in the
literature for government spending shocks. Chapter 4 presents the results, and Chapter 5

concludes and provides future research direction.
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2. GOVERNMENT SPENDING SHOCK MEASURES

The five main shock measures that we study in this paper are i) narrative military
news shock, updated in [6]; (ii) forecast errors of Survey of Professional Forecasters (SPF)
published by the Philadelphia Fed (iii) forecast error of Forecast of Federal Reserve provided
by Philadelphia Fed’s Greenbook; (iv) Ben Zeev and Pappa’s defense news shock identified
using [3] medium run horizon method; and (v) Fisher and Peters’s military contractor excess
returns in [4].

(i) Military news:

[2] used narrative approach to create a dummy variable capturing major military buildups.
They read through Business Week to find the political events that led to the buildups. They
were looking for a series that was exogenous to the current state of the economy. They
used this narrative approach to ensure that the shock was unanticipated. They argue that
there are three dates when persistent increases in US military spending were anticipated.
By viewing the world events precipitating the military spending as exogenous, these dates
are used to identify government spending shocks. The principal advantage of the narrative
approach is the exogeneity of the spending episodes. This approach has some shortcomings:
a) the small number of observations, that the episodes only involve spending increases, b) it
assumes that the spending is known with certainty, and c¢) the selection of the dates is in-
herently subjective. These war dates correspond to the Korean War (1950:3), the escalation
of the Vietnam War (1965:1), and the Carter-Reagan military build-up (1980:1).

[7] sought to reconcile why the war dates were producing different results from the SVARs
that used Cholesky decompositions. Ramey argued that most government spending is an-
ticipated at least several quarters in advance, so that the standard SVAR method was not
identifying unanticipated shocks. In support of this idea, she showed that the shocks from
an SVAR were indeed Granger-caused by the [2| war dates. To create a richer narrative

variable to capture the "news" part of government spending shocks, she read Business Week



starting in 1939 and created a quantitative series of estimates of changes in the expected
present value of government purchases, caused by military events. She then embedded the
news series in a standard VAR, with the news ordered first in the Cholesky decomposition.
In that work, she found results that were broadly consistent with the estimates based on the
simple war dates. In follow-up work, [8] and [6] extended the military news series back to
1889. The military news variable tends to have low instrument relevance for samples that
begin after the Korean War, though. I use this military news as one of the measures that I
test.

(ii) Survey of Professional Forecasters (SPF):

The agents’ expectations about future government spending growth are reported in Sur-
vey of Professional Forecasters (SPF) published by the Philadelphia Federal Reserve. The
SPF reports forecasts for an ample set of macroeconomic and financial variables on a quar-
terly basis. This includes projections on government consumption and investment. While
the Ramey shocks are based only on military expenditure, SPF uses projections for the
largest available aggregate for government spending, comprising government consumption
and investment at the federal, state and local level. Rather than only considering military
expenses, what matters are projections on overall spending. Moreover, the SPF comprises
forecasts for the aggregates of government consumption and investment, but not forecasts
for subcategories such as military spending. In the SPF, forecasts for government consump-
tion and investments are expressed in real terms and seasonally adjusted at annual rates.
Following Ramey, we use the forecast errors of SPF to do the second analysis.

(iii) Forecast of Federal Reserve published in Greenbook data set (GB):

The Greenbook is produced before each meeting of the Federal Open Market Committee.
The research staff at the Board of Governors prepares projections about how the economy
will fare in the future. These projections are made available to the public after five years.
This data set contains Greenbook projections for many of the variables also forecast in the

Federal Reserve Bank of Philadelphia’s SPF. The variables include real GDP and its compo-



nents, nominal GDP, five measures of inflation, unemployment, industrial production, and
housing starts. Altogether, the Philadelphia Fed’s Greenbook Data Set includes Greenbook
projections for 15 variables. Greenbook also forecasts government spending and we use
forecast errors, similarly to SPF as another measure.

(iv) Ben Zeev and Pappa (BZP):

They use the medium-horizon identification methods of [3| to identify news shocks to
defense spending from a time series model. In particular, 9] identify defense spending news
as a shock that (i) is orthogonal to current defense spending; and (ii) best explains future
movements in defense spending over a horizon of five years. This shock best explains future
movements in defense spending over a horizon of five years.

(v) Fisher-Peters (FP):

They identify government spending shocks with statistical innovations to the excess re-
turns of large US military contractors. This approach is used to estimate the dynamic
responses of output, hours, consumption and real wages to a government spending shock.
They find that positive government spending shocks are associated with increases in output,
hours and consumption. Real wages initially decline and then rise after a year. [4] proposed
an alternative series of news based on the excess returns of defense contractor stocks for the

period starting in 1958.



3. METHODOLOGY

In this section we describe the data set, how we set up the empirical model, reliability

measure and the test statistics.
3.1 The Proxy-SVAR Model

Throughout the paper we consider the time span for which all five series are available. In
our analysis, we employ the Proxy-SVAR model, which has been developed by [5] and [1]. A
useful interpretation of the proxy variables is as imperfect measurements of latent structural
shocks. This interpretation makes sense in applications where the proxies are specified as
narratively identified monetary or fiscal policy changes. Narratives of economic policy are
constructed from historical sources that are used to summarize information about the size,
timing, and motivation of policy interventions. But historical records sometimes contradict
each other and calls for judgment. Another common issue of narrative shock series is that
many observations are assumed to zero. These measurement problems invalidate the use of
the narratives as direct observations of structural shocks. This also avoids bias estimates in
simple regressions.

The VAR model contains the endogenous variables |Govt spending, Taxes, GDP]| and
the proxy will be chosen from a set of proxies including military news variable, SPF and etc.
When we run VAR with Choleski, then we will have [Proxy variable, Govt spending, Taxes,
GDP].

Choleski method is the most commonly used identification method in macroeconomics,
which imposes alternative sets of recursive zero restrictions on the contemporaneous coeffi-
cients. This method was introduced by Sims (1980a). The "external instrument," or "proxy
SVAR," method is a promising new approach for incorporating external series for identifi-
cation. This approach takes advantage of information developed from "outside" the VAR,

such as series based on narrative evidence, shocks from estimated DSGE models, or high-



frequency information. The idea is that these external series are noisy measures of the true
shock.

Identifying structural shocks in vector autoregressions (VARs) is important for research
in macroeconomics. Consider the n x 1 vector of time series variables, denoted by Y;, that

follows

Y, = Ao+ Y A+ YA+, (3.1)

where u; is the n x 1 vector of VAR innovations. Let v; be the n x 1 vector of structural

shocks, which are related to the VAR innovations by

Uy = B’Ut7 (32)

The objective of the structural VAR literature is mostly to estimate the column of B
that corresponds to the structural shock of interest. For ease of exposition, we assume that
the relevant column of B is the first, Bj.

Without loss of generality, I order v; so that its first element is the structural shock of

interest. Then, Equation (2) is

Uy = [BlBg]Ut, (33)

vy, is the shock of interest, and vy, contains the other structural shocks. Here, the vector
B, determines how v;, impacts Y, , and estimating this vector is the focus of this paper.
With this in mind, I make the following common assumptions about the properties of the
structural VAR model.
Assumption 1:
a) The lag order p is known and the VAR is stationary.
b) B is invertible.

c) E(v,)) =0



d) E(vw,) = %, where ¥, is positive definite and

It is clear from the above that E(vv,) = 0 for ¢ # s
There exists a time series variable, denoted by z;, which is used as a proxy for vy .
Accordingly, we make the following assumptions:
Assumption 2:
a) z; has finite mean, denoted by .
b) 2; has finite mean, denoted by 2.

c) z is a relevant proxy for vy,

E(vy¢21) = ¢ # 0, with ¢ finite (3.5)

d) z is exogenous from the structural shocks vo .

E(va42) =0, (3.6)

Assumptions 2.a and 2.b ensure that the proxy is well behaved. Assumptions 2.c and 2.d

make it useful for identification.
3.2 The Reliability Measure

According to [1], an estimator of the reliability of the proxy is given by:

T T T

A= (") Lo(el P+ ) lr(me — ¢¢f)*) 16" Y 1r(ef)? (3.7)

t=1 t=1 t=1
where 17 is an indicator function for a nonzero observation of m;. They show how an
estimate of ¢ can be obtained using the restrictions implied by the estimated covariance

matrix of the VAR residuals u;.



The resulting reliability A lies between zero and one with larger values indicating a
higher correlation between the proxy and the true underlying tax shock. The statistic is
asymptotically equivalent to the R? statistic of the regression of the nonzero observations of
the proxy variable against the corresponding structural tax shocks identified by the proxy
VAR. In [10] to test for the presence of a proxy variable, he used the F' statistic from the

regression of the proxy variable onto the VAR errors.



4. RESULTS

In this section, we provide results for correlation between aforementioned proxies, impulse
response functions (IRF) and mulitpliers for proxies. We also compare these proxies with

regard to the reliability measure provided by [1], R?, and F statistics.
4.1 Proxy Comparison

Figure 2 depicts the nonzero observations of the proxy variable against the corresponding
structural government spending shocks identified by the aforementioned proxy VARs. These
plots show that nonzero observations for SPF and GB are well spread over the regression
line.

Table 1 presents the correlation between each pair of proxies.

Table 4.1: Correlation between proxies (1979-2006)

Military | SPF BzZ&P | F&P | GB
Military 1
SPF 0.1565 1
Ben Zeev-Pappa | 0.4053 | -0.0919 1
Fisher-Peters 0.1767 | -0.1767 | 0.3804 1
GB 0.1163 | 0.7272 | -0.1638 | -0.2233 | 1

As expected, SPF and GB have the highest correlation among the other pairs. The
reason is that professional forecastors and Federal Reserve economists are both forecasting
government spending in real time based on developments in economy.

In the following table, we summarize the reliability estimate, R? statistic, and F-statistics
for different proxies for government spending shocks:

GB has the highest value for the reliability measure. However, with regard to other

measures, SPF constitutes the best proxy variable for government spending shocks. Thus,
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Table 4.2: Reliability and F-statistics for proxies for government spending shocks

Reliability R? F Sample Period
SPF 0.32361 0.46727 | 42.395 1969-2006
GB 0.98543 0.27171 | 14.177 1979-2008
Military News | 0.092332 | 0.14021 | 26.146 1890-2015
BZP 0.162 0.1 8.719 1948-2007
FP 0.01387 | 0.01559 | 1.1243 1947-2008

this table confirms that these two measures are similar and accordingly work better.
4.2 Multipliers under different proxies

Plots in Figure 3 show the normalized dynamic effect of a positive one standard deviation
shock using aforementioned proxies. The 90% confidence intervals are the percentile inter-
vals from a residual based moving block bootstrap algorithm described in [11] with 10,000
bootstrap replications. This shock causes an increase in GDP growth. IRF’s for SPF and
GB are very similar. Taxes and GDP start rising after the shock, but fall slowly thereafter.
Government spending is also falling after the shock. IRF for military news is different from
the aforementioned IRF’s. Taxes and GDP will rise after period 0. For BZP, taxes and GDP
on impact start with negative value but rises in the future periods. IRF for FP shows taxes
increase on impact but falls in the future periods.

Figure 4 shows the multipliers for proxies. SPF and military news proxies have the
highest multipliers comparing to the others.

For robustness check, we compare the IRF’s for cases including consumption and invest-
ment. We add consumption and investment to the VAR model. The VAR model will be as:
|Govt spending, Taxes, GDP, Consumption| and [Govt spending, Taxes, GDP, Consumption,
Investment|. Figure 5 presents the results for the case with consumption and investment.
SPF and GB IRF’s are very similar for both data sets. Taxes and GDP are falling for the
first 4-6 quarters, but they rise slowly thereafter. Government spending is falling except

a rise at around the 4th quarter. Consumption rises smoothly, but investment falls in the
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beginning quarters,

We do the same exercise as in Table 2 for the overlapping sample for robustness check.
The results for the overlapping period is almost the same. There is no significant difference
between the results in Table 2 and Table 3. It confirms that SPF and GB are better proxies

for government spending shocks.

Table 4.3: Reliability and F-statistics for proxies for government spending shocks

Reliability | R? F Sample Period
SPF 0.3588 0.5466 | 42.58 1979-2006
Fisher-Peters 0.04847 | 0.0493 | 1.831 1979-2006
Military News 0.0044 0.0678 | 0.8937 1979-2006
Ben Zeev-Pappa 0.1641 0.1205 | 4.839 1979-2006
GB 0.9889 0.2667 | 12.851 1979-2006

4.3 Considering SPF and GB forecast errors further

Table 4 presents the result of GDP multiplier for both SPF and GB proxies. The govern-
ment expenditure multiplier is, thus, the ratio of change in income to a change in government
spending. The reason behind this expansionary effect of government spending on income is
that the increase in public expenditure constitutes an increase in income, thereby triggering
successive increases in consumption, which also constitutes increase in income. For each of
them, GDP multiplier has been calculated in three cases of with consumption, with invest-
ment, and with both consumption and investment in the VAR.

According to the Table 4, the government spending multiplier is larger for SPF, which
means that income is expected increase with this proxy. Figure 5 confirms this expectation.
The multiplier is less than 1 means $1 increase in government spending leads to less than
$1 increase in GDP but greater than 0. By comparing figures 4 and 5, I recognized that the
IRF’s for both SPF and GB have not been changed significantly by adding consumption and

investment to the VAR, specifically for government spending.
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Table 4.4: GDP Multiplier (consumption and investment are additional variables in the

VARS)

Impact 4th 8th 12th
consumption-investment | 0.7942 | -0.086774 | -0.584 | -0.57772
SPF investment 0.89502 | 0.72147 | 0.69114 | 0.80566
consumption 0.87044 | -0.035091 | -0.32752 | -0.16826
consumption-investment | 0.20488 | 0.1506 0.21692 | 0.24562
GB investment 0.48953 | 0.39791 | 0.46023 | 0.42652
consumption 0.22152 | 0.038246 | 0.23559 | 0.27536

13
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5. CONCLUSIONS AND FUTURE RESEARCH

In this paper, we have analyzed which shock measure constitutes the best proxy variable
to analyze the effects of government spending shocks. Our results are based on the reliability
measure proposed by [1], R?, and F statistics. We also check the IRF’s and multipliers. We
find that the measure by SPF and GB constitute the best proxy variable for government

spending shocks and should thus preferably be employed in studying the effect of fiscal policy.
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Here, we compare the multipliers and IRF’s for the another data set for consumption
and investment. The new data set has consumption and investment deflated by their own
respective deflators. Results are almost the same as the other set. There is not significant
difference between the results for both data sets of consumption and investment. Table 5

presents the government spending multiplier for the case with consumption and investment.

6. APPENDIX

Figure 6 is used to for robustness check.

Table 6.1: GDP Multiplier for a new data set

Impact 4th 8th 12th
consumption-investment | 1.0022 0.84281 0.77794 | 0.9444
SPF investment 0.9535 | 0.76924 | 0.62434 | 0.62045
consumption 0.95635 | 0.88452 0.85898 0.962
consumption-investment | 0.21082 | -0.32685 0.1813 | 0.11821
GB investment 0.34121 | -0.012981 | 0.071036 | 0.12331
consumption 0.17392 | 0.074319 | 0.30563 | 0.39672
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