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ABSTRACT  

   

  In recent years, the rapid decline in the production trend of liquid-rich shale reservoirs 

calls attention to enhance oil recovery (EOR) methods. One of the most promising EOR 

methods in unconventional reservoirs is a miscible gas injection with soaking, but this requires 

a more extensive reservoir fluid characterization than for conventional reservoirs to consider 

the confined behavior of fluids in nanopores. The Peng-Robinson Equation of State (PR-EOS) 

is coupled with the Young-Laplace capillary pressure model to include the nanopore 

confinement effect into the fluid behavior model. The study’s general objective is to predict 

the performances of different gas-assisted EOR methods in unconventional liquid-rich 

reservoirs with a more compatible and reliable thermodynamic-based model. We extend the 

features of in-house developed pressure-volume-temperature (PVT) simulator to calculate 

minimum miscibility pressure (MMP), an essential property to design a miscible gas injection, 

and to model a gas injection process by molecular diffusion using the appropriate effective 

diffusion coefficient in a tight-shale oil reservoir. 

  Previous work on conventional reservoirs has proven that injecting at or above the 

MMP can significantly increase recovery. However, the nanopore confinement effect in MMP 

estimation has not been well-documented, and there is no consensus in the modeling 

approaches. Numerical MMP estimation is more computationally efficient than molecular 

simulation and produces faster results than laboratory experiments. In this study, we developed 

an MMP calculation that includes the nanopore confinement effect. Since phase equilibria 

calculations have been coupled to the Young-Laplace capillary pressure model, a feasible 

MMP calculation method for this study is the Multiple-Mixing Cells method that calls for flash 
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calculations for each of the mixing cells to obtain dynamic multiple-contact miscibility. MMP 

predictions without confinement effect were compared with results from a commercial PVT 

simulator to test the accuracy. After modifying the MMP calculation, we examined multiple 

MMP estimations with varying fluid components, pore sizes, and reservoir conditions. 

  Other than fluid miscibility, the flow mechanism in unconventional ultralow 

permeability plays dominated by molecular diffusion significantly impacts oil production from 

gas-assisted recovery process. To simulate this, we need to select the appropriate effective 

diffusion coefficient. We solved the diffusion equation with and without the swelling-induced 

convection term numerically in the PVT simulator. The oil production was calculated based 

on the excess swollen volume of the solvent-oil mixture. Then, we matched the recovery factor 

with the existing experimental data by adjusting the effective diffusion coefficient. Thus, this 

study provides a tool that can describe the recovery process quantitatively and qualitatively. 
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NOMENCLATURE  

 

Symbols Definition  

𝐴𝑗 Polynomial EOS constant of phase 𝑗  

𝑎𝑖 EOS attraction parameter of component 𝑖, ft6 psi/lbmol2  

𝑎𝛼𝑗 EOS attraction parameter of phase 𝑗, ft6 psi/lbmol2  

𝐵𝑗 Polynomial EOS constant of phase 𝑗  

𝑏𝑖 EOS co-volume parameter of component 𝑖, ft3/lbmol  

𝑏𝑗 EOS co-volume parameter of phase 𝑗, ft3/lbmol  

𝑐 Concentration of solvent in liquid phase (mol/cm3) 

𝑐𝑖 Initial concentration of solvent in liquid phase (mol/cm3) 

𝑐0 Concentration of solvent in liquid phase at the interface 

(mol/cm3) 

D Binary diffusion coefficient in liquid phase, cm2/s 

𝐷eff Pseudo-binary effective diffusion coefficient in liquid 

phase in porous medium, cm2/s 

𝐷ij Diffusion coefficient in liquid phase of solute i and 

solvent j, cm2/s 

𝑑 Pore diameter, nm  

𝑓 Swelling factor 

𝑓𝑖
𝑗
 Fugacity of component 𝑖 in phase 𝑗, psia  

h Height of porous media, cm 

J Diffusive flux mol/(m2-s) 

𝐾𝑖 Vapor-liquid equilibrium constant (K-value)  

𝑀𝑖 Molar mass of component 𝑖, lbm/lbmol  

𝑀𝑗 Molar mass of phase 𝑗, lbm/lbmol  

𝑁 Number of contacts  

𝑛 Number of moles, mg-mol 

𝑁𝑐 Number of components  

𝑁𝑐ell Number of cells for discretization  

𝑝𝑐𝑎𝑝 Capillary pressure, psia  
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𝑃𝑖 Parachor of component 𝑖, dyne1/E cm3-1/E/gmol  

𝑝𝑗 Pressure of phase 𝑗, psia  

𝑝𝑐,𝑖 Critical pressure of component 𝑖, psia  

𝑅 Gas constant, 10.731 ft3 psi/lbmol R  

𝑟 Pore radius, nm (for EOS) or radial distance, cm (for 

diffusion) 

𝑟𝑖 Spherical radius of solute i, cm 

𝑟0 Reference radius of a porous medium, cm 

𝑠𝑖 Volume shift parameter of component 𝑖  

𝑇 Temperature, °F  

𝑇L Tie-line length 

𝑇𝑐,𝑖 Critical temperature of component 𝑖, °F  

𝑇𝑟,𝑖 Reduced temperature of component 𝑖  

t Time, s 

u Velocity in r or x directions (cm/s) 

𝑉𝑚
𝑗 Molar volume of phase 𝑗, ft3/lbmol  

�̃�𝑚
𝑗 Corrected molar volume of phase 𝑗, ft3/lbmol  

𝑉𝑠,𝑡𝑜𝑡𝑎𝑙 Total oil-solvent mixture volume expanded in a porous 

medium, cm3 

𝑉𝑠𝑜𝑙,𝑠𝑡𝑜𝑟𝑒𝑑 Volume of solvent stored in the matrix, cm3 

𝑉𝑝 Pore volume, cm3 

w Width of a porous medium, cm 

𝑥 Distance in porous medium, cm 

�̅� Dimensionless distance in porous medium 

𝑥0 Reference length of a porous medium, cm 

𝑥𝑖 Liquid mole fraction of component 𝑖 (for EOS) 

𝑥𝑖
𝑗
 Mole fraction of component 𝑖 in phase 𝑗 (for EOS) 

𝑦𝑖 Vapor mole fraction of component 𝑖 (for EOS) 

𝑍𝑗  Compressibility factor of phase 𝑗  

𝑍𝑐,𝑖 Critical compressibility factor of component 𝑖  

𝑧𝑖 Overall mole fraction of component 𝑖  

 

Greek Symbols Definition  

𝛼𝑖 EOS scaling factor  

𝛽 Fraction of total moles in vapor phase  
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𝛿𝑖𝑘 Binary interaction parameter between components 𝑖 and 𝑗  

∆𝑉𝑒 Volume expansion of the oil phase (cm3) 

휀 Diffusive tortuosity of porous medium 

𝜂𝑗 Viscosity of solvent j, cP 

𝜃 Contact angle, degrees  

𝜅𝑖 EOS characteristic constant of component 𝑖  

�̃�𝑗 Corrected mass density of phase 𝑗, lbm/ft3  

𝜎 Interfacial tension, dyne/cm  

𝜏 Dimensionless time 

𝜙 Porosity of the porous medium 

�̂�𝑖
𝑗 Fugacity coefficient of component 𝑖 in phase 𝑗  

𝜙𝑗 Single component fugacity coefficient of phase 𝑗  

𝜓𝑖
𝑗 EOS mixture parameter of component 𝑖 in phase 𝑗, ft6 

psi/lbmol2  

𝜔𝑖 Acentric factor of component 𝑖  

 

Subscripts  Definition 

𝑔 Gas phase  

𝑖 Cell i (for diffusion) 

𝑘 Component 𝑘  

max,prod Solvent-oil mixture at its maximum solvent concentration 

𝑜 Oil phase  

oil,inital Initial amount of original oil  

oil,prod Original oil produced 

res Reservoir condition  

SC Standard condition 

sol,prod Solvent produced 

 

Superscripts  Definition 

𝑗 Phase 𝑗  

𝑙 Liquid phase  

𝑣 Vapor phase  

 

Abbreviations Definition 

EOS Equation of state  
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GOR Gas-oil ratio, SCF/STB  

MMP Minimum miscibility pressure, psia 

PR Peng-Robinson  

PVT Pressure-volume-temperature  

SCF Standard cubic feet  

STB Stock tank barrel  

VLE Vapor-liquid equilibrium  
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CHAPTER I   

INTRODUCTION 

 

  Since the innovation of horizontal and multilateral well technology combined with 

multistage hydraulic fracturing in the late 1990s the oil and gas industry in the United 

States can now effectively produce from shale reservoirs with nano-scale pore sizes. With 

the price drop in natural gas in 2008, the focus has shifted from shale gas to shale oil 

reservoirs. However, this poses new challenges in the engineering practices in the oil and 

gas industry. The production trend in shale oil reservoirs declines more rapidly than in 

conventional reservoirs and can become uneconomical within three years or less. To 

increase the recovery factor, mature fields in conventional reservoirs have adopted 

enhanced oil recovery (EOR) methods using solvent gas injection. The application of EOR 

on shale oil reservoirs, however, still requires more research and has very limited field 

data.  

  In the EOR design plan, reservoir fluid study is a crucial component. However, the 

fluid behavior model that has been used in conventional reservoirs cannot accurately 

describe the fluid behavior in unconventional oil reservoirs. Although some empirical 

methods are practical to specific cases, a more reliable physics-based model is needed to 

predict the solvent gas injection performance. The most common approaches to examine 

fluid phase behavior are laboratory experiments and simulation. We focus on the latter. 

  One of the most successful EOR methods in conventional reservoirs is miscible 

gas injection. Injecting gas at or above the minimum miscibility pressure (MMP) has 
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shown higher oil recovery than injecting below the MMP in conventional reservoirs. Thus, 

the MMP prediction is important for optimization. Although numerical MMP prediction 

methods have been well-studied in conventional reservoirs, the nanopore confinement in 

shale reservoir can alter the MMP estimation. This study involves adding the MMP 

calculation feature into our in-house PVT simulator applicable for fluids in bulk and 

confined spaces and observing the deviation in MMP results in confinement. 

  While miscibility is achieved, the recovery mechanism needs to be evaluated. The 

highly heterogenous and ultra-low permeability reservoir changes the dynamics between 

fluid-rock interactions and fluid-fluid interactions where Darcy’s Law assumptions are no 

longer applicable. One of the violations is that the dominant flow is not a function of 

pressure gradient (convective). Thus, molecular diffusion becomes the main recovery 

mechanism in the matrix of shale reservoir. The diffusion process for gas injection design 

in a tight-shale reservoir can be simulated. The problem is in measuring an effective (or 

equivalent) diffusion coefficient to solve the diffusion-convection equation. Diffusion 

coefficients can mostly be obtained through laboratory experiments that are not 

compatible for tight oil reservoirs because they are usually done under low pressure and 

would require a long time to get sufficient data (Jia et al. 2019). Tovar et al. (2018a) 

conducted core flooding experiments that mimic the gas huff-n-puff injection on a 

hydraulically fractured rock. Therefore, we suggest a different method to find the effective 

diffusion coefficient. 

  This study is an attempt to analyze the performance of various scenarios of gas-

assisted recovery in tight oil reservoirs. The analysis includes the effect of reservoir and 
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injection fluid components, fracture spacing, and injection mode on oil production. These 

factors may change the MMP and the effective diffusion coefficient prediction. The focus 

of this study is to improve the capabilities of our PVT simulator particularly for EOR 

projects in tight reservoirs. The outcome of this research is to assist in designing EOR 

projects in liquid-rich shale reservoirs. 

1.1 Research Objectives 

  The overall objective of this study is to evaluate the performance of gas-assisted 

recovery methods in unconventional liquid-rich reservoirs using the calibrated fluid phase 

behavior model. Our goal is to create a mechanistic predictive model with a minimum 

number of adjustable parameter but physically verifiable. We utilize the coupled equation 

of state (EOS) to include the nanopore confinement effect in this study. To satisfy the 

main objective, we:  

1. Develop an algorithm to calculate the minimum miscibility pressure (MMP) for 

fluids under bulk condition and confinement 

2. Simulate the diffusion-convection process with an effective (gas-oil) diffusion 

coefficient to estimate oil production in low permeability porous media 

3. Validate the estimated MMP and the effective diffusion coefficient with published 

experimental data 

4. Provide analyses on various injection schemes with the estimated parameters 

mentioned above and their impact on the oil recovery  
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1.2 Description of Chapters  

Chapter I states the problem and the research objectives. 

Chapter II summarizes the published literature on the current progress within the topic of 

gas-assisted recovery projects in unconventional reservoirs. It starts from the broader topic 

of unconventional reservoir to the specific topic of fluid transport and phase behavior. 

Chapter III discusses the theoretical background the driving mechanism of multiple-

contacts miscibility and the MMP estimation method. The discussion of the results from 

the MMP estimation simulation is included in this chapter. 

Chapter IV includes the theoretical background of Fickian diffusion and the oil expansion 

effect (swelling) to the diffusion model used in the study.  The discussion of the results 

from the simulation of the diffusion process is included in this chapter. 

Chapter V covers the validity and the practical application of the MMP calculation and 

the diffusion model. 

Chapter VI consists of composition of the fluids mentioned in the thesis and the binary 

interaction coefficients. 

Chapter VII explains the conclusions and future work recommendations.  
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CHAPTER II  

LITERATURE REVIEW 

 

2.1 Unconventional Reservoirs  

  Since the rise in horizontal drilling technology and multi-stage hydraulic fracturing 

in the early 2000’s, the rock commonly known as source rock could become a reservoir 

rock. This type of reservoir is an unconventional reservoir because it requires the 

assistance of specific recovery techniques to be produced at economic rates. There are 

several types of unconventional reservoirs, including coalbed methane, heavy oil, gas 

hydrates, and tight oil and gas shale reservoirs. In this study, we focus on tight oil-rich 

reservoirs. Tight oil shale reservoir is a type of sedimentary rock with ultra-low matrix 

permeability in nanodarcies scale, low matrix porosity, very heterogenous, and usually 

high total organic content (TOC). The most productive tight oil reservoirs in the United 

States are the Permian Basin, Eagle Ford shale in Western Gulf Basin, and Bakken shale 

in Williston Basin. In 2019, Eagle Ford Shale play alone had 4.3 billion barrels of tight oil 

proved reserves and approximately contributed 20% of the U.S. crude oil production from 

tight plays (EIA 2019). These basins usually come from marine depositional environment 

and are shaped like the source rocks as shown in Fig. 2. 1 with discontinuous producible 

layers and natural fractures. The natural fractures and the laminated rock type contribute 

to the high heterogeneity, which is one of the challenges in predicting the recovery in 

unconventional reservoirs. Other challenges may include the tackling the low recovery 

factor, predicting the complex fracture geometry, and optimizing completion method. 
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Fig. 2. 1—The difference between source rock and reservoir rock in a petroleum 

play. Reprinted from Physical Geology by Earle (2015), licensed under CC BY-4.0.  
 

2.2 Enhanced Oil Recovery in Tight Oil Reservoirs  

  One of the problems in unconventional reservoirs are the low recovery factor and 

short production life. The attention has shifted to Enhanced oil recovery (EOR) projects 

to solve the problem in unconventional reservoirs. Many EOR projects have been tested 

on conventional reservoirs for several decades. According to Jia et al. (2019), the best 

EOR scheme for ultra-low permeability shale reservoir with matrix permeability smaller 

than 0.01 millidarcy is the huff-n-puff gas injection scheme. The huff-n-puff method 

utilizes a single well for injection and production. It requires a soaking period in each 

injection cycle that allows the gas to enter the matrix. Meanwhile, continuous gas flooding 

restricts the gas to penetrate into the matrix from the fracture network and leads to early 

gas breakthrough.  
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  In addition to the challenges in predicting recovery performance in unconventional 

reservoirs, the transport phenomena and phase behavior of the solvent and reservoir fluid 

in tight porous media are not well understood. Historically, miscible injection is favorable 

in conventional reservoirs. Multiple-contact miscibility between the solvent and oil occurs 

at a certain pressure and temperature. Therefore, estimating MMP is a crucial step to 

ensure miscible injection occurs. 

  While the solvent gas and oil could be miscible or form a single phase in the overall 

compositions, their rate of mixing within the matrix is governed by diffusive transport in 

tight permeability rocks. The limiting assumptions of Darcy’s Law cannot be applied in 

unconventional reservoirs due to the very low matrix permeability and heterogeneity. This 

condition causes the flow velocity to be significantly lower than for the convective flow 

which is no longer the dominant recovery mechanism. In fractured tight-oil reservoirs, 

convective flow still occurs in the fracture system while molecular diffusion happens 

predominantly within the matrix system. The connectivity between the fracture and the 

matrix also poses more uncertainty on the solvent-oil interaction. The natural fractures can 

increase the surface area for the diffusion process to take place from the fracture to the 

matrix. 

2.2.1 Gas Injection to Improve Oil Recovery 

  This research focuses on gas injection methods to improve oil recovery. In 

conventional reservoirs, several gas injection methods that have been proven to 

successfully increase the ultimate recovery in the field, including continuous, water-



8 

 

alternating-gas, and huff-n-puff schemes. Some of the common solvents used in the field 

are carbon dioxide (CO2), nitrogen (N2), methane (CH4), hydrocarbon-rich gas, or a 

mixture of these components. Most of the successful gas injection projects are under 

miscible state that can be achieved through multiple-contacts between the solvent gas and 

the oil. Achieving a fully-miscible state promotes swelling of the oil volume and lowering 

the oil viscosity. In fractured tight oil reservoirs, the solvent diffuses into the fractures 

from pressure gradient and into the matrix from concentration gradient, as depicted in Fig. 

2. 2. Ideally, the solvent expands the oil volume and produces the excess from the diffusion 

process. 
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Fig. 2. 2—Solvent injection process through the fractures using CO2 as the solvent. 

Reprinted from Hydrocarbon Mobilization Mechanisms from Upper, Middle, and 

Lower Bakken Reservoir Rocks Exposed to CO2 by Hawthorne et al. (2013). 
 

2.3 Thermodynamics in Confined Spaces  

  Confinement changes the fluid phase behavior from its bulk state, especially in 

nanoscale pore size. Molecular simulations have shown the confinement effect in 

nanoscale pore radius where bubble point pressure is suppressed and heavier components 

are increased (Baek & Akkutlu 2019; Zhang et al. 2016). Stimpson and Barrufet (2016) 

also found that there was a phase envelope suppression under confinement based on our 

PVT Simulator results. This suppression means that liquid saturation is higher, leading to 

higher oil production in unconventional liquid reservoirs (Stimpson & Barrufet 2016). 
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Given their analysis, hypothetically, the MMP is most likely be lower with lower bubble-

point pressure under confinement.  

  Leverett (1941) analyzed static equilibrium and dynamic flow of immiscible fluids 

in porous media caused by capillary forces. Stimpson (2017) added the nanopore 

confinement model into our existing PVT simulator. Peng-Robinson Equation of State 

model is coupled with the Young-Laplace capillary pressure model. Fig. 2. 3 shows the 

capillary pressure equation. Pore size and contact angle, or wettability, are additional input 

parameters needed in the PVT simulator to include the confinement effect. The 

modification lies in the fugacity equation, where the liquid and vapor pressure are not the 

same under confinement. The vapor pressure becomes the sum of liquid pressure and 

capillary pressure, as shown in Fig. 2. 3. The vapor-liquid equilibrium calculation 

procedure with the capillary pressure model increases the complexity and computational 

effort because it requires a longer iterative process. This study aims to improve the existing 

PVT simulator and expand this work specifically to be applied in enhanced oil recovery 

projects. 
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Fig. 2. 3—The difference between bulk and confined pore throat filled with gas in 

red and oil in green. Reprinted from a thesis by Czernia (2018). 

2.3.1 Nanopore Confinement Effect on Fluid Properties  

  In addition to analysis by Stimpson (2017), this chapter includes a brief analysis 

of the effect of nanopore confinement by coupling the capillary pressure equation with the 

Peng-Robinson equation of state with volume translation. It entails the deviation of K-

values, liquid and gas phase fraction, densities, and viscosities in confined state from bulk 

condition. The fluid properties in confinement prove that the liquid composition becomes 

lighter and enriched with lighter components and that the gas composition becomes 

slightly heavier under confinement. This phenomenon causes a decrease in liquid density 

and viscosity and an increase in gas density and viscosity. It can be explained by the K-

values and liquid and gas mole fraction of the components of the fluid. The fluid used in 

this analysis is found from the literature and is listed in Table 6. 4, which is a simplified 

version of Eagle Ford volatile oil from Table 6. 3 to emphasize hydrocarbon components. 

We use an in-house PVT Simulator to run flash calculations to obtain the equilibrated 
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fluid properties. This analysis consistently uses 10 nm of pore diameter and 30° of contact 

angle for the confined case. We use unit slope as a reference to visualize the deviation in 

confined fluid properties from the bulk state.  

  In Fig. 2. 4, liquid densities in confined state are lower while gas densities in 

confined state are higher than those in bulk state at pressures of 500, 1,000, and 1,500 psia 

and at a temperature of 250°F. Fig. 2. 5 shows that liquid viscosities are lower in confined 

state while gas viscosities are higher in confined state than those in bulk state at all 

pressures. Lower liquid density and liquid viscosity for fluid in confinement imply that 

the liquid becomes lighter and contains more lighter components under confinement. On 

the other hand, the higher gas density and gas viscosity for fluid in confinement signify 

that the gas composition becomes enriched with heavier components. To support this 

observation, we inspect K-values and liquid and gas mole fraction of each component.  

 We compare K-values and liquid and gas mole fraction of each fluid component from 

Table 6. 4 at 500 psia and 1,500 psia and a temperature of 250°F. Fig. 2. 6 and Fig. 2. 7 

show the K-values for fluid in bulk and confined state at 1,500 psia and 500 psia, 

respectively. The K-values in confinement deviates more from the bulk state at lower 

pressure, as depicted in Figure 4, because capillary pressure is higher at lower oil pressure 

of 500 psia. Both figures show that the changes in K-values are more significant on lighter 

components and that K-values are lower under confinement. The lower K-values could be 

caused by either increasing liquid mole fraction, xi, or decreasing gas mole fraction, yi. 

Fig. 2. 7 indicates that K-values are lower on lighter components and slightly higher on 

heavier components for fluid under confinement, revealing the slightly increasing gas 
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viscosity and gas density with confinement. Fig. 2. 8 and Fig. 2. 9 show gas and liquid 

mole fraction of each component in fluid from Table 6. 4 at pressures of 1,500 psia and 

500 psia, respectively. As seen in both figures, the gas mole fraction of each component 

under confinement does not deviate from the unit slope as much as the liquid mole 

fraction. Therefore, the liquid composition is more affected by nanopore confinement than 

gas composition. Fig. 2. 9 signifies that there are more lighter hydrocarbons and less 

heavier hydrocarbons in liquid composition in confinement. This phenomenon explains 

decreasing liquid density and liquid viscosity in confinement, as seen in Fig. 2. 4 and Fig. 

2. 5.  

 

 

Fig. 2. 4—Liquid and gas density of simplified fluid in Table 6. 4 for bulk and 

confined condition at 250°F. Confined case has 10 nm of pore diameter and 30° 

contact angle. 
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Fig. 2. 5—Liquid and gas viscosity of simplified fluid in Table 6. 4 for bulk and 

confined condition at 250°F. Confined case has 10 nm of pore diameter and 30° 

contact angle. 

 

 

Fig. 2. 6—K-values of each component for fluid from Table 6. 4 at 1,500 psia and 

250°F in bulk and confined state. Confined case has 10 nm of pore diameter and 

30° contact angle. 
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Fig. 2. 7—K-values of each component for fluid from Table 6. 4 at 500 psia and 

250°F in bulk and confined state. Confined case has 10 nm of pore diameter and 

30° contact angle. 

 

 

Fig. 2. 8—Liquid mole fraction, xi, (left) and gas mole fraction, yi, (right) of each 

component in Eagle Ford fluid from Table 6. 4 at 1,500 psia and 250°F in bulk and 

confined state. Confined case has 10 nm of pore diameter and 30° contact angle. 
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Fig. 2. 9—Liquid mole fraction, xi, (left) and gas mole fraction, yi, (right) of each 

component in Eagle Ford fluid from Table 6. 4 at 500 psia and 250°F in bulk and 

confined state. Confined case has 10 nm of pore diameter and 30° contact angle. 
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MMP prediction but it is valid for very specific case (Enick et al. 1988). Analytical 

computation captures the dynamic miscibility or multiple-contact miscibility where the 

combined condensing and vaporizing gas displacement exists (R.T.  Johns et al. 1993; Orr 

et al. 1993). Tovar et al. (2018b) showed the existence of both displacements from the CT 

scan analysis of the core sample after the core huff-n-puff experiment. Since we aim to 

honor thermodynamics, we focused on the understanding of the basis of the laboratory 

measurement methods and on the computational methods. 

  Although various MMP prediction methods have been well-studied, they are only 

proven for fluids in conventional reservoirs. Since the bubble point pressure has shown to 

be lower under confinement (Stimpson & Barrufet 2016), we also expect the MMP to be 

lower under confinement than those in bulk condition. To capture the deviation, this study 

involves adding the MMP calculation feature into the PVT simulator applicable for fluids 

in bulk and confined spaces. The new MMP calculation must be integrated with the 

modified equation of state (EOS) model to consider the nanopore confinement effect. 

2.4.1 Laboratory Experimental Methods 

  The most common laboratory experiment to measure MMP is slim-tube 

experiment (Metcalfe et al. 1972). The setup usually requires a long tube with small 

diameter that is packed with glass beads and is saturated with oil at reservoir temperature. 

Next, the solvent gas is injected into the coiled tube, filled with packed sands, at a pressure. 

Several experiments need to be conducted at different pressure while the recovery is 

recorded to obtain the correlation between the recovery and pressure. Miscibility occurs 
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when the recovery factor increases dramatically or above 90% after injecting 1.2 PV of 

solvent gas. However, slim-tube experiment uses glass beads and packing that are usually 

limited to high porosity and high permeability. Other laboratory measurements worth 

mentioning are rising-bubble-apparatus (RBA) (Christiansen & Haines 1987; Jessen & 

Orr 2008) and vanishing-interfacial-tension (VIT) (Rao 1997) experiments. RBA utilizes 

a flat glass tube to view the gas bubble of the injected gas disappears into the oil, indicating 

multiple-contact miscibility condition. The disappearance of the gas bubble also means 

that the interfacial tension between the gas and oil also vanishes. VIT experiment involves 

measuring the interfacial tension as a function of pressure and extrapolating them to zero 

to find the MMP. Teklu et al. (2014) also attempted to simulate VIT method using the 

capillary pressure theory and indicated the lowering MMP in confinement. Although RBA 

and VIT methods are relatively faster than slim-tube experiments, they have their 

disadvantages. RBA and VIT does not use porous column to measure the MMP. Thus, the 

validity of VIT and RBA are questionable for unconventional reservoirs. Also, the data 

obtained from RBA is qualitive and subject to different interpretation by the observer and 

VIT method can overestimate the MMP at zero interfacial tension (Jessen & Orr 2008).  

2.4.2 Computational Methods 

  Estimating MMP computationally is faster than measuring MMP through 

laboratory experiments. However, some calibration including the behavior of oil-solvent 

mixtures is necessary prior proceeding to the estimation of MMP. These may include 

volumetric measurements of miscible mixtures, swelling test, and saturation pressures. 
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  Some of the most common MMP calculation methods are: slim-tube simulation, 

Method of Characteristics (MOC), and mixing cells. The slim-tube experiment previously 

described can be simulated by discretizing the tube into several time steps and cells loaded 

with oil. For one pressure stage, the total amount of injected gas is usually set to 1.2 pore 

volume (PV), converted to a number of moles at the specified pressure and temperature. 

The total moles of injected gas divided by the number of time steps is added into the first 

cell in each time step. Assuming the oil and gas reach equilibrium mixing instantaneously, 

the VLE calculation is applied in the first cell to obtain the equilibrium phase compositions 

and the phase volumes. The mechanism involves moving the excess oil or gas volume 

from the first cell to the next cell and repeating the VLE calculation for all the cells. 

Depending on the transport mechanism mode, the transfer of the excess volume can 

depend on the oil swelling, phase mobilities, or phase viscosities, as illustrated in Fig. 2. 

10. However, phase mobility transport requires additional data of relative permeability 

and phase viscosities. The recovered oil for one pressure stage is the excess oil in the last 

cell accumulated from all time steps. The recovery factor per stage is the cumulative 

recovered oil volume in standard condition per stage divided by the original oil volume in 

standard condition. This process is repeated for several pressure stages. MMP occurs at 

the minimum pressure when oil recovery factor reaches a plateau. The MMP point can be 

observed on recovery versus pressure plot where the change in slope is significant. One 

of the uncertainties in this method is that the transport mechanism is only valid for high 

permeability porous media. Another disadvantage is the effect of numerical dispersion 
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that depends on number of cells and time steps. Very low permeability requires smaller 

time step size where numerical dispersion effect is higher. 

 

 

Fig. 2. 10—Transport mechanisms in slim-tube experiment simulation. Adapted 

from A Multicell Equilibrium Separation Model for the Study of Multiple Contact 

Miscibility in Rich-Gas Drives by Metcalfe et al. (1972).   

 

  MMP can also be computed analytically using Method of Characteristics (MOC). 

MOC is a mathematical approach to solve a hyperbolic partial differential equation in Eq. 

(2. 1) (Jessen et al. 1998; R.T. Johns et al. 1993; Orr et al. 1993; Wang & Orr 1997). It is 

a 1-D dispersion-free conservation equation in dimensionless form. A sequence of 

negative flash calculation, proposed by Whitson and Michelsen (1989), is required to 

obtain the phase composition for the overall fractional flux of component i (Fi) and the 
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overall volume fraction of the component i (Ci) and to construct the phase equilibrium tie-

lines. This equation uses the fractional flow theory that depends on the phase saturation. 

 𝜕𝐶𝑖

𝜕𝑡
+

𝜕𝐹𝑖

𝜕𝑥
= 0      𝑖 = 1,2,3… ,𝑁𝑐 (2. 1) 

  The MOC finds the velocity profile of the given composition and the shocks in the 

solution paths that connect between two tie-lines. The extension of these connected tie-

lines must intersect to be considered as crossover tie-lines. The solution path is where the 

original oil and solvent gas composition connects. The steps in finding the key tie lines 

and crossover tie-lines at a pressure are repeated as the trial pressure is increased until it 

reaches the MMP, as shown in Fig. 2. 11. The MMP is the minimum pressure at which 

one of the key crossover tie lines becomes the critical tie line and has zero length. 

Although this method is rigorous and more robust than slim-tube simulation, the fractional 

flow equation and saturation (volume fraction) dependency can be too complex and 

increase computational power for low permeability rock when we include the capillary 

pressure. 
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Fig. 2. 11—An example of key tie line lengths for CO2 displacement of oil at 160°F. 

The MMP is 2,380 psia where the tie line length is zero on Crossover Tie Line 1 

(Wang & Orr 1997).  

 

  Another method that is semi-analytical is mixing cell method. The method 

involves a single or multiple PVT cells where equal amount of solvent gas and original oil 

in mole fraction are mixed and obtaining the equilibrium phase compositions through VLE 

calculation at a specified pressure, starting below the MMP, and temperature. Then, the 

tie-line length in each contact, or mixing cell, is calculated based on the phase composition 

at a trial pressure. The MMP is the lowest pressure to approach zero tie-line length within 

a tolerance (Jensen & Michelsen 1990). In a single mixing-cell, there can only be either 

forward or backward contact miscibility. The forward contact mixing-cell is made from 

adding gas into the PVT cell filled with original oil and obtain the equilibrium gas 

composition. This new gas composition is added into the original oil again for the next 
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contact. This step is repeated until the composition does not change with more contacts. 

The process is the same for backward contacts but the equilibrium oil composition is being 

added into the cell filled with original gas composition. Flash calculations and tie-line 

length calculations for all contacts are repeated at a trial pressure. The tie-line length 

approaches zero as the trial pressure is increased, approaching the MMP. Since this 

method only consider the forward contacts or the backward contacts, it is likely to be 

overestimate MMP.  

  The multiple-mixing-cells method include both forward and backward contacts, or 

combined vaporizing/condensing gas drive mechanism. Ahmadi and Johns (2011) 

developed the Multiple-Mixing-Cell simulation method to estimate MMP for 

conventional reservoir fluid. The Multiple-Mixing-Cell method is considered more 

accurate than other numerical MMP estimation methods, such as slim-tube simulation. 

This method is similar to slim-tube simulation under moving-excess mechanism although 

it does not depend on recovery and cell volume, which it minimizes numerical dispersion 

effects. In addition, the mixing-cell method to estimate MMP is less computationally 

expensive than the analytical method of characteristics (MOC) because mixing cell 

method does not depend on fractional flow theory (Ahmadi & Johns 2011). Multiple-

Mixing Cell essentially consists of mixing equal parts of the reservoir and injection fluid 

in mole fraction and calculating the equilibrium phase compositions in each of the mixing 

cell. The new gas composition is contacted with the original oil as forward contact while 

the new oil composition is contacted with the solvent gas as backward contact, capturing 

both the vaporizing/condensing gas drive mechanism. This method is practical for the 
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integration of the nanopore confinement model with the MMP calculation algorithm. 

Thus, we focus on applying Multiple-Mixing Cells method by Ahmadi and Johns (2011) 

method to calculate MMP for fluids under confinement and bulk condition for this study. 

2.5 Molecular Diffusion as Predominant Recovery Mechanism 

  The term diffusion has extensive usage in transport phenomena. Some of the 

causes that result in diffusion are pressure gradients, thermal gradients, and concentration 

gradients (Reid et al. 1977). We focus on the diffusion caused by concentration gradients. 

The conventional advective transport, like Darcy’s Law, cannot be applied in very low 

permeability reservoirs. Several studies have visualized molecular self-diffusion as the 

main transport mechanism within the matrix in ultra-tight rocks (Fernø et al. 2015; 

Hawthorne et al. 2013). Within the huff-n-puff process, the soaking period mainly relies 

on the molecular diffusion process.  

  The rate of diffusion depends on the diffusion coefficient. In predicting the 

recovery performance, we need to determine the diffusivity coefficient that can be a 

function of the pressure, temperature, and phase composition. There are several common 

practices to determine the diffusion coefficient through laboratory measurements and 

through empirical correlations.  

2.5.1 Diffusivity Model 

  Theoretically, the binary-liquid diffusivity can be described by the Stokes-Einstein 

equation in Eq. (2. 2) although it has limited application (Reid et al. 1977). 
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Multicomponent gas-to-liquid mixtures theory, in which the diffusivity is also 

composition dependent, has been used to model diffusion in fractured reservoir (Hoteit & 

Firoozabadi 2009). The multicomponent diffusion is described by the Stefan-Maxwell 

equation. When there are no pressure gradients, the driving force is the chemical potential 

difference. Instead of the compositional gradients, a newer model uses the chemical 

potential gradient in Fickian diffusion model is claimed to be more appropriate for the 

phase boundary from fracture to the matrix (Moortgat & Firoozabadi 2013).  

 
𝐷𝑖𝑗 =

𝑅𝑇

6𝜋𝜂𝑗𝑟𝑖
 (2. 2) 

  There are numerous empirical correlations for diffusion coefficient for limited 

cases. Some of the most popular ones are the Wilke and Chang (1955) correlation and 

Scheibel (1954) correlation for binary liquid diffusivities, which are essentially a 

modification of Stokes-Einstein formula, and Fuller et al. (1966) correlation for binary gas 

diffusivities at low pressure (Reid et al. 1977). Perkins and Geankoplis (1969) also 

suggested a correlation for diffusion in multicomponent liquid mixtures. Renner (1988) 

conducted experiments to measure diffusion coefficients of CO2 in porous media at up to 

850 psia and correlated the data with respect to the liquid properties. Likewise, Wang et 

al. (1996) correlated CO2 gas diffusivity in liquid alkanes up to 750 psia based on 

Chapman-Enskog theory. However, Chapman-Enskog theory is usually applied in binary 

gas diffusion (Reid et al. 1977). Also, the diffusion coefficient of fluids in shale reservoirs 

at reservoir condition have been estimated using empirical correlations (Du & Nojabaei 

2019). Sigmund correlation (Sigmund 1976) was found to match the most with the 
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experimental results. The fluid properties, such as density, was calculated using modified 

EOS with critical shift theory and capillary pressure theory to include nanopore 

confinement effect. Most of the diffusion coefficients presented in the literature, however, 

are only pure components binary diffusion coefficients, such as CO2 with n-decane 

mixture (Grogan et al. 1988; Reid et al. 1977; Renner 1988; Sigmund 1976). Physics-

based studies of the diffusion coefficient under reservoir condition in low permeability 

reservoirs are also not commonly available (Jia et al. 2019). 

2.5.2 Diffusion Coefficient Measurement Methods 

  The diffusion coefficient can mostly be obtained through laboratory experiments, 

such as the pressure-decay method, CT-scan method, and PVT cell method. 

Unfortunately, these methods would not be feasible for tight oil reservoirs because they 

are usually conducted under low pressure on high permeability rocks and require a long 

time to obtain sufficient data if done on ultra-low permeability rocks (Jia et al. 2019). 

a. Pressure Decay Method 

  The principle of pressure decay method is displacing the solvent gas into a PVT 

cell filled with the liquid or oil at a constant volume and temperature as the pressure 

depletes over time. The amount of solvent gas in liquid phase, or solvent gas lost from the 

gas phase, is calculated using an EOS from the recorded pressure drops over time and the 

known remaining volume of the solvent in gas phase to determine the diffusion coefficient 

value (Araújo 2014; Li & Dong 2009; Renner 1988; Riazi & Dauber 1987). There are 

variations of experimental set up for the pressure decay technique for gas in liquid 
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diffusion, such as using capillary tube (Grogan et al. 1988), using core in the diffusion cell 

(Li & Dong 2009; Renner 1988), or only the diffusion cell. Li and Dong (2009) presented 

a method to measure the CO2 effective diffusion coefficient in oil-saturated Barea cores 

inside the PVT cell under reservoir conditions. They focused on the effect of the swelling-

induced convection caused by CO2-oil fluid interaction, where the oil swelling is measured 

before the pressure decay experiment. They matched the mathematical model with the 

pressure decay experimental data to find the binary diffusion coefficient. Then, the 

diffusion coefficient from the analytical approach can be matched with the experimental 

data. It is noted that they assume oil and gas are not fully miscible. The diffusion 

coefficient is assumed constant throughout the pressure decay method to simplify the 

calculation. Their mathematical model and numerical approach inspired our 

understanding in the diffusion process in unconventional liquid reservoirs.  

b. CT scan Method 

  The CT scan method utilizes the density difference to trace the components of the 

oil and the solvent in the porous media. This method requires calibration in CT scan 

reading depending on the energy level of the materials within the rock. Thus, the CT scan 

method’s accuracy is bound to the imaging capability and quality.  The solvent 

concentration can be obtained from the density of the mixture through CT scan data and 

density correlation (Araújo 2014).    

  Tovar et al. (2018a) conducted core flooding experiments to imitate huff-n-puff 

gas injection on a hydraulically fractured rock. He concluded that the driving mechanism 

is a peripheral slow-kinetics vaporizing gas drive where the gas vaporizes the oil instead 
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of displacing the oil. This driving mechanism hinders the fluids from being fully miscible. 

They also analyzed the CT scan images of the core after the flooding experiment. The 

changes in the density of the CT scan images show the hydrocarbon vaporization or CO2 

condensation. These images can predict how much the gas penetrates the core and can 

validate the diffusion coefficient estimation.  
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CHAPTER III  

MINIMUM MISCIBILITY PRESSURE IN CONFINEMENT 

 

3.1 Phase Behavior Modeling 

 In the phase behavior numerical model, we use the Peng-Robinson equation (Peng 

& Robinson 1976) of state (EOS) in Eq. (3. 1) with volume shift correction. The mixing 

rules and the parameters used are defined in Eq. (3. 2) to Eq. (3. 5a).  

 
𝑝𝑗 =

𝑅𝑇

𝑉𝑚
𝑗
− 𝑏𝑗

−
𝑎𝛼𝑗

𝑉𝑚
𝑗
(𝑉𝑚

𝑗
+ 𝑏𝑗) + 𝑏𝑗(𝑉𝑚

𝑗
− 𝑏𝑗)

 (3. 1) 

 
𝑎𝛼𝑗 = ∑ ∑ 𝑥𝑖

𝑗
𝑥𝑘

𝑗(𝑎𝑖𝑎𝑘𝛼𝑖𝛼𝑘)1/2(1 − 𝛿𝑖𝑘)

𝑁𝑐

𝑘=1

𝑁𝑐

𝑖=1

 (3. 2) 

 
𝑎𝑖 = 0.45724

𝑅2𝑇𝑐,𝑖
2

𝑝𝑐,𝑖
 (3.2a) 

 𝛼𝑖 = [1 + 𝜅𝑖(1 − √𝑇𝑟,𝑖)]
2
 (3.2b) 

 𝜅𝑖 = 0.37464 + 1.54226𝜔𝑖 − 0.26992𝜔𝑖
2, 𝜔𝑖 ≤ 0.491 (3.2c) 

 𝜅𝑖 = 0.37964 + 1.4875𝜔𝑖 − 0.16442𝜔𝑖
2 + 0.0167𝜔𝑖

3, 𝜔𝑖 > 0.491 (3.2d) 

 
𝑇𝑟,𝑖 =

𝑇 + 459.67

𝑇𝑐,𝑖 + 459.67
 (3.2e) 
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𝑏𝑗 = ∑𝑥𝑖

𝑗
𝑏𝑖

𝑁𝑐

𝑖=1

 (3. 3) 

 
𝑏𝑖 = 0.07780

𝑅𝑇𝑐,𝑖

𝑝𝑐,𝑖
 (3.3a) 

 Péneloux et al. (1982) modified the Peng-Robinson EOS by adding the volume 

translation parameter defined in Eq. (3. 4). The volume shift parameter, 𝑠𝑖, is defined from 

a correlation by Miqueu et al. (2003). Then, the density can be calculated with the 

modified molar volume in Eq. (3. 5). The volume translation is calculated after the vapor-

liquid phase equilibrium calculation.  

 
�̃�𝑚

𝑗
= 𝑉𝑚

𝑗
− ∑𝑠𝑖𝑏𝑖𝑥𝑖

𝑗

𝑁𝑐

𝑖=1

 (3. 4) 

 𝑠𝑖 = |𝑇𝑟,𝑖 − 0.628|
2.28

− 0.155 + 0.421𝜔𝑖 + 0.590exp[28.40(𝑇𝑟,𝑖 − 1)] (3.4a) 

 
�̃�𝑗 =

𝑀𝑗

�̃�𝑚
𝑗
 (3. 5) 

 
𝑀𝑗 = ∑𝑥𝑖

𝑗
𝑀𝑖

𝑁𝑐

𝑖=1

 (3. 5a) 
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3.1.1 Vapor-Liquid Equilibrium (VLE) Calculation 

 The VLE or flash calculation is developed by Rachford and Rice (1952) by solving 

Eq. (3. 6) and determine the vapor phase fraction of the mixture,  𝛽. The equilibrium 

constant, or K-values, is defined in Eq. (3. 7). Eq. (3. 8) and Eq. (3. 9) are the equation for the 

liquid and vapor phase fraction of each component. Solving the Eq. (3. 6) requires iterative 

process. So, Wilson (1969) proposed an initial guess for the K-values, as shown in Eq. (3. 11). 

 
∑

(𝐾𝑖 − 1)𝑧𝑖

(𝐾𝑖 − 1)𝛽 + 1

𝑁𝑐

𝑖=1

= 0 
(3. 6) 

 𝐾𝑖 =
𝑦𝑖

𝑥𝑖
 (3. 7) 

 𝑥𝑖 =
𝑧𝑖

(𝐾𝑖 − 1)𝛽 + 1
 (3. 8) 

 𝑦𝑖 = 𝑥𝑖𝐾𝑖 (3. 9) 

 
𝐾𝑖 =

𝑝𝑐,𝑖

𝑝
exp [5.37(1 + 𝜔𝑖) (1 −

1

𝑇𝑟,𝑖
)] 

(3. 10) 

 In the flash calculation, the goal is to equate the fugacity equation, which is defined 

in Eq. (3. 11) and Eq. (3. 12). Since the difference in pressure in gas phase and liquid phase 

are negligible in bulk condition, the fugacity equation in Eq. (3. 13) becomes Eq. (3. 14). 

The definition of K-values is described in Eq. (3. 15). Once the K-values are determined, 

we calculate the molar volumes and end the flash simulation.  
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 𝑓𝑖
𝑙 = 𝑓𝑖

𝑣 (3. 11) 

 𝑓𝑖
𝑗
= 𝑥𝑖�̂�𝑖

𝑗
𝑝𝑗 (3. 12) 

 𝑥𝑖�̂�𝑖
𝑙𝑝𝑙 = 𝑦𝑖�̂�𝑖

𝑣𝑝𝑣 (3. 13) 

 𝑥𝑖�̂�𝑖
𝑙 = 𝑦𝑖�̂�𝑖

𝑣 (3. 14) 

 
𝐾𝑖 =

𝑦𝑖

𝑥𝑖
=

�̂�𝑖
𝑙

�̂�𝑖
𝑣
 (3. 15) 

 However, the large capillary effect changes the fugacity calculation. We start by 

defining the Young-Laplace capillary pressure in Eq. (3. 16) and Eq. (3. 17). Additional 

input in the simulation are the interfacial tension (IFT), wettability contact angle, and the 

pore diameter to consider the capillary pressure. The wettability and pore diameter data 

comes from laboratory measurements. We use the IFT model in our PVT Simulator in Eq. 

(3. 18) (Danesh et. al. 1991). Then, we substitute the vapor phase pressure in Eq. (3. 16) 

into Eq. (3. 19). The K-values equation becomes Eq. (3. 20) with the fugacity defined in 

Eq. (3. 21). Since the IFT model depends on the molar volume that also depends on the 

K-values, the iteration and the overall VLE computation become more expensive.  

 One of the advantages of the capillary pressure model is the simplicity. Unlike 

molecular simulation, we only need to adjust fewer parameters and less computational 

power. It includes the fluid and rock interaction based on the wettability and pore size.  
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 𝑝𝑣 = 𝑝𝑐𝑎𝑝 + 𝑝𝑙 (3. 16) 

 
𝑝𝑐𝑎𝑝 =

2𝜎cos (𝜃)

𝑟
 (3. 17) 
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𝑙
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𝑦𝑖

�̃�𝑚
𝑣)
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𝑖=1
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𝑙

𝑀𝑤
𝑙
−

𝑦𝑖�̃�
𝑣

𝑀𝑤
𝑣)

𝑁𝑐
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 (3. 18) 

 𝑥𝑖�̂�𝑖
𝑙𝑝𝑙 = 𝑦𝑖�̂�𝑖

𝑣(𝑝𝑙 + 𝑝𝑐𝑎𝑝) (3. 19) 
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(3.21a) 
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(3.21b) 

 

3.2 Effect of Capillary Pressure on Phase Behavior in Gas Injection 

  With our existing PVT simulator, the fluid phase behavior deviation under 

confinement from the bulk condition can be observed. Although the capillary pressure 

effect, by definition, requires two phases to exist, the capillary effect still changes the 
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phase envelope at its equilibrium state. In Table 3. 1, the density and viscosity for different 

pore diameters are obtained at its saturation pressure under confinement. The reservoir 

fluid used in Table 3. 1 is an Eagle Ford Shale oil characterized by Ramirez and Aguilera 

(2014), as listed in Table 6. 3. These values are compared to the properties under the bulk 

condition at the same pressure. It shows that the deviation is higher with lower pore 

diameter. The difference in density would likely change the swollen volume under 

confinement and affect the diffusion coefficient. The density and viscosity are lower under 

confinement, which are favorable conditions for mobility in gas injection processes. 

  Stimpson and Barrufet (2016) had noted that there is suppression in the phase 

envelope with the confinement effect. As an early investigation, we apply an injected gas 

into a Bakken Shale reservoir fluid from published data (Yu et al. 2015) and predict the 

bubble point pressure. The test involves a pure carbon dioxide (CO2) gas injection and a 

mixture of 85% of CO2 and 15% of nitrogen (N2) gas injection.  As the amount of injection 

gas increases, the bubble point pressure becomes higher, as seen in Fig. 3. 1. The bubble 

point pressure in confinement is lower than in bulk. Adding nitrogen gas increases the 

bubble point pressure. The bubble point pressure is very close to the miscibility pressure. 

We obtained miscibility pressure at the varying amount of injection gas from a 

commercial simulator and generate saturation pressure with and without confinement 

effect from our PVT simulator. Fig. 3. 1 shows that the miscibility pressure and the 

saturation pressure in bulk condition are very similar. Since the saturation pressure in 

confinement is lower than in bulk condition, we can expect that the minimum miscibility 

pressure to be lower under confinement. From the conclusion of Fig. 3. 2, we can expect 
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that the nitrogen gas mixture would increase the minimum miscibility pressure under 

confinement.   

 

Table 3. 1—Comparison of density and viscosity under the bulk and confined 

conditions. 

  Density (lbm/ft3) Viscosity (cP) 

Pore 
Diameter 

(nm) 

Pressure 
(psi) 

Bulk Confined 
Deviation 

(%) 
Bulk Confined 

Deviation 
(%) 

15 2,181 37.503 36.916 1.57% 0.09300 0.08840 5.11% 

10 2,146 37.718 36.814 2.40% 0.09500 0.08780 7.81% 

 

 

Fig. 3. 1—Miscibility pressure obtained from a commercial simulator and 

saturation pressure obtained from our PVT simulator at 200 °F using pure CO2 

solvent. The pore diameter is 15 nm and contact angle is 30° for confined state. 
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Fig. 3. 2—Saturation pressure at 200 °F for pure CO2 injection and 85% CO2-15% 

N2 mixture injection under bulk condition (dashed lines) and confinement (solid 

lines).  

 

3.3 Condensing-Vaporizing Gas Drive 

 Miscibility occurs when the overall composition forms a single phase (Metcalfe et 

al. 1972). Multiple-contact miscibility is attainable at a lower pressure than first-contact 

miscibility. First-contact miscibility requires for the gas and oil to be miscible at the first 

mixture or contact; thus, it requires higher pressure. The ternary diagram below allows to 

visualize the multiple-contact miscibility. The ternary diagram shows three pseudo-

components of injection gas, intermediate hydrocarbons, and heavy hydrocarbons at a 

fixed pressure and temperature. The numbers on the sides are the mole fractions of each 

pseudo-component for the mixtures in dots. Inside the solid purple line is the two-phase 

region while the dashed purple lines are the equilibrium tie lines with the ends indicating 

the vapor and the liquid phase composition of the mixture along the tie line. The blue dot 
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indicates the critical point where the tie line distance is zero. The first contact happens 

when mixing the injection gas composition in the top most red dot with the original oil 

composition in liquid phase in bottom most green dot and forms an equilibrium mixture 

in yellow dot. This equilibrium mixture produces new compositions of vapor phase and 

liquid phase.  

 In vaporizing gas drive process, the new vapor phase mixes with the original oil 

composition in the next contact that forms a new equilibrium mixture with lighter vapor 

phase and heavier liquid phase. Fig. 3. 3 only depicts the forward-contacts or vaporizing 

gas drive. It occurs when the injected gas vaporizes the light to intermediate hydrocarbons 

and enriches the vapor phase with heavier components in the equilibrium mixture. On the 

other hand, condensing gas drive process, or backward-contacts, happens when the 

injected gas is condensed into the liquid phase and enriches the liquid phase with lighter 

components. These multiple-contacts happen until the vapor phase reaches its maximum 

enrichment. In Fig. 3. 3, the maximum enrichment meets the critical point; thus, it reaches 

multiple-contact miscibility (Metcalfe et al. 1972). It is possible because the oil 

composition lies on the left side of the critical point. Otherwise, the injection gas is 

partially miscible with the oil. We can increase the pressure to shrink the two-phase region 

with lighter critical point to obtain full-miscibility condition, as shown in Fig. 3. 4. The 

same philosophy applies to the condensing gas drive process. 

 In a favorable multiple-contact miscibility condition, both condensing and 

vaporizing gas drive processes happen simultaneously where the injection gas vaporizes 

the oil at the forward end and condenses into the liquid phase at the backward end. Only 
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considering one of the driving processes when evaluating the MMP can lead to 

overestimation of the multiple-contact miscibility pressure (Jensen & Michelsen 1990; 

R.T. Johns et al. 1993).  

 

 

Fig. 3. 3—Ternary diagram of multiple-contact miscibility in vaporizing gas drive, 

or forward multiple-contact process. 
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Fig. 3. 4—Ternary diagram of the first contact in vaporizing gas drive process at a 

higher pressure than in Fig. 3. 3 with smaller two-phase region and heavier oil 

composition. 

 

3.4 Computational Algorithm 

 In this research, we are using the Multiple-Mixing-Cells (MMC) method to 

calculate the MMP. Ahmadi and Johns (2011) developed an MMC model that only relies 

on the Vapor-Liquid Equilibrium (VLE) calculations without the effect of cell volume. 

Since the coupled EOS is incorporated into the VLE procedure, the MMC model is 

compatible to estimate MMP for fluids under confinement.  

 The MMC method captures vaporizing, condensing gas drive, and a combination 

of both. Fig. 3. 5 illustrates the mixing cells between the oil and the solvent gas. We 

assume the original oil in place is a single liquid phase. The leftmost mixtures are the 
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condensing gas drive process whereas the rightmost mixtures are the vaporizing gas drive 

process. The mixing cells in the middle area are combination of condensing and vaporizing 

gas drive process. Unlike single-mixing-cells method, MMC is advantageous because it 

considers multiple-contact miscibility and avoids bias from specifying the main driving 

mechanism. This chapter provides a flow chart of the MMP estimation algorithm in Fig. 

3. 6.  

 The first part of the algorithm is reading the input data, such as the oil and injection 

fluid composition and their EOS parameters. To model the nanopore confinement effect, 

we also need the pore throat radius in nanometer and the oil contact angle in degrees. The 

first contact or the first mixing cell is the oil and the solvent combination. Then, the VLE 

calculation is performed to produce the new vapor and liquid equilibrium composition that 

would be mixed with the oil and the solvent in the next mixing cells, or contacts, as 

illustrated in Fig. 3. 1. Chapter 3.1 explains the VLE algorithm in the PVT Simulator. This 

algorithm is slightly modified to produce the K-values and the liquid and vapor mole 

fractions as the output. The tie-line length calculation requires equilibrium liquid, 𝑥𝑖,  and 

vapor mole fraction, 𝑦𝑖, in each mixing cell, as shown in Eq. (3. 22), where 𝑁𝑐 is the 

number of components. We store the tie-line length in each contact at the specified 

pressure and determine the minimum value as the gas tie lines, oil tile lines, and crossover 

tie lines. The oil tie lines indicate vaporizing miscibility while the gas tie lines indicate 

condensing miscibility. If the minimum tie-line length reaches zero, the pressure is the 

MMP. Otherwise, we repeat the mixing cells process at higher pressure until we reach 
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zero minimum tie-line length. After the first three trial pressures, we use linear 

extrapolation to obtain the next trial pressure.  

 

𝑇𝐿 = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑁𝑐

𝑖=1

 (3. 22) 

 

 

Fig. 3. 5—Illustration of Multiple-Mixing-Cells method after 3 contacts. Each color 

represents a different composition in the cell resulted from each contact. 
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Fig. 3. 6—The flow chart for the MMP estimation algorithm using the Multiple-

Mixing-Cells method. 
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3.5 Results and Discussion 

  The MMP results from the PVT Simulator are presented below. We use a synthetic 

oil (Wang & Orr 1997) and an Eagle Ford volatile oil characterized by (Ramirez & 

Aguilera 2014). The composition of these fluids is described in Chapter VI in Table 6. 1 

and Table 6. 3, respectively. We compare the MMP between using pure CO2 and a 

mixture of 80 mol% CO2 and 20 mol% CH4 as the solvent gas. We used 30° contact angle 

and 200°F temperature consistently throughout this chapter. The tie line lengths in Fig. 3. 

7 and Fig. 3. 8 show the oil tie line, gas tie line, and crossover tie line trends. The crossover 

tie line is where the minimum tie line length lies for the specific pressure and temperature. 

Fig. 3. 7 and Fig. 3. 8 implies that the minimum tie line lengths closest to zero correspond 

to the most confined condition, which is at 10 nm pore diameter. It predicts that the MMP 

is lower at lower pore diameter. The crossover tie line lengths in both figures do not reach 

zero yet because 1,700 psi is below the MMP. The process of increasing the pressure to 

obtain MMP is repeated until we reach zero tie-line length, as shown in Fig. 3. 9. The 

pressure stages were set for 15 data points. They are sufficient to extrapolate the MMP. 

But, as illustrated in 15 nm case in Fig. 3. 9, the minimum tie-line length trend converges 

faster to MMP as it goes closer to MMP value. Thus, using linear extrapolation for the 

MMP value tends to overestimate the MMP. 



44 

 

 

Fig. 3. 7—Tie-line lengths of each contact number or cell using the synthetic oil 

from Table 6. 1 and pure CO2 solvent at 1,700 psi and 200°F for pore diameters of 

10 nm, 20 nm, and bulk condition and using total number of contacts of 25 and 50. 
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Fig. 3. 8—Tie-line lengths of each contact number or cell using the Eagle Ford oil 

from Table 6. 3 and pure CO2 solvent at 1,700 psi and 200°F for pore diameters of 

10 nm, 15 nm, and bulk condition and using total number of contacts of 25 and 50. 

 

 

Fig. 3. 9—Minimum tie-line lengths of each trial pressure from 50 contacts for 15 

nm and bulk case of Eagle Ford oil (Table 6. 3) displacement by pure CO2 at 200°F.  

0

0.1

0.2

0.3

0.4

0.5

0.6

0 10 20 30 40 50

T
ie

 L
in

e
 L

e
n
g
th

 (
d
im

e
n
si

o
n
le

ss
)

Number of Contacts

Bulk - 25 Bulk - 50

15nm - 25 15nm - 50

10nm - 25 10nm - 50

Oil Tie Line

Gas Tie Line
Crossover Tie Line

MMP: 2,209 psia

0

0.1

0.2

0.3

0.4

0.5

0.6

0 500 1,000 1,500 2,000 2,500

M
in

im
u
m

 T
ie

 L
in

e
 L

e
n
g
th

Pressure (psia)

15 nm

Bulk

MMP: 2,330 psia 

(extrapolated)



46 

 

 We estimate the MMP for pure CO2 injection on synthetic oil in Table 3. 2 and on 

Eagle Ford oil in Table 3. 3 at 200°F. We also test using the effect of total number of 

contacts on the accuracy of our MMP results. The results confirm that the MMP is lower 

at lower pore diameter when capillary pressure is considered. This is expected because the 

nanopore confinement suppresses the phase envelope, resulting in lowering bubble point 

pressure and lowering MMP. The deviation from bulk condition is more pronounced in 

the synthetic oil than in Eagle Ford oil. The synthetic oil has more mole percentage of 

heavy component than the Eagle Ford oil. The deviation is larger when using the CO2/CH4 

mixture in Table 3. 4 with the synthetic oil than using pure CO2. Table 3. 4 result also 

does not follow the trend because the MMP in bulk condition in Table 3. 4 is larger than 

the MMP in bulk condition in Table 3. 3, but the MMP in confinement in Table 3. 4 are 

lower than those in Table 3. 3. Thus, we do not have enough data to correlate the degree 

of deviation to certain fluid components. Since it is highly dependent on the solvent and 

the oil composition, the PVT study is crucial in EOR design. 

Table 3. 2—Comparison of MMP results of the pure CO2 injection onto the 

synthetic oil using the specified number of contacts at a given pore 

diameter at 200°F. 

 MMP (psia) 

Pore Diameter 
(nm) 

25 
Contacts 

50 
Contacts 

Bulk 2,310 2,268 

30 2,030 2,070 

15 1,845 1,890 
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Table 3. 3—Comparison of MMP results of the pure CO2 injection onto the Eagle 

Ford oil using the specified number of contacts at a given pore 

diameter at 200°F. 

 MMP (psia) 

Pore Diameter 
(nm) 

25 
Contacts 

50 
Contacts 

Bulk 2,430 2,330 

30 2,200 2,260 

15 2,170 2,210 

 

Table 3. 4—Comparison of MMP results of the solvent mixture of 80 mol% CO2 

and 20 mol% CH4 onto the synthetic oil using the specified number of 

contacts at a given pore diameter at 200°F. 

 MMP (psia) 

Pore Diameter 
(nm) 

25 
Contacts 

75 
Contacts 

100 
Contacts 

Bulk 2,910 2,810 2,790 

30 1,970 1,940 1,930 

15 1,840 1,820 1,790 
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CHAPTER IV  

MOLECULAR DIFFUSION FLOW MECHANISM 

 

  The focus of the study is to simulate the diffusion process during solvent injection, 

particularly in modified huff-n-puff processes in liquid-rich shale reservoirs. A practical 

method is presented to estimate recovery in a gas-assisted recovery process and to 

determine effective diffusion coefficients from experimental data. When two fluids reach 

miscibility, the solvent and reservoir fluid become a single-phase and the mixing between 

the two fluids within the porous media has to be quantified.  In the case of tight porous 

media, the main flow mechanism is molecular diffusion because of the very low 

permeability condition. This chapter starts with the theoretical background of molecular 

diffusion. It also explains the derivation of the equation used in the numerical simulation. 

4.1 Theory 

  When we are dealing with very low permeability porous media, the main flow 

mechanism is the molecular diffusion. Molecular diffusion occurs at the interface between 

two components or fluid mixtures and its main parameter is the diffusion coefficient. The 

advective flow occurs when there is a flow velocity difference. A combination of molecular 

diffusion and advective or convective flow is called dispersion. The Peclet number, a 

dimensionless number for the ratio of the advective or convective transport rate to the 

diffusive transport rate, indicates the dominating flow regime (Araújo 2014; Lie 2013).  

The Peclet number is very small due to the very small pore size and low fluid velocity in 
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the matrix, which means the diffusive transport is the dominating mechanism in 

unconventional shale reservoirs.  

  In modeling a miscible flow between the solvent and oil in the matrix, we need to 

consider both the diffusion and the oil swelling effect. The oil swelling causes the velocity 

difference that adds the advective/convective term into the governing equation. The oil 

swelling effect cannot be neglected because the oil production is based on the excess 

volume from the oil volume expansion. We also test the relative contribution of the 

molecular diffusion flow and the advection flow. 

  For simulating the huff-n-puff process, we use a constant pressure and temperature 

system without the gravitational force effect. We limit the study only to diffusion of two 

pseudo-binary liquid-phase fluids. In other words, we assume a condensing gas drive 

process. This study includes the flow from the fracture to the matrix, but it does not include 

the flow to the fracture. We simplify the complex fracture geometry into a planar fracture 

in Cartesian system and the outer radius of the reservoir in radial system as illustrated in 

Fig. 4.1 and Fig. 4.2. Although the planar fracture in Cartesian system is more common 

and realistic to simulate field scale, we included radial system to simulate laboratory 

experiments that usually use cylindrical core samples, such as the huff-n-puff core 

experiment by Tovar et al. (2018a). 
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Fig. 4. 1—Radial flow and linear flow of the solvent into the SRV and the assigned 

boundary conditions. 

 

 

Fig. 4. 2—An example of Stimulated Reservoir Volume (SRV) and fracture model 

to visualize the simplified geometry for the diffusion model. 
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4.2 Oil Swelling Effect 

 The oil swelling depends on the composition and types of component of the fluid 

occupying the rock and the solvent and the thermodynamic behavior of the two fluid 

mixtures. Thus, the oil swelling can be simulated using a PVT simulator. In order to use 

the swelling factor in the diffusion model, we need the swelling factor at varying solvent 

concentration.  

  The swelling factor can be obtained through series of flash calculation in our in-

house PVT Simulator. Since we consider miscible flow or a single-phase flow, the capillary 

pressure effect is not included. However, the impact of confinement is that single phase is 

achieved at lower pressures than in conventional reservoirs with pore sizes >100 nm. 

Therefore, the flash calculation is performed without the capillary pressure routine. This 

allows a shorter simulation run time. Traditionally, the swelling factor is calculated using 

volume at the bubble point pressure as the reference volume. Since we are assuming the 

pressure of the system does not change over soaking time period, the swelling factor at a 

constant pressure and temperature, usually in reservoir condition, for this chapter is defined 

as, 

 Swelling Factor =
𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑜𝑖𝑙−𝑠𝑜𝑙𝑣𝑒𝑛𝑡 𝑚𝑖𝑥𝑡𝑢𝑟𝑒 𝑎𝑡 𝑃𝑟𝑒𝑠

𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑜𝑖𝑙 𝑎𝑡 𝑃𝑟𝑒𝑠
  (4. 1) 

   Since we cap the solvent concentration to the maximum solubility of the solvent, 

we do not consider the solvent that vaporizes the oil. At our pressure range, this only 

happens at solvent concentration past 75%. Hence, the swelling factor at its constant 

pressure and temperature increases with solvent concentration as depicted in Fig. 4. 3. But 
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the maximum concentration is lower than 75% for systems at a pressure lower than 1,500 

psi. This is possible because miscibility is not reached and the solvent is in a gas phase. 

The swelling factor increases with temperature as depicted in Fig. 4. 3. However, it does 

not always increase with higher pressure. The swelling factor is lower at 3,500 psi than that 

at 2,500 psi. It reveals that increasing the pressure further can form two phases and shrinks 

the oil volume at some point of pressure because the solvent partially vaporizes the oil, 

which becomes vaporizing gas drive dominant. However, we do not consider the 

evaporation of oil into gas phase in our model. From this preliminary result, we expect that 

the oil production is not significantly higher from increasing the pressure after a certain 

point with the same diffusion coefficient.  

  In addition, the effect of nitrogen in the oil swelling is not favorable for gas injection 

recovery process. Fig. 4. 4 shows that nitrogen cannot swell the oil as much as carbon 

dioxide at the same pressure. This is the same effect as using pure CO2 at pressures lower 

than 1,500 psi. Nitrogen injection also requires higher miscibility pressure than CO2. The 

composition list of original oil used in Fig. 4. 3 and Fig. 4. 4 can be found in Table 6. 5. 
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Fig. 4. 3—Swelling factor with increasing solvent concentration in liquid phase in 

mole fraction for varying pressure at 165 °F (upper) and for varying temperature 

at 2,500 psia (lower) using Oil 1 from Table 6. 5 as the reservoir fluid and pure CO2 

as the solvent. 
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Fig. 4. 4—Swelling factor of the CO2-Oil 1 mixture in blue markers and N2-Oil 1 

mixture in orange markers. This system is under 2,500 psia and 165 °F. 

 

4.3 Diffusion-Convection Equation 

  Fick’s laws of diffusion describe the equilibrium mixing of two fluids from high to 

low concentration over the concentration gradient that is driven by the random Brownian 

motion. The first law describes the diffusional flux, 

 𝐽 = −𝐷eff∇ ∙ 𝑐 (4. 2) 

where J is the diffusional flux, Deff is the effective diffusion coefficient, and C is the solvent 

concentration. The effective diffusion coefficient is defined by: 
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 𝐷eff =
𝐷

휀
 (4. 3) 

  D is defined as the diffusion coefficient in bulk liquid phase and ε is the diffusive 

tortuosity factor of the liquid-saturated porous media. Du and Nojabaei (2019) summarized 

tortuosity of shale samples, measured by 3D tomographic imaging, with values ranging 

from 1.5 to 4.5 although shale rock is highly heterogenous that makes the tortuosity 

estimation more complex. They also suggested to obtain tortuosity and porosity 

relationship based on the lithology.  

  Since the diffusion process is in an unsteady-state, Fick’s second law below 

describes the change in concentration with time, t.    

 𝜕𝑐

𝜕𝑡
= 𝐷eff∇

2𝑐 (4. 4) 

  In this study we only consider the one-dimensional diffusion flow. If we only 

consider the diffusion process without the velocity fluctuation, the governing differential 

equation can be expanded into Eq. (4. 5) for cylindrical system and Eq. (4. 6) for Cartesian 

system. The diffusion equation without the advection term can be solved analytically using 

separation of variables.  

 𝜕𝑐

𝜕𝑡
=

𝐷eff

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑐

𝜕𝑟
) (4. 5) 

 𝜕𝑐

𝜕𝑡
= 𝐷eff

𝜕2𝑐

𝜕𝑥2
 (4. 6) 

  When the convective term is added,  Eq. (4. 3) becomes Eq. (4. 7). Using the 

Fundamental Theorem of Calculus, the equation is expanded to Eq. (4. 8). In this chapter, 
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we only focus on the derivation using Cartesian system in Eq. (4. 9). The derivation using 

a cylindrical coordinate system can be found under the Appendix A.  

 𝜕𝑐

𝜕𝑡
= 𝐷eff∇

2𝑐 − ∇ ∙ (𝑐�⃗� ) (4. 7) 

 𝜕𝑐

𝜕𝑡
= 𝐷eff𝛻

2𝑐 − [𝑐(𝛻 ∙ �⃗� ) + �⃗� ∙ 𝛻𝑐] (4. 8) 

 𝜕𝑐

𝜕𝑡
= 𝐷eff

𝜕2𝑐

𝜕𝑥2
− 𝑐

𝜕𝑢

𝜕𝑥
− 𝑢

𝜕𝑐

𝜕𝑥
 (4. 9) 

  The volume expansion of oil is calculated based on the cell pore volume and 

swelling factor within the cell as describe in Eq. (4. 10). The change in velocity in Eq. (4. 

11) is defined by the change in flow rate over the cross-sectional area (Li & Dong 2009). 

This equation is the transmissibility between two cells. We substitute the flow rate into 

volume and use the definition of change in volume with the previous equation. The 

velocity is the integral of the change in velocity. In discretized form, the integral becomes 

a summation in Eq. (4. 12). The term 𝑐𝑥+∆𝑥
𝑡+∆𝑡  means the concentration at 𝑥 + ∆𝑥 distance 

and 𝑡 + ∆𝑡 time. 

 
∆𝑉𝑒 = 𝜙𝑤ℎ∆𝑥 [𝑓 (

𝑐𝑥+∆𝑥
𝑡+∆𝑡 + 𝑐𝑥

𝑡+∆𝑡

2
) − 𝑓 (

𝑐𝑥+∆𝑥
𝑡 + 𝑐𝑥

𝑡

2
)] (4. 10) 

  

 
∆𝑢𝑥+∆𝑥

𝑡+∆𝑡 =
∆𝑉𝑒

𝑤ℎ(𝑥 + ∆𝑥)∆𝑡

=
𝜙∆𝑥

(𝑥 + ∆𝑥)∆𝑡
 [𝑓 (

𝑐𝑥+∆𝑥
𝑡+∆𝑡 + 𝑐𝑥

𝑡+∆𝑡

2
) − 𝑓 (

𝑐𝑥+∆𝑥
𝑡 + 𝑐𝑥

𝑡

2
)] 

(4. 11) 
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𝑢𝑥+∆𝑥
𝑡+∆𝑡 = ∑ ∆𝑢𝑥+∆𝑥

𝑡+∆𝑡

𝑥+∆𝑥

𝑥=0

 (4. 12) 

  The boundary condition and initial condition is shown in Eq. (4. 13) and Eq. (4. 

14). The illustration of the boundary condition for the two coordinate systems can be 

found in Fig. 4. 1. The maximum solvent concentration, c0, is arbitrarily predetermined in 

the simulation to be 75% solvent concentration in mol percentage at a fixed pressure. The 

c0 can also be proposed as the maximum concentration at the bubble point pressure. 

However, we use the former option in order to be consistent in the study. We assume the 

maximum solvent concentration is reached at the interface between the fracture and the 

matrix. The change in solvent concentration and the velocity yields to zero at the furthest 

from the source. 

  Boundary Conditions: 

 𝑐 = 𝑐0, at 𝑥 = 0 

𝑢 = 0, 
𝜕𝑐

𝜕𝑥
= 0,  at 𝑥 = 𝑥0 

(4. 13) 

  Initial Conditions: 

 𝑐 = 𝑐0 at 𝑥 = 0, 𝑡 = 0 

𝑐 = 𝑐𝑖 at 𝑥 > 0, 𝑡 = 0 

𝑢 = 0 at 𝑥 = 𝑥0, 𝑡 = 0 

(4. 14) 

  To solve the diffusion equation, we need to utilize dimensionless variable. The 

definition of each variables is found in Eq. (4. 15). 
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 �̅� =
𝑥

𝑥0
 𝑐̅ =

𝑐 − 𝑐𝑖

𝑐0 − 𝑐𝑖
 

(4. 15) 
 

�̅� =
𝑢

𝐷eff/𝑥0
 𝜏 =

𝑡

𝑥0
2/𝐷eff

 

  After we substitute the dimensionless variables into the diffusion equation and the 

velocity equation in Eq. (4. 9) and Eq. (4. 11), we obtain Eq. (4. 16) and Eq. (4. 17).  

 

 𝜕𝑐̅

𝜕𝜏
=

𝜕2𝑐̅

𝜕�̅�2
− 𝑐̅

𝜕�̅�

𝜕�̅�
− �̅�

𝜕𝑐̅

𝜕�̅�
 (4. 16) 

 

 
∆�̅��̅�+∆�̅�

𝜏+∆𝜏 =
𝜙∆�̅�

(�̅� + ∆�̅�)∆𝜏
[𝑓 (

𝑐�̅̅�+∆�̅�
𝜏+∆𝜏 + 𝑐�̅̅�

𝜏+∆𝜏

2
(𝑐0 − 𝑐𝑖))

− 𝑓 (
𝑐�̅̅�+∆�̅�

𝜏 + 𝑐�̅̅�
𝜏

2
(𝑐0 − 𝑐𝑖))] 

(4. 17) 

  The initial and boundary condition in Eq. (4. 13) and Eq. (4. 14), become Eq. (4. 

18) and Eq. (4. 19). The dimensionless equation is then discretized and solved using finite 

difference method. Further details can be found in the Appendix. The work flow to solve 

the diffusion model in the PVT Simulator is explained in Fig. 4. 5. 

  Dimensionless Boundary Conditions: 

 𝑐̅ = 1, at �̅� = 0 

�̅� = 0, 
𝜕𝑐̅

𝜕�̅�
= 0,  at �̅� = 1 

(4. 18) 
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  Dimensionless Initial Conditions: 

 𝑐̅ = 1 at �̅� = 0, 𝜏 = 0 

𝑐̅ = 0 at �̅� > 0, 𝜏 = 0 

�̅� = 0 at �̅� = 1, 𝜏 = 0 

(4. 19) 

 The swollen volume under reservoir condition at time t is calculated as Eq. (4. 20) 

for Cartesian system. The swelling factor is a function of the solvent concentration, 

defined by 𝑓(𝑐𝑖
𝑡). This is the amount of excess volume that is produced with the solvent 

in the solution. Eq. (4. 21) describes the volume of solvent stored in the matrix by 

integrating the solvent concentration. For this study, we do not estimate the amount of 

solvent adsorbed from the stored solvent.  

 
𝑉𝑠,𝑡𝑜𝑡𝑎𝑙(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠)(𝑡) = ∑ (𝑓(𝑐𝑖

𝑡) − 1)∆𝑥𝑖

𝑁𝑐𝑒𝑙𝑙

𝑖=1

∗ 𝑉𝑝 (4. 20) 

 

 
𝑉𝑠𝑜𝑙,𝑠𝑡𝑜𝑟𝑒𝑑(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠) = ∫ 𝑐(�̅�)𝑑�̅�

1

0

∗ 𝑉𝑝 (4. 21) 

 

 Since we are assuming that the volume produced have the maximum solvent 

concentration (c0), the solvent produced in moles (𝑛𝑠𝑜𝑙,𝑝𝑟𝑜𝑑) is 𝑉𝑠,𝑡𝑜𝑡𝑎𝑙(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠) 

multiplied by c0(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠), which can also be expressed in Eq. (4. 22) and Eq. (4. 23). The 

volumes at reservoir condition are converted to moles.  

 

 
𝑛𝑚𝑎𝑥,𝑝𝑟𝑜𝑑 =

𝑉𝑠,𝑡𝑜𝑡𝑎𝑙(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠)

�̃�𝑚,𝑚𝑎𝑥
𝑙 (𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠)

 (4. 22) 
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 𝑛𝑠𝑜𝑙,𝑝𝑟𝑜𝑑 = 𝑛𝑚𝑎𝑥,𝑝𝑟𝑜𝑑 × 𝑧𝑐0
 (4. 23) 

 𝑛𝑜𝑖𝑙,𝑝𝑟𝑜𝑑 = 𝑛𝑚𝑖𝑥,𝑝𝑟𝑜𝑑 − 𝑛𝑠𝑜𝑙,𝑝𝑟𝑜𝑑 (4. 24) 

  Thus, recovery factor can simply be expressed as in Eq. (4. 25) since the reservoir 

pressure and temperature are assumed constant. By calculating the swollen volume this 

way, higher swelling factor produces higher recovery factor. Eq. (4. 26) shows the 

definition of gross solvent utilization at standard condition of 14.7 psia and 60°F. 

 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝐹𝑎𝑐𝑡𝑜𝑟 =
𝑛𝑜𝑖𝑙,𝑝𝑟𝑜𝑑

𝑛𝑜𝑖𝑙,𝑖𝑛𝑖𝑡𝑖𝑎𝑙
 (4. 25) 

 
𝐺𝑟𝑜𝑠𝑠 𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =

𝑉𝑠𝑜𝑙,𝑝𝑟𝑜𝑑(𝑃𝑆𝐶 , 𝑇𝑆𝐶) + 𝑉𝑠𝑜𝑙,𝑠𝑡𝑜𝑟𝑒𝑑(𝑃𝑆𝐶 , 𝑇𝑆𝐶)

𝑉𝑜𝑖𝑙,𝑝𝑟𝑜𝑑(𝑃𝑆𝐶 , 𝑇𝑆𝐶)
 (4. 26) 
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Fig. 4. 5—Flow chart of diffusion model simulation in the PVT Simulator 
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4.4 Results and Discussion 

  The results presented in this section are based on the numerical simulation using 

Oil 1 as the in-situ fluid and pure carbon dioxide (CO2) as the solvent. The fluid 

composition of Oil 1 based on Tovar’s huff-soak-puff core experiment is listed in Table 

6. 5 within Chapter VI. In Fig. 4. 6 to Fig. 4. 11, the diffusion time is set to be for 24 hours 

and the effective diffusion coefficient is 5.0E-6 cm2/s for a consistent analysis. Also, Oil 

1 and solvent mixture swelling data is obtained at 2,500 psia and 165°F.   

 

Fig. 4. 6—Changing solvent concentration profile in a cylindrical coordinate system 

over 24 hours of diffusion time. This test uses Oil 1 from Table 6. 5 as the reservoir 

fluid, CO2 as the solvent, and 5.0E-6 cm2/s as the diffusion coefficient at 2,500 psia 

and 165°F. 
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Fig. 4. 7—Changing solvent concentration profile in a cylindrical coordinate system 

at varying radii. This test uses Oil 1 as the reservoir fluid, CO2 as the solvent, and 

5.0E-6 cm2/s as the diffusion coefficient at 2,500 psia and 165°F. 

  We can observe the solvent concentration profile over a specific time at a diffusion 

coefficient from simulating the diffusion process. An example of this can be found in Fig. 

4. 6 and Fig. 4. 7 for the cylindrical coordinate system and in Fig. 4. 9 and Fig. 4. 10 for 

Cartesian coordinate system. Observing in dimensionless variables is more appropriate 

for the solvent concentration and the distance. It shows that the solvent concentration can 

reach the maximum concentration after a certain period.  
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Fig. 4. 8— Dimensionless velocity profile in a cylindrical coordinate system over 24 

hours of diffusion time. This test uses Oil 1 as the reservoir fluid, CO2 as the 

solvent, and 5.0E-6 cm2/s as the diffusion coefficient at 2,500 psia and 165°F. 

  When we consider the convective term, we can observe the dimensionless velocity 

profile in Fig. 4. 8 for the cylindrical coordinate system and Fig. 4. 11 for Cartesian 

coordinate system. Both figures imply that the velocity fluctuation dissipates after a 

certain period. The crossover of the dimensionless velocity indicates that the velocity 

approaches to zero faster at earlier times where the diffusive flux is faster. It causes the 

solvent concentration falls to zero faster at earlier times. Also, larger dimensionless 

velocity closest to the source approaches to zero more rapidly.   
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Fig. 4. 9—Changing solvent concentration profile in a Cartesian coordinate system 

over 24 hours of diffusion time. 

 

 

Fig. 4. 10—Changing solvent concentration profile in a Cartesian coordinate 

system at varying distance from the source of the solvent. 
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Fig. 4. 11—Dimensionless velocity profile in a Cartesian coordinate system over 24 

hours of diffusion time. This test uses Oil 1 as the reservoir fluid, CO2 as the 

solvent, and 5.0E-6 cm2/s as the diffusion coefficient at 2,500 psia and 165°F. 

  The diffusion process in Cartesian system takes longer to achieve the same 

recoveries as in the cylindrical system as implied from Fig. 4. 12. With the same effective 

diffusion coefficient, same stimulated reservoir volume (SRV), and same flow distance 

(r0 = x0), the recovery factor in cylindrical system is higher than the recovery in Cartesian 

system over the same period. However, the recovery per unit contact area in Cartesian 

system is higher after about 14 hours than that in cylindrical system. The solvent takes 

longer to penetrate into the matrix in Cartesian system than in cylindrical system. It is one 

of the challenges in scaling up the lab experiment into the field. The contact area of the 

core flooding experiment is higher than the ones in the field. Thus, the lab experiment can 

overestimate the recovery results. 
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Fig. 4. 12—Recovery factor in Cartesian (blue line) and cylindrical (orange line) 

coordinate system over time in hours. This test uses Oil 1 as the reservoir fluid, 

CO2 as the solvent, and 5.0E-6 cm2/s as the effective diffusion coefficient at 2,500 

psia and 165°F. 

  Since the fluid dictates the diffusion coefficient, Deff, and is dictated by the pressure, 

temperature, and the EOS, the dimensionless solvent concentration over time and space 

would not change with pressure for the same diffusion coefficient. We need to observe the 

change in solvent concentration, recovery factor, and amount of solvent used at various 

diffusion coefficients.  

  When we compare the effect of diffusion coefficients on the concentration profile 

within same period, Fig. 4. 13 shows, as expected, that the solvent concentration increases 

with higher effective diffusion coefficient. Also, Fig. 4. 14 shows the concentration at the 

same radius over time. The solvent concentration with diffusion coefficient 1.00E-6 is 
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significantly lower and more gradual than the other profiles. It indicates that a higher 

diffusion coefficient may not change the concentration significantly as the lower one. 

 

Fig. 4. 13—Concentration profile after 24 hours diffusion time using different 

effective diffusion coefficient. The test uses Oil 1 (Table 6. 5) as the reservoir fluid 

and CO2 solvent at 2,500 psia and 165 °F. 

  In Fig. 4. 15, a higher diffusion coefficient affects the recovery positively. This 

analysis coincides with the increasing solvent concentration with a higher diffusion 

coefficient. The swelling factor increases with solvent concentration in the liquid phase at 

the same pressure, which means larger excess volume to recover. Other than recovery 

factor, the solvent’s gross utilization in Fig. 4. 16 is lower using a higher diffusion 

coefficient, but the pore volume injected is higher at a higher diffusion coefficient. The 

solvent stored in the matrix is calculated based on the integral of the concentration gradient 

times the pore volume. Gross utilization factor is the total volume of solvent used (stored 

and reproduced) divided by the total amount of oil produced in standard condition. Pore 
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volume injected is the total volume of solvent used per total pore volume in the matrix. 

The reason for the phenomena in Fig. 4. 16 is that the solvent permeates into the matrix 

(higher concentration gradient) and is stored more at higher diffusion coefficient. It also 

means that higher diffusivity leads to larger mass of solvent can be stored in the matrix in 

liquid form, but it still allows higher oil production.  

 

Fig. 4. 14—Solvent concentration over 24 hours diffusion time at dimensionless 

radial distance of 0.5, or the midpoint, using different effective diffusion coefficient. 

The test uses Oil 1 from Table 6. 5 as the original oil and CO2 as the solvent at 

2,500 psia and 165°F. 
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Fig. 4. 15—Recovery factor after 24 hours of soaking time using different effective 

diffusion coefficient. The test uses Oil 1 as the original oil and CO2 as the solvent at 

2,500 psia and 165 °F. 
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Fig. 4. 16—Pore volume injected (lines) and gross utilization factor in SCF/STB 

(markers) after 24 hours of soaking time using different effective diffusion 

coefficient. The test uses Oil 1 as the original oil and CO2 as the solvent at 2,500 

psia and 165 °F. 

  Fig. 4. 17 and Fig. 4. 18 presents the recovery factor, solvent used, and pore volume 

injected at various pressure and temperature at the same diffusion coefficient and diffusion 

time. The trend in Fig. 4. 19 is similar to the maximum swelling factor in Fig. 4. 3 because 

of the way the recovery is calculated as shown in Eq.(4. 20) to Eq.(4. 25). We can conclude 

that higher pressure does not yield to higher recovery factor when we restrict to same 

effective diffusion coefficient. However, the effective diffusion coefficient realistically 

changes with pressure. So, comparing the recovery factor at different pressures is invalid 

when using the same diffusivity constant. In order to determine the diffusion coefficient, 
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we need to match the recovery factor from a published data with our estimation using the 

corresponding diffusion coefficient.  

  In order to see the effect of pressure and temperature on the diffusion coefficient 

we need laboratory data that can match the recoveries with the simulation results. This 

topic is discussed in Chapter V. 

 

 
Fig. 4. 17—Effect of constant pressure on the recovery factor (top), the amount of 

solvent used (right), and the pore volume injected (left) after 24 hours of diffusion 

time using effective diffusion coefficient of 5.0E-6 cm2/s and temperature of 165 °F. 

The test uses Oil 1 as the reservoir fluid and pure CO2 as the solvent. 
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Fig. 4. 18—The effect of temperature on the recovery factor (top), the amount of 

solvent used (right), and the pore volume injected (left) after 24 hours of diffusion 

time using an effective diffusion coefficient of 5.0E-6 cm2/s and pressure of 2,500 

psia. The test uses Oil 1 as the reservoir fluid and pure CO2 as the solvent. 
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Fig. 4. 19—Effect of pressure on the recovery factor after 24 hours of diffusion time 

using effective diffusion coefficient of 5.0E-6 cm2/s. The test uses Oil 1 as the 

reservoir fluid and pure CO2 as the solvent. 

  Another similarity in recovery to the swelling factor trend is when we change the 

solvent component used. The type of solvent used dramatically affects the performance of 

the solvent injection process. Using nitrogen as the solvent is not recommended as Fig. 4. 

20 shows, the oil recovery using nitrogen, N2, is around 5% as opposed to the 32%  

obtained  using carbon dioxide, CO2 at the same effective diffusion coefficient. Tovar et 

al. (2018a) also obtained almost zero recovery from using nitrogen solvent in his huff-

soak-puff experiment, which validates our model. The pore volume injected (PVI) 

increases with oil recovery. Pore volume injected is defined by the total amount of solvent 

used per pore volume where the amount of solvent used are calculated based on the solvent 

concentration in liquid phase of the produced and stored oil-solvent mixtures. The 

maximum solvent concentration in liquid phase of CO2 is larger than that of N2, which 

explains the trend in Fig. 4. 20.  If the pore volume injected of nitrogen were increased, the 
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nitrogen and oil mixture would only be partially miscible. Partially miscible condition 

changes the driving mechanism, but we only focus on miscible condition in this study. 

 

 

Fig. 4. 20—The effect in recovery factor and pore volume injected with pure CO2 

and pure N2 at 2,500 psi after 24 hours of soaking time.  

  To prove that the primary mechanism is molecular diffusion, we present Fig. 4. 21. 

The oil swelling creates the velocity difference that requires the convective term into the 

diffusion equation. Without the convective term, the oil swelling only affects the excess 

production of the oil and solvent mixture. As depicted in Fig. 4. 21, the difference in 

recovery factor between with and without convection term in the diffusion model is more 

significant at a lower effective diffusion coefficient. However, the difference is relatively 

small. Also, the recovery is slightly higher when we only consider molecular diffusion term 
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than when we additionally add convective term. The convective term is added because we 

assume the swelling induces the velocity at the opposite direction if the flow. It hinders the 

diffusion process and lowers the recovery. 

 

 

Fig. 4. 21—The effect in recovery factor and gas utilization with convective term 

(D+C) and without the convective term (D) at 3,500 psi after 132 hours of soaking 

time. 
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CHAPTER V  

VALIDATION OF MODEL AND APPLICATION 

 

  This chapter discusses the validity and the recommended application of the models 

used in the study. Our MMP estimation results in Chapter III are compared to the MMP 

estimations from a commercial simulator. The diffusion model is tested using 

experimental setup by Tovar et al. (2018a) and compared according to the recovery data. 

We explain the limitations and emphasize the underlying assumptions in our models. 

5.1 MMP Estimation 

  The results of the MMP estimation using multiple-mixing-cells method are 

presented in Table 3. 2 to Table 3. 4. The MMP comparison is only appropriate for the 

bulk case since commercial simulators have not implemented the capillary pressure effect 

in their MMP estimation algorithm. We use slim-tube simulation in a commercial PVT 

simulator, PVTSim Nova 4, as the reference MMP estimation method for bulk condition. 

The MMP obtained from slim-tube simulation is described in Fig. 5. 1 and Fig. 5. 2. The 

MMP lies in the intersection between the two extrapolated lines, which indicates the sharp 

increase in recovery factor.  

  For pure CO2 solvent in synthetic oil case in Table 3. 2 with bulk MMP of 2,268 

psia, the reference MMP is 2,190 psia, as shown in Fig. 5. 1. For Table 3. 3 for pure CO2 

in Eagle Ford Fluid with bulk MMP of 2,330 psia, the reference MMP is 2,300 psia. The 

result using 50 contacts has the least error for both cases. For Table 3. 4 for pure CO2 in 

Eagle Ford Fluid with bulk MMP of 2,790, the reference MMP is 2,730 psia, as shown in 
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Fig. 5. 2. Although the difference is not as significant from 50 to 75 contacts, the 75 

contacts case still has the closest value to the reference MMP. Thus, higher number of 

contacts produces more accurate results.  

  The drawback of this method is that the sufficient minimum number of contacts 

cannot be predicted because it highly depends on the fluid composition. Another 

disadvantage is that adding the coupled EOS with capillary pressure increases the 

computational time, especially when involving more fluid components. Also, the trial 

pressure is determined by linear extrapolation that tends to overestimate the MMP. We 

also tried to test using Oil 1 from Table 6. 5 as the original oil with CO2 solvent, but the 

MMP cannot be found because the fluid has high amount of heavy components and  very 

low bubble point pressure. 
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Fig. 5. 1—Slim-tube simulation result from PVTSim Nova 4 for the pure CO2 

injection to the synthetic oil at 200°F. The intersection at 2,190 psia is the MMP 

estimation. 

 

Fig. 5. 2—Slim-tube simulation result from PVTSim Nova 4 for the CO2/CH4 

injection to the synthetic oil at 200°F. The intersection at 2,730 psia is the MMP 

estimation. 
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5.2 Matching Effective Diffusion Coefficients 

 The following approach involves matching the recovery data from the existing 

experimental data (Tovar et al. 2018b) by finding the appropriate effective diffusion 

coefficient. We simulated one of Tovar’s huff-soak-puff experiments, as described in Fig. 

5. 3, and matched the recovery factor at the end of the stage, or after all 4 cycles in this 

case. Tovar et al. used 100% oil saturated core samples and CO2 solvent for the constant 

pressure huff-soak-puff experiment. The applied temperature was 165°F while varying 

pressure were tested for different samples, ranging from 1,000 psia to 3,500 psia. To 

resemble the propped fractures, they used glass beads surrounding the core sample.  

 Our results are summarized in Fig. 5. 4. Fig. 5. 5 shows the flow chart of finding 

the effective diffusion coefficient. In the PVT Simulator, we would use 84 hours of 

soaking time to simulate the 4 cycles of 21 hours soaking time. The first cycle in the lab 

tends to produce more oil than the following cycles whereas the simulation have less sharp 

decrease between each cycle. The recovery factor does not have linear relationship to the 

number of cycles and soaking hours. The “puff” or the production period is a possible 

reason for the difference in recoveries from the simulation in each cycle. In Tovar’s 

experiment, the oil-CO2 mixture after the soaking period is produced by sweeping the oil 

mixture with a fresh CO2, as shown in Fig. 5. 3. Sweeping with a new batch of CO2 makes 

the CO2 that is originally mixed with oil from the soaking period to be untraceable. So, 

the amount of CO2 used is not accurately recorded.  

 Another observation is that the CO2 requirement in the first cycle from the 

simulation is much less than the available volume. The available volume is the fracture 
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pore volume plus the core pore volume. In this sample of Tovar’s experiment setup with 

the glass beads as the fractures, the available volume would be 24.1 cc. However, our 

result show that the first cycle would require 0.6 cc of CO2 solvent under 3,100 psi and 

165°F. Since the amount of CO2 solvent is not recorded by Tovar, we cannot validate the 

amount of CO2 used from our simulation.  

 The fracture volume is limiting the amount of CO2/solvent used in each cycle to 

obtain a certain recovery factor. If so, the contact surface area needs to be increased in the 

field to enlarge the fracture volume, such as through microfractures, but this is out of the 

scope of our study. Although we can control the size of the SRV and soaking time, the 

complex fracture network is too simplified in this stage of study. The next challenge would 

be to predict the surface contact area to simulate the diffusion process from the fracture to 

the matrix because the amount of solvent in each cycle of a huff-soak-puff process is 

limited to the fracture volume and the contact area per cycle, which can limit the recovery 

factor per cycle.  
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Fig. 5. 3—Adapted figure of the constant pressure huff-n-puff experimental setup 

by Tovar et al. (2018a). The stages consist of (1) putting the core under vacuum, (2) 

injecting fresh CO2, (3) soaking with CO2, and (4) displacing soaked cored by fresh 

CO2.  

 

 

Fig. 5. 4—The recovery factor after 4 cycles of 21 hours soaking time between 

experimental result from Tovar et al. (2018a) and our matching simulation using 

an effective diffusion coefficient of 1.05E-6 cm2/s. 
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Fig. 5. 5—Condensed flow chart of the diffusion model simulation to estimate the 

effective diffusion coefficient using an existing laboratory data. 
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CHAPTER VI  

FLUID COMPOSITIONS 

 

  Chapter VI includes the fluid compositions and the EOS parameters of the fluids 

mentioned in this thesis. Table 6. 1 and Table 6. 3 are used in Chapter III for the MMP 

estimates along with the binary interaction coefficients in Table 6. 2. The fluid 

composition and its binary interaction coefficients used in Chapter IV for the diffusion 

model is listed in Table 6. 5 and Table 6. 6. If the volume shift parameter and Parachor 

number are not provided by the author, we use correlations by Miqueu et al. (2003) for 

the volume shift parameter and by Alkan and Luan (1993) for the Parachor.  

 

Table 6. 1—Synthetic oil composition and component properties (Wang and Orr 

1997). 

Component zi 
Mi 

(lb/lb-mol) 

pc,i 

(psia) 

Tc,i 

(°F) 
ωi si Pi 

C1 0.20 16.04 667.8 -116.63 0.0104 -0.1540 77 

n-C4 0.15 58.1 550.7 305.65 0.201 -0.06413 180 

n-C10 0.65 134 305.7 652.1 0.490 0.803 505.8 

 

 

 

 

 



85 

 

Table 6. 2—Binary interaction coefficients for Synthetic oil and the solvent used in 

the tests (Wang and Orr 1997). 

Component C1 n-C4 n-C10 CO2 

C1 0.0 - - - 

n-C4 0.027 0.0 - - 

n-C10 0.042 0.008 0.0 - 

CO2 0.100 0.1257 0.0942 0.0 

 

Table 6. 3—Eagle Ford volatile oil composition and component properties 

(Ramirez & Aguilera 2014). All binary interaction coefficients are zero. 

Component zi 
Mi 

(lb/lb-mol) 

pc,i 

(psia) 

Tc,i 

(°F) 
ωi si Pi 

CO2 0.0091 44.01 1069.9 87.60 0.225 -0.0577 78 

N2 0.0016 28.01 492.5 -232.8 0.040 -0.1356 41 

C1 0.3647 16.043 667.4 -116.9 0.008 -0.1540 77 

C2 0.0967 30.07 708.5 89.70 0.098 -0.1002 108 

C3 0.0695 44.1 615.9 205.6 0.152 -0.0850 150.3 

C4-C6 0.1255 66.869 532 346.2 0.200 -0.0682 206.9 

C7+,1 0.2 107.76 430.6 561.1 0.345 -0.0072 337 

C7+,2 0.1 198.52 263.1 824.8 0.645 0.1191 613.1 

C7+,3 0.0329 335.11 147 1072.3 1.067 0.2968 1075.16 
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Table 6. 4—Simplified Eagle Ford volatile oil composition and component 

properties from Table 6. 3. All binary interaction coefficients are zero. 

Component zi 
Mi 

(lb/lb-mol) 

pc,i 

(psia) 

Tc,i 

(°F) 
ωi si Pi 

C1 0.35 16.043 667.4 -116.9 0.008 -0.1540 77 

C2 0.10 30.07 708.5 89.70 0.098 -0.1002 108 

C3 0.10 44.1 615.9 205.6 0.152 -0.0850 150.3 

Pseudo1 0.12 66.869 532 346.2 0.200 -0.0682 206.9 

Pseudo2 0.19 107.76 430.6 561.1 0.345 -0.0072 337 

Pseudo3 0.14 198.52 263.1 824.8 0.645 0.1191 613.1 

   

  Oil 1 in Table 6. 5 is an analog of Tovar’s experiment. Table 6. 6 is the binary 

interaction coefficients used in this thesis. Tovar utilized gas chromatography to identify 

the fluid composition based on weight percent from his experiment. We then characterized 

and lumped the fluid components and matched the fluid’s density and API gravity. 

 

Table 6. 5—Oil 1 composition and component properties 

Component zi 
Mi 

(lb/lb-mol) 

pc,i 

(psia) 

Tc,i 

(°F) 
ωi si Pi 

Pseudo 1 0.0138 46 616.0 206.1 0.1517 -0.050 229.0 

Pseudo 2 0.5672 107 413.2 573.5 0.3379 0.035 342.4 

Pseudo 3 0.2648 275 204.9 958. 9 0.7803 0.174 613.9 

Pseudo 4 0.0654 402 159.1 1,114.8 1.0420 0.173 803.4 

Pseudo 5 0.0887 472 145.7 1,176.1 1.1552 0.180 1,360.3 
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Table 6. 6—Binary interaction coefficients for Oil 1 and the solvents used in the 

tests. 

Component N2 CO2 Pseudo 1 Pseudo 2 Pseudo 3 Pseudo 4 Pseudo 5 

N2 0.0 - - - - - - 

CO2 0.0 0.0 - - - - - 

Pseudo 1 0.1 0.0 0.0 - - - - 

Pseudo 2 0.1 0.0 0.0 0.0 - - - 

Pseudo 3 0.1 0.0 0.0 0.0 0.0 - - 

Pseudo 4 0.1 0.0 0.0 0.0 0.0 0.0 - 

Pseudo 5 0.1 0.1 0.0 0.0 0.0 0.0 0.0 
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CHAPTER VII 

CONCLUSIONS AND RECOMMENDATIONS 

 

8.1 Conclusions 

Based on the research presented in this thesis, we conclude the following:  

• This study enables to quickly predict the performance a gas-assisted EOR project and 

assess the impact of key design variables, such as injection pressure, solvent/oil 

combinations, soaking time, and effective diffusion coefficient.  

• Our MMP estimations show a trend in decreasing MMP value under confinement and 

with lower pore diameter by considering capillary pressure in the VLE for confined 

state. Thus, MMP is expected to be lower in shale reservoirs than in conventional 

reservoirs.  

• In molecular diffusion dominated flow, the diffusivity constant, or effective diffusion 

coefficient, controls the oil recovery based on the excess volume due to the oil-solvent 

mixture expansion and dictates the rate of the solvent penetrating into the matrix. 

• The diffusion model simulates constant pressure huff-soak-puff experiment where the 

recovery factor over a soaking period can be matched to estimate an effective diffusion 

coefficient. This is a practical and fast prediction for the performance of a gas-assisted 

EOR process dominated by molecular diffusion within the matrix in liquid shale 

reservoirs.  

• PVT and fluid behavior analysis are crucial parts in EOR project, especially in tight 

plays, because the solvent and oil composition at reservoir condition affect the degree 
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of deviation of the fluid properties in confined state, such as MMP and oil swelling, 

from those in bulk state. 

• Carbon dioxide acts as a more reliable solvent to increase the oil swelling and recovery 

and to decrease the MMP rather than nitrogen.   
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8.2 Recommendations for Future Work 

This study is an attempt to understand the fluid transport and behavior, specifically the 

miscibility condition and the solubility of the solvent-oil mixture, in gas-assisted recovery 

in liquid-rich shale reservoirs although our research is far from being mature. Thus, we 

recommend some future work to help this study: 

• The computational time to find the MMP with capillary pressure can be minimized. 

The method to find the next trial pressure can be optimized to approach the MMP faster. 

• The robustness of the MMP simulation is also limited since the accuracy drops when 

the oil is a dead oil or the bubble point is too low. One of the possible solutions is to 

use negative space flash K-values algorithm from Whitson and Michelsen (1989).  

• In addition to matching the oil recovery with experimental data, the solvent used per 

cycle in the simulation has to be comparable with the experiment data to fully apply 

our diffusion model. The solvent in the experiment needs to be traceable and recorded. 

• It does not take account the oil shrinking, oil evaporation into gas phase, and the two-

phase phenomena. The effect of viscosity may be studied as well.  

• In scaling up the diffusion process, there are more challenges in the dynamic reservoir 

condition in the field that complicates the diffusion process, such as: 

o The geometry of the fracture is more complex than our planar model. We would 

need to consider microfractures and other possible fracture propagation model 

and increase the contact area without increasing the SRV.  

o The flow in the fracture to the matrix may not be diffusion-dominated due to 

the presence of pressure gradient. 



91 

 

o Our model would not be valid for reservoirs with high pressure gradient. 
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APPENDIX A  

DERIVATIONS 

 

A.1 Diffusion Equation for Cylindrical System  

  In Chapter IV, we discuss the derivation of the diffusion equation in Cartesian 

coordinate. This appendix explains the derivation in cylindrical coordinate. Eq. (4. 5) 

is the equation for diffusion process without the velocity fluctuation in cylindrical 

system. When the convective term is added, the expanded term of Eq. (4. 8) becomes 

Eq. (A. 1) for 1-D cylindrical system.  

 𝜕𝑐

𝜕𝑡
=

𝐷eff

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑐

𝜕𝑟
) −

𝑐

𝑟

𝜕

𝜕𝑟
(𝑟𝑢) − 𝑢

𝜕𝑐

𝜕𝑟
 

(A. 1) 

  The change in velocity in discretized form is defined in Eq. (A. 2). 

 

𝑢𝑟+∆𝑟,𝑡+∆𝑡 = ∑ ∆𝑢𝑟,𝑡+∆𝑡

𝑟+∆𝑟

0

 (A. 2) 

where, 

 ∆𝑢𝑟+∆𝑟,𝑡+∆𝑡 =
∆𝑉𝑒

2𝜋(𝑟 + ∆𝑟)ℎ∆𝑡

=
𝜙∆𝑟

(𝑟 + ∆𝑟)∆𝑡
[𝑓 (

𝑐𝑟+∆𝑟
𝑡+∆𝑡 + 𝑐𝑟

𝑡+∆𝑡

2
) − 𝑓 (

𝑐𝑟+∆𝑟
𝑡 + 𝑐𝑟

𝑡

2
)] 

(A. 3) 

  The change in liquid volume (∆𝑉𝑒), or the swelling, is described in Eq. (A. 4). The 

volume expansion of oil is calculated based on the cell pore volume and swelling factor 

within the cell. 
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∆𝑉𝑒 = 𝜙ℎ[𝜋(𝑟 + ∆𝑟)2 − 𝜋𝑟2] [𝑓 (

𝑐𝑟+∆𝑟
𝑡+∆𝑡 + 𝑐𝑟

𝑡+∆𝑡

2
) − 𝑓 (

𝑐𝑟+∆𝑟
𝑡 + 𝑐𝑟

𝑡

2
)] (A. 4) 

  The boundary condition and initial condition is shown in Eq. (A. 5) and Eq. 

(A. 6). 

  Boundary Conditions: 

 𝑐 = 𝑐0 at 𝑟 = 𝑟0 

𝑢 = 0, 
𝜕𝑐

𝜕𝑟
= 0 at 𝑟 = 0 

(A. 5) 

  Initial Conditions: 

 𝑐 = 𝑐0 at 𝑟 = 𝑟𝑜, 𝑡 = 0 

𝑐 = 𝑐𝑖 at 𝑟 < 𝑟𝑜, 𝑡 = 0 

𝑢 = 0 at 𝑟 = 0, 𝑡 = 0 

(A. 6) 

  To solve the diffusion equation, we need to utilize dimensionless variable. The 

definition of each variables is found in Eq. A. 7. 

 �̅� =
𝑢

𝐷eff/𝑟0
;  �̅� =

𝑟

𝑟0
; 

(A. 7) 
 

𝜏 =
𝑡

𝑟02/𝐷eff

;  𝑐̅ =
𝑐 − 𝑐𝑖

𝑐0 − 𝑐𝑖
 

  Then, we substitute the dimensionless variables into the Eq. (A. 1). The 

dimensionless form becomes Eq. (A. 8) and Eq. (A. 9).  

 𝜕𝑐̅

𝜕𝜏
=

1

�̅�

𝜕

𝜕�̅�
(�̅�

𝜕𝑐̅

𝜕�̅�
) −

𝑐̅

�̅�

𝜕

𝜕�̅�
(�̅��̅�) − �̅�

𝜕𝑐̅

𝜕�̅�
 (A. 8) 

 𝜕𝑐̅

𝜕𝜏
=

1

�̅�

𝜕𝑐̅

𝜕�̅�
+

𝜕2𝑐̅

𝜕�̅�2
− 𝑐̅

𝜕�̅�

𝜕�̅�
− 𝑐̅

�̅�

�̅�
− �̅�

𝜕𝑐̅

𝜕�̅�
 (A. 9) 
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  The velocity difference becomes Eq. (A. 10). Boundary and initial conditions 

would be Eq. (A. 11) and Eq. (A. 12). 

 
∆�̅��̅�+∆�̅�,𝜏+∆𝜏 =

𝜙∆�̅�

(�̅� + ∆�̅�)∆𝜏
[𝑓 (

𝑐�̅̅�+∆�̅�
𝜏+∆𝜏 + 𝑐�̅̅�

𝜏+∆𝜏

2
(𝑐0 − 𝑐𝑖))

− 𝑓 (
𝑐�̅̅�+∆�̅�

𝜏 + 𝑐�̅̅�
𝜏

2
(𝑐0 − 𝑐𝑖))] 

(A. 10) 

  Dimensionless Boundary Conditions: 

 𝑐̅ = 1 at �̅� = 1 

�̅� = 0, 
𝜕𝑐̅

𝜕�̅�
= 0 at �̅� = 0 

(A. 11) 

  Dimensionless Initial Conditions: 

 𝑐̅ = 1 at �̅� = 1, 𝜏 = 0 

𝑐̅ = 0 at �̅� < 1, 𝜏 = 0 

�̅� = 0 at �̅� = 0, 𝜏 = 0 

(A. 12) 

The recovery from excess swollen volume is calculated as follows:   

 
𝑉𝑠,𝑡𝑜𝑡𝑎𝑙(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠)(𝑡) = ∑ (𝑓(𝑐𝑖

𝑡) − 1) (𝑟𝑖+1
2⁄
2 − 𝑟𝑖−1

2⁄
2)

𝑁𝑐𝑒𝑙𝑙

𝑖=1

∗ 𝑉𝑝 (A. 13) 

 
𝑉𝑠𝑜𝑙,𝑠𝑡𝑜𝑟𝑒𝑑(𝑃𝑟𝑒𝑠, 𝑇𝑟𝑒𝑠) = ∫ 𝑐(�̅�2)𝑑�̅�2

1

0

∗ 𝑉𝑝 (A. 14) 
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A.2 Finite Difference Method to Solve Diffusion Equation 

  In Chapter IV, we solve the diffusion equation using a finite difference method. 

This appendix provides the setup of the matrix for the Cartesian coordinate. We use first 

forward difference expansion for time discretization in Eq. (A. 15) and centered difference 

expansion for space discretization in Eq. (A. 16) to Eq. (A. 18). 

 𝜕𝑐̅

𝜕𝜏
=

1

∆𝜏
(𝑐�̅�

𝑛+1 − 𝑐�̅�
𝑛) + 𝑂(∆𝜏) (A. 15) 

 𝜕𝑐̅

𝜕�̅�
=

1

2∆�̅�
(𝑐�̅�+1

𝑛+1 − 𝑐�̅�−1
𝑛+1) + 𝑂(∆�̅�2) (A. 16) 

 𝜕�̅�

𝜕�̅�
=

1

2∆�̅�
(�̅�𝑖+1

𝑛+1 − �̅�𝑖−1
𝑛+1) + 𝑂(∆�̅�2) (A. 17) 

 𝜕2𝑐̅

𝜕�̅�2
=

1

∆�̅�2
(𝑐�̅�+1

𝑛+1 − 2𝑐�̅�
𝑛+1 + 𝑐�̅�−1

𝑛+1) + 𝑂(∆�̅�2) (A. 18) 

  Then, the discretized partial differential equation in Eq. (A. 9) is simplified 

into Eq. (A. 19). 

 𝑎𝑖𝑐�̅�−1
𝑛+1 + 𝑏𝑖𝑐�̅�

𝑛+1 + 𝑑𝑖𝑐�̅�+1
𝑛+1=𝑒𝑖,     𝑖 = 0,1,2,3, … ,𝑁 (A. 19) 

where the coefficients are defined as in Eq. (A. 20) to Eq. (A. 23). 

 
𝑎𝑖 = −

∆𝜏

∆�̅�2
− �̅�

∆𝜏

∆�̅�
+

1

�̅�

∆𝜏

∆�̅�
 (A. 20) 

 
𝑏𝑖 = 1 +

∆𝜏

2∆�̅�
(�̅�𝑖+1

𝑛+1 − �̅�𝑖−1
𝑛+1) −

∆𝜏

�̅�𝑖
�̅�𝑖

𝑛+1 +
2∆𝜏

∆�̅�2
 (A. 21) 

 
𝑑𝑖 = −

∆𝜏

∆�̅�2
+ �̅�

∆𝜏

∆�̅�
−

1

�̅�

∆𝜏

∆�̅�
 (A. 22) 

 𝑒𝑖 = 𝑐�̅�
𝑛 (A. 23) 
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  We apply the discretization into the boundary condition, which becomes Eq. (A. 

24) and Eq. (A. 25). After substituting Eq. (A. 25) into Eq. (A. 19), we have Eq. (A. 26) 

that derives into Eq. (A. 27) and Eq. (A. 28).  

 𝜕𝑐̅

𝜕�̅�
|
�̅�=1

= 0 =
1

2∆�̅�
(𝑐�̅�

𝑛+1 − 𝑐�̅�−2
𝑛+1) (A. 24) 

 𝑐�̅�
𝑛+1 = 𝑐�̅�−2

𝑛+1 (A. 25) 

 (𝑎𝑁−1 + 𝑑𝑁−1)𝑐�̅�−2
𝑛+1 + 𝑏𝑁−1𝑐�̅�−1

𝑛+1 = 𝑒𝑁−1 (A. 26) 

 𝑐̅|�̅�=0 = 1 = 𝑐0̅
𝑛+1 (A. 27) 

 𝑏1𝑐1̅
𝑛+1 + 𝑑1𝑐2̅

𝑛+1 = 𝑒1 − 𝑎1 (A. 28) 

  Therefore, our system of equations become Eq. (A. 29). 

 

[
 
 
 
 
𝑏1

𝑎2

0
0
0

𝑑1

𝑏2
𝑎3

0
0

0
𝑑2

𝑏3

⋱
0

0
0
𝑑3

⋱
𝑎𝑁−1 + 𝑑𝑁−1

0
0
0
⋱

𝑏𝑁−1]
 
 
 
 

[
 
 
 
 
 
𝑐1̅

𝑛+1

𝑐2̅
𝑛+1

𝑐3̅
𝑛+1

⋮
𝑐�̅�−1

𝑛+1]
 
 
 
 
 

=

[
 
 
 
 
𝑒1 − 𝑎1

𝑒2
𝑒3

⋮
𝑒𝑁−1 ]

 
 
 
 

  (A. 29) 

 


