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ABSTRACT

The biomechanical properties of tissues and their constituent cells are a critical component in

determining their function, development, and overall wellness. As such, many approaches have

been developed to measure these properties. Atomic force microscopy (AFM), magnetic twisting

cytometry (MTC), particle-tracking microrheology (PTM), parallel-plates rheometry, cell mono-

layer rheology (CMR), and optical stretching (OS) are only some of the methods used to inves-

tigate cell and tissue biomechanics. These modern investigative methods are all either invasive

and destructive or require the introduction of foreign agents, thereby changing the natural state

of the sample. Optical techniques such as optical coherence elastography have shown promise

and become more prevalent for tissue-level studies, but still require mechanical excitations and are

limited regarding spatial resolution. The few optical techniques available are generally limited to

either micro-scale or macro-scale measurements, and are not applicable at both tissue and cellular

levels. Advances in spectroscopic methods, however, have provided a viable alternative capable of

both micro- and macro-scopic measurements for both tissues and cellular level studies: Brillouin

spectroscopy.

Brillouin spectroscopy is an all-optical, non-invasive, label-free investigative technique that has

rapidly emerged as a powerful tool in biomedical sensing and imaging. The past 15 years have seen

an expansive growth in Brillouin spectroscopy utilization and development. The implementation of

static dispersion optics, a range of elastic scattering background removal techniques, and improved

data analysis methods have helped to bring Brillouin spectroscopy to the forefront of elastography

and use in biomedical applications. Recently, Brillouin spectroscopy has also been adapted for use

as an imaging modality, enabling mechanical mapping of biological material properties.

This dissertation covers the development of a custom built high resolution multi-modal con-

focal microscopy system and its application to achieve a series of firsts in cellular level studies:

the first non-contact recording of subcellular biomechanical changes in response to a non-specific

external stimulus, the first reporting of sub-second biomechanical changes using spontaneous Bril-
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louin spectroscopy, and the first reporting of sub-second dynamic biomechanical changes with

location specificity in each of the cytoplasm, nucleoplasm, and nucleolar compartments of cells.

The custom microscopy system is capable of simultaneous Raman and Brillouin spectroscopic

measurements, allowing for measurement of both the chemical and mechanical properties from

micro- or macro-level materials. This dissertation also provides details about a unique synergistic

behavior between short picosecond optical and nanosecond electrical pulses that was discovered

while considering surrogate exposure methods for generating transient pressure waves comparable

to those produced by electrodes during nanosecond pulsed electric fields in cell culture exposures.
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1. INTRODUCTION

As our overall body of scientific knowledge and our technology advance, the perceived lines

between the traditional scientific and engineering disciplines blur and begin to vanish. In 1969

Nils Roll-Hansen wrote a paper titled, On the Reduction of Biology to Physical Science [1]. In

this article he stated that, “a characteristic feature of the development [for biological science] has

been the steady inflow of new methods and theoretical viewpoints from physical sciences (physics

and chemistry).” More than 50 years later, this sentiment is true across all scientific fields. The

terms biochemistry, biophysics, chemical engineering, engineering physics, and bioengineering are

all ubiquitous across university campuses and science conferences. It should be of no surprise that

fields like "biomechanics and biochemistry have gained traction. A new frontier has emerged at the

interface of biology, physics, and engineering with the field of mechanobiology. Mechanobiology

is a rapidly emerging field focused on how the mechanical properties of biological materials and

the physical forces actingon them influence cell and tissue behavior, morphogenesis, and disease

progression [2]. Such mechanical properties and interactions have been identified as fundamental

to many basic behaviors, such as cell reproduction, cell migration, and stem cell differentiation [3,

4, 5, 6, 7]. In fact, most pathological and physiological processes involve changes in the mechanical

and chemical properties on both tissue and cellular levels. For example, studies have implicated

cell stiffness as a biomarker for metastatic potential of cancer cells, and the cells within tumor

tissue exhibit different mechanical properties based on their location within the tumor itself [8].

Likewise, variations in phospholipid and protein concentrations have been associated with cancer

transformations in the membrane of human colorectal cancer cells [9]. Likely the most common

known example is physician encouragement for patients to perform self-examinations and check

for breast or testicular cancer. This is done by checking for abnormal lumps of dense or hard tissue

that could indicate the presence of a tumor. Cellular stiffness has been implicated as a biomarker

for cancer cell metastatic potential and cells within tumors exhibit different properties based on

their location within the tumor [8]. Measuring the mechanical (elastic and viscoelastic) properties
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of tissue and cells in situ can provide critical information for advancing our understanding of

cells, tissues, their environments, disease pathology, and how they change in response to stresses

and stimuli. This relationship between the mechanical properties and disease is the hallmark of

elastography-based medical diagnostics.

Elastography is the field of research that aims to study the elastic properties and stiffness of

tissue with the main purpose being to measure differences in tissue properties leading to diagnostic

information. Elastography is a relatively young field, having been established in the 1990s [10].

Since then it has experienced rapid growth and development. Engineers and scientists have de-

vised several tests for measuring the mechanical properties in both bulk and micro-scale materials

(tissues and cells); however, biologically safe methods for micro-scale investigation remain elu-

sive. One challenge in biomechanics and elastography is that the small-scale structures of biology

require microscopic spatial resolutions, while most testing methods for these spatial scales are in-

vasive, destructive, or require the use of exogenous materials that cannot be excised from tissue or

cells. Ideal tests should be wholly non-invasive such that the measurements themselves do not in-

fluence or alter the behavior of living samples. Recent developments in spectroscopic methods and

dispersion optics have positioned a new technique, Brillouin spectroscopy, to help fill this niche

role in mechanobiology for biologically safe microscale elastographic measurement and imaging.

The goal of this dissertation was to establish Brillouin spectroscopy as a viable means to mea-

sure and observe the mechanical properties of cells and sub-cellular components in response to ex-

ternal stimuli. As such, this dissertation provides details about the development of a high resolution

multi-modal confocal microscopy system capable of simultaneously measuring both the chemical

and mechanical properties of micro-scale materials, its application for measuring the biomechan-

ical properties of cells, and how those properties change in response to an external stimulus. The

manuscript begins by providing the motivation for this work, including a brief overview relating

the goals of this study to past works conducted by the High Peak Power Microwave laboratory

group (Air Force Research Laboratory, 711th Human Performance Wing, Airman Systems Direc-

torate HPW/RHDR) on cellular responses to externally applied electric fields. The introduction
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concludes with a brief abstract for each of the investigations carried out through the course of this

study to provide the reader with a quick reference for each chapter. Chapter 2 begins with an

overview of optical scattering phenomena, starting with the physical principles and governing the-

ory, then an introduction to both Raman and Brillouin scattering processes and related spectroscopy

methods. Detail about how to interpret Brillouin spectra and how to extract a materials mechan-

ical properties from acquired spectra is provided. Chapter 2 concludes with a brief discussion

of the historical developments of Brillouin spectroscopy and provides a look at the modern state

of the art for Brillouin applications. Chapter 3 provides information regarding the development

and instrumentation of a custom multi-modal Brillouin spectroscopy system. An assessment of

the spectrometers performance against a scanning multi-pass Tandem Fabry-Perot Interferometer

(TFPI), historically considered the "standard" method for Brillouin spectroscopy investigations, is

also provided in Chapter 3. Chapter 4 presents the experimental details, results, and and discussion

regarding our time resolved Brillouin spectroscopy investigations of cellular biomechanics and cell

responses to an external electrical impulse. Chapter 5 describes the discovery of a synergistic effect

between picosecond optical and nanosecond electrical pulses on dielectric breakdown in aqueous

solutions. This effect was discovered while trying to find more efficient means of achieving pres-

sure transients from cavitation bubbles via optical breakdown to emulate the mechanical vibrations

induced by nanosecond pulsed electric fields in cell culture solutions. Chapter 5 also provides a

detailed description of the experimental methods used and a supporting theoretical model that was

developed by collaborators from the Institut für Biomedizinische Optik at Universität zu Lübeck.

The final concluding remarks are presented in Chapter 6.

1.1 Motivation

The High Peak Power microwave (HPPM) laboratory at Fort Sam Houston, Texas is dedicated

to understanding the impact that high voltage electric fields have on cells and tissues. Specifically,

we have focused on understanding how cells are impacted by exposure to high voltage nanosecond

electric pulses (nsPEF), a surrogate for free field high peak power microwaves. The primary insult

experienced by the biological system, due to the brevity of the pulse, comes directly from the
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strong directional electric field rather than secondary sources like thermal deposition. We have

identified critical biological pathways that are activated by electric field induced breakdown of cell

plasma membranes [11, 12, 13, 14, 15, 16, 17, 18]. These biological pathways mirror multiple

known stress response pathways in biological systems.

Interestingly, cells appear to respond to these short electric pulses in a manner similar to that

of mechanical stressors rather than thermal or chemical induced stressors. We have also found that

different cell lines often exhibit different responses and damage thresholds under the same pulse

exposures. These observations formed the seminal hypothesis that electric fields acting on cells

in the short pulse high energy regime manifest as biomechanical interactions instead of a purely

electrical phenomena (as has been postulated and modeled). This hypothesis aligns with that of

Zimmerman et al. who suggested that Maxwell-Wagner polarization of the cell, represented as two

cavities with mismatch conductivity, will generate a pressure force that will act on the cell mem-

brane and can lead to disruption in the form of electroporation or electropermeabilization [19].

Such a pressure force would activate pressure sensitive mechano-receptive channels and elicit a

downstream biological response that mirrors mechanical stress. Additionally, as these strong elec-

tric fields are delivered by two nearby electrodes, we hypothesized that acoustic waves generated

by the mechanical vibrations from the electrode pair may cause membrane damage through a

sonoporation type effect [20]. We have has since validated that such acoustic waves are indeed

generated by the nsPEF electrodes through use of a probe beam deflection microscopy technique.

The study also showed that acoustic waves generated by the electrodes have sufficient intensity to

adversely impact plasma membrane health [21].

Based on this hypothesis, we utilized AFM and fluorescent microscopy to measure the me-

chanical rigidity of cells and the organization of the cell cytoskeleton (the apparatus responsible for

much of a cells rigidity and structure) [22, 23, 24]. The results demonstrated that cellular rigidity

could be used as a predictor of cell sensitivity to electric fields in that softer cells are inherently be

more sensitive (i.e. react at a lower exposure threshold). We also found that after nsPEF exposure,

cells became less rigid leading to higher sensitivity to subsequent pulses. Based on these findings,
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our goal became to understand the biomechanics of a cell before and after exposure to electric

pulses to both predict susceptibility and to better understand the downstream responses. Specif-

ically, as opposed to AFM, we sought a noncontact method that could resolve spatial changes in

bulk mechanical properties (elastic moduli) across a single cell. This is critical as electric fields

applied to cells are generally directional. Being able to resolve both the bulk changes in the cellular

biomechanics and any directionality to this response would inform our biomechanical interaction

hypothesis.

Additionally, have observed that bipolar nsPEF exposures (two subsequent pulses with the

electrode polarity inverted for the second pulse) cause substantially less response from cells than

would otherwise occur from a single pulse stimulus [13, 25, 26, 27, 28, 29]. In the bipolar config-

uration, such fields can generate mechanical pressure waves that travel in opposite directions and

destructively interfere to yield a small net pressure force on the cell leading to a smaller response.

Membrane changing and discharging measurements with high-speed imaging systems have vali-

dated that the electric field is present on the plasma membrane and felt by the cell. It is likely a

summation of forces that results in bipolar fields having substantially less impact on cell mem-

branes. Efforts to model bipolar exposures as facilitated discharge of the plasma membrane have

failed to provide a logical explanation for such cancellation of field effects [30]. We conclude

that this is another example of how pulsed electric fields act on a cell as a mechanical system with

much longer time constants than would be expected from electrical charging. Specifically, we have

observed that the delay between pulse phases must be 10 µs or greater to elicit a strong cellular

reaction (calcium or YO-PRO-1 dye uptake into the cell) [26].

Ultimately, framing the research into high power microwaves as a biomechanics problem is

novel and enables our team to better understand why environmental and chemical changes in cells

cause drastic alterations in cell sensitivity to electric field exposures. Brillioun microscopy, albeit

too slow to resolve the mechanical waves produced by nsPEF exposures, would be a valuable tool

in assessing whether lasting mechanical changes occurred within cells subject to these types of

electrical and mechanical insults.
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Lastly, though we postulate that pulsed electric fields are felt by the cells as mechanical forces,

we lack a method to validate the cellular response to rapidly applied mechanical fields. This is a

difficult physical separation to achieve as the electric field is manifesting the mechanical pressure

either externally at the electrodes or internally within the cells via polarization. We engineered

a system capable of producing laser induced breakdown at a distance from the cell to isolate the

impact of rapidly applied mechanical forces on the cell membrane without an electric field. This

breakdown generates cavitation bubbles that collapse and produce acoustic waves that can be ad-

justed in intensity (by distance from the cell) mirroring waves measured between the electrics

during a high-power pulsed field exposure. We investigate whether a simultaneous application of

pulsed electric field and short picosecond laser pulse could allow for a reduced breakdown thresh-

old to improve the efficiency of breakdown experiments in biologically relevant liquids and to en-

able precise control of breakdown timing. We discovered an interesting synergy between the two

types of pulses that indeed does lead to reduced breakdown thresholds in biological solutions. This

synergistic behavior could be valuable in multiple applications related to breakdown spectroscopy,

combined cellular poration, clinical therapy for cancer, laser-based micro- and nanosurgeries, and

increased electro transfer of genetic material into cells.

1.2 Quick reference - individual chapter summaries

1.2.1 Chapter 2 - Optical scattering and spectroscopy

Light scattering is the fundamental process behind spectroscopy and spectroscopic measure-

ments used to characterize a material’s chemical and mechanical properties. This chapter first

provides an introduction to the basic principles of optical scattering, a brief discussion on both Ra-

man and Brillouin spectroscopy, the relevant information for understanding the inelastic scattering

phenomena that enable them, and how to interpret their respective spectral measurements. The

chapter then provides a review of the history and development of Brillouin spectroscopy and then

concludes with a look at some state-of-the-art Brillouin applications.
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1.2.2 Chapter 3 - Modern Brillouin spectroscopy and instrumentation

Brillouin spectroscopy and imaging has experienced a renaissance in recent years seeing vast

improvements in methodology and an increasing number of applications. This resurgence has

sparked the development of new spontaneous Brillouin instruments that often tout superior per-

formance compared to conventionally established and commercially available systems such as

tandem Fabry-Perot interferometers (TFPI). The performance of these new systems is often ne-

glected beyond discussing the relevant application, as applications and immediate results often

take precedence. We, therefore, present an evaluation of three modern Brillouin spectrometers:

two VIPA-based with wavelength-specific notch filters, and one scanning 6-pass TFPI. Perfor-

mance analysis is presented along with a discussion about the dependence of measurements on

excitation laser sources and the various susceptibilities of each system.

1.2.3 Chapter 4 - Brillouin spectroscopy: cellular and sub-cellular biomechanics in re-

sponse to external stimuli

Modern methods for probing viscoelastic and rheological properties of cells and small-scale

tissues are limited to mostly invasive and destructive means. Recent advancements have posi-

tioned Brillouin spectroscopy as a viable non-invasive method to assess viscoelastic properties of

living systems. Here, we utilize a custom multimodal imaging and spectroscopy system to moni-

tor the viscoelastic response of cells and subcellular structures to a non-specific external stimulus.

The viscoelastic properties of three regions within CHO-K1 cells (cytoplasm, nucleoplasm, and

nucleoli) were monitored for their dynamic changes in response to single 600 ns electric impulses

of various field intensities. This proof-of-principle study demonstrates the capability of Brillouin

spectroscopic imaging to visualize the biomechanical response of subcellular structures to external

stimuli. Our results can be used to quantify viscoelastic changes within individual subcellular com-

ponents in response to external stimuli and support the promising future of Brillouin spectroscopy

within the broad scope of cellular biomechanics.
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1.2.4 Chapter 5 - Synergistic effect of picosecond optical and nanosecond electric pulses on

dielectric breakdown

The combined effect of short (picosecond) optical and (nanosecond) electrical pulses on di-

electric breakdown is investigated both theoretically and experimentally. It was demonstrated

that nanosecond pulsed electrical fields (nsPEFs) applied simultaneously with picosecond optical

pulses can reduce the optical pulse energy required to achieve breakdown. Experimental results and

an extended model for opto-electrical-induced breakdown are discussed. The newly unveiled ef-

fect is expected to play a significant role in spatially confined electroporation and further advances

in laser-ablation-based processes while also allowing for measurements of ambipolar diffusion

constants.
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2. OPTICAL SCATTERING AND SPECTROSCOPY

Light scattering is the fundamental process behind optical spectroscopy and the spectroscopic

measurements used to characterize various properties of a sample material. This dissertation pri-

marily focuses on the use of inelastic scattering from molecular and mechanical vibrations; there-

fore, this chapter first provides an introduction the basic principles of optical scattering from small

particles. The following sections then provide relevant information needed to understand the in-

elastic optical scattering phenomena that enable Raman and Brillouin spectroscopy, and how to

interpret their spectra. The chapter concludes with a brief, generalized history and development of

Brillouin spectroscopy and a review of today’s state-of-the-art Brillouin spectroscopy and imaging

applications.

2.1 Basic principles: light scattering from small particles

In general, light scattering is a weak process; only a small portion of light incident on a trans-

parent medium is scattered, while most of the light transmitted or absorbed. To examine this, we

can consider an ideal scattering case where the electric field Ei(r, t) of a monochromatic beam

of light is incident on a sample volume. The electric field Ei(r, t) is described as a plane wave

with wavelength λ, amplitude E0, angular frequency ωi, and propagation vector ki, which has the

expression:

Ei(r, t) = niE0 exp [i(ki · r − ωit)] (2.1)

where ni is a unit polarization vector (this unit vector also describes the direction of the incident

electric field, perpendicular to the direction of propagation). The vector ki is then defined by:

ki = (
ωi

c
)k̂i (2.2)

where k̂i is the unit vector in the direction of propagation and c the speed of light. This description

of an electromagnetic wave stems from Maxwell’s equations [31] and is the most simple form
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fundamental solution to the wave equation, given in Eq. 2.3:

∇2E− 1

c2
∂2E

∂t2
= 0 (2.3)

where c = 1/
√
ϵµ with ϵ and µ the permittivity (dielectric constant) and magnetic permeability

respectively.1

When such an electromagnetic wave is incident on a sample, the individual molecular compo-

nents can be considered as individual small particles (i.e. particles with radius a ≪ λ) on which

the field induces a dipole moment p parallel to the polarization of the incident electric field:

p = αpEi (2.4)

where αp is the polarizability of the particle due to changes in permeability (charge separation)

in the particle volume. Oscillations of this induced dipole, accelerated by the incident electric

field, cause emission of a new electromagnetic wave of equal frequency. This process is known as

Rayleigh scattering. The far-field radiation created by oscillating dipoles gives the expression for

the scattered electric field in vacuum (where observer distance r ≫ λ):

Es = − 1

4πϵ0

(ω
c

)2 1

r3
r× (r× p) (2.5)

The intensity of light scattered or radiated from oscillations of a single dipole is Is ∝ |Es
2| and is

given by:
Is
Ii

= k4
s

sinθ2

r2
α2
v (2.6)

where Ii is the intensity of the incident electromagnetic radiation, ks the wavenumber of the scat-

tered light, and αv the volume polarizability αv = αp/4πϵ0. Aside from the standard expected

intensity dependence on the distance of the observer or detector from the scattering source, an

1A brief, yet simple derivation of the wave equation from Maxwell’s equations has been provided in Appendix A
for the readers convenience.
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important relationship to the scattering intensity is the Rayleigh law, i.e. Is ∝ λ−4. (See Jackson,

Ch. 9 for a detailed derivation of the intensity distribution given by the time averaged magnitude

of the Poynting vector[32].) These relationships and the scattering process described provide the

foundation of this following chapter.

2.2 Inelastic scattering and spectroscopy

When a light source such as a laser is incident on a material, that light can be scattered either

elastically or inelastically. A majority of the scattering that occurs is elastic Rayleigh scattering

that produces photons of the same wavelength as the incident light. A small percentage of the

scattering, however, is inelastic scattering which produces photons of slightly different energy or

wavelength from that of the incident light. This section presents a general overview of the two scat-

tering phenomena of interest to this dissertation: Raman and Brillouin (or Brillouin-Mandelstam)

scattering and their respective spectroscopic techniques.

2.2.1 Raman scattering and spectroscopy

Raman scattering occurs when incident photons interact with the rotational, translational, and

vibrational modes of molecules within a material or medium and exchange energy, thereby produc-

ing or emitting photons of different energy and frequency. The energy exchange interactions occur

via an excitation-emission scattering process where the incident photons are absorbed and subse-

quently emitted via an intermediate virtual energy state (sometimes referred to as (ro)-vibrational

energies). The resultant scattered photons are emitted with slightly increased (anti-Stokes) or de-

creased (Stokes) frequency. This energy-exchange process must obey the laws of energy and mo-

mentum conservation, thus the newly scattered photons shifted" frequency is equal to the difference

in the vibrational energy levels of the material’s constituent molecules (typically on the order of

1-100 THz). Therefore, the Raman scattered photons carry with them information on the energy

levels of the molecules within the target material. The first theoretical description of the Raman

scattering effect was published in 1922, by Indian Physicist Sir Chandrasekhara Venkata Raman
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[33]. The first experimental demonstration of Raman scattering was published in 1928 [34, 35].2

Measuring the changes in photon energy (frequency) from Raman scattered light is the fun-

damental principle for Raman spectroscopy. The change in frequency of the scattered light can

be mathematically described as ωs = ωi ± ωvib where subscripts s, i, and vib denote the scat-

tered photon, the incident photon, and the molecular vibrations, respectively. Figure 2.1 provides

a visualization of the quantum particle interpretation of the Raman effect and virtual energy levels.

Figure 2.1: Visualizing Raman scattering. (Left) molecular vibrations and scattering diagram to
display the different molecular vibration modes. (Right) Jablonski diagram of quantum energy
transitions for Rayleigh and Raman scattering processes with indications to the virtual energy
levels. When spontaneous Raman scattering occurs, the molecules may be excited to a higher
virtual energy state, and the energy of the scattered photon is lowered by that same excitation
energy. Conversely a molecule that is already in an excited state may be reduced to the ground
state by the incident photons, leading to an anti-Stokes shift.

Raman spectroscopy has become a powerful tool with widespread use across the sciences and

has become the de facto choice for any situation where non-destructive, microscopic, chemical

analysis and imaging is required as it allows for interrogation and identification of a material’s

constituent molecules and of their vibrational states [39]. A key benefit to Raman spectroscopy

over other chemical analysis techniques is that Raman spectroscopy does not require sample prepa-

ration and Raman scattering can occur regardless of incident wavelength. Likewise, there are often

2The Raman scattering effect is sometimes referred to as the Smekal-Raman-Effekt in German literature, as Aus-
trian Physicist Adolf Smekal predicted inelastic scattering of light in 1923 [36]. and was also reported by Grigory
Landsberg and Leonid Mandelstam in February 1928, thus in Russian scientific literature the effect is usually referred
to as combination scattering [37, 38]
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clearly defined peak locations or "Raman lines" that correspond to energies of certain vibrational

modes of the material. Patterns of such lines often form clear spectroscopic fingerprints for certain

substances. These spectra are very specific and chemical identifications can be performed by com-

parison against digital databases. Furthermore, since the emission band areas are proportional to

molecular concentrations, Raman spectra can be used for quantitative analysis of chemical com-

positions.

Finally, for practical application purposes, it is worth noting that even though the peak loca-

tions from the Stokes and anti-Stokes frequency shifts should be symmetric about the Rayleigh

peak, their intensities usually differ. The anti-Stokes peaks of Raman spectra are generally much

weaker than those of the Stokes peaks as there are many more molecules at ground state energy

levels than at (typically thermally) excited states. Likewise, this ratio between the populations of

ground and excited states is temperature dependent and can be exploited in specific cases to pro-

vide an additional utility in the form of temperature measurements [40]. A fundamental difference

between the Raman scattering phenomenon and that of fluorescence emission where a photon is

absorbed and then one of longer wavelength is re-emitted, is that Raman scattering occurs due to

a modulation-type scatter as described by the previously discussed induced dipole section starting

with Eq. (2.4) and can occur independent of wavelength, even far from the absorption band of

molecules.

The only Raman spectroscopy method focused on in this dissertation is that of spontaneous

Raman spectroscopy; however, there are now more than two dozen types of Raman spectroscopy

techniques such as stimulated Raman, coherent anti-Stokes Raman scatter-ing (CARS), surface-

enhanced Raman scattering (SERS) and tip-enhanced Raman scattering (TERS) to name a few.

Despite Raman spectroscopy being a well established technique with both its applications and the-

ory extensively explored and reviewed, its potential for broad scale use in biomedical applications

has only just been realized in the past few decades.
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2.2.2 Brillouin scattering and spectroscopy ‡

Brillouin scattering, named after Léon Brillouin the French Physicist credited as the first person

to have predicted the phenomenon in 1922 [41]4, is the mechanical parallel to the chemical-based

Raman scattering. Where Raman scattering and spectroscopy can provide information about the

chemical properties and structures of a material, Brillouin scattering can provide information about

a material’s mechanical vibrations and properties.

Like Raman scattering, Brillouin scattering involves inelastic processes between photons and

vibrations within a target material. In fact, the general principles underlying the energy exchange in

Brillouin scattering very closely match those of the previously described Raman scattering except

that Brillouin scattering is based on photon energy exchange with (generally thermally-induced)

periodic spatial and temporal density (and thus refractive index) fluctuations in the material. These

types of vibrations are referred to as acoustic phonons. The resultant frequency of the inelastic

scattered light, after the photon-phonon interaction, is again shifted by one of two processes: the

creation and emission (Stokes process) or the absorption and annihilation (Anti-Stokes process)

of a phonon. Again, the energy conservation law dictates that the change in photon energy, and,

thus, the shift in frequency, must come from the angular momentum of the phonons. The shifted

frequency can again be described in the familiar from νs = νi±νB where, in this case, νB represents

the phonon frequency or what will often be referred to later as the "Brillouin frequency shift".

The change in frequency as indicated by the ’±’ represents the respective Stokes and anti-Stokes

frequency shifts, dependent on the propagation direction of the phonon. When trying to discern

the value that these measurements provide, one may consider the propagation of an acoustic wave

through a medium: as the mechanical properties of a material govern how acoustic waves propagate

‡The notation in this chapter for Brillouin frequency shift and measurement follow guidelines proposed during a
recent BioBrillouin workshop for unified reporting of Brillouin spectroscopy measurements. Further detail can be
found in Appendix B.

4This scattering phenomenon is also sometimes referred to as Brillouin-Mandelstam scattering - most commonly
in Russian literature. This discrepancy in naming originates from the description provided by Brillouin in his first
publication, which was technically a description of light scattering from two counter-propagating waves akin to what
might happen during impulsive stimulated Brillouin scattering events. Additionally, Mandelshtam first described
spontaneous Brillouin scattering from spontaneous and dissipating fluctuations in a medium in his doctoral thesis, in
1918, though he did not publish results until 1926 [42].
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through them, the light scattered off of these waves (the Brillouin scattered light) carries with it

information about those specific mechanical properties.

The magnitude of the Brillouin frequency shift in scattered light depends on the incident wave-

length, the sample material or medium composition, the temperature, and pressure of the medium.

Thus, the information that can be obtained from measuring the Brillouin frequency shift includes

the speed of sound, adiabatic compressibility, and the longitudinal modulus of a sample. While the

frequency and spectral location of Brillouin shifts can provide critical information, the linewidth

of the Brillouin peaks can also be used to fully describe the viscous properties through association

with the acoustic attenuation coefficient and the loss modulus of a sample.

Finally, where Raman frequencies are generally in the THz range, Brillouin frequency shifts

are orders of magnitude smaller often between 1 - 10 GHz. Brillouin scattering can also occur

through interactions with magnetic modes (magnons, spin waves) [43, 44], however that is outside

the scope of this dissertation and will not be addressed in detail.

Table 2.1 provides a brief overview of the differences between Raman and Brillouin spec-

troscopy. Figure 2.2 provides an example plot for visualization and comparison of Raman and

Brillouin spectra and their respective differences in frequency shift, alongside a centralized elastic

scattered Rayleigh peak.

Brillouin spectroscopy has recently seen rapid development of both instrumental design and

technique application. With these new advances, Brillouin spectroscopy has become another pow-

erful spectroscopy technique that takes advantage of inelastic scattering of light. The following

sections are dedicated to the interpretation of Brillouin spectra and the underlying physical princi-

ples behind it. The discussion provides focus on defining the frequency shift and the peak linewidth

and how those parameters relate to and help describe the mechanical properties of a material.
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Table 2.1: Quick-reference comparison table for Raman and Brillouin spectroscopy.
Though both processes rely on the inelastic scattering of light, the two processes
produce scattered photons that carry different information from the target material
and induce substantially different magnitudes frequency shifts, with Raman fre-
quency shifts being orders of magnitude (∼ 103 to 104) larger than those of Brillouin
frequency shifts.

2.3 Spectral Measurement and physical interpretation

2.3.1 Brillouin frequency shift

As discussed in the previous section, Brillouin scattering occurs when photons interact with

acoustic vibrations in a target material and either lose energy (Stokes) or gain energy (anti-Stokes)

through inelastic scattering processes. These new photons then carry with them information about

the mechanical properties of the target material from which they have scattered. When consider-

ing the physical interpretation of the scattering, one can look at the acoustic waves as traveling

at the adiabatic speed of sound in the material V. This is typically between (103 − 104 m/s),

which is much lower than that of the incident photons, c ≈ 3× 108 m/s. Therefore, these acous-

tic waves (local variations in density or refractive index) can be considered as quasi-static and

act like a Bragg grating with periodicity Λ (the wavelength of the phonon). The way in which

the light scatters in this condition is fairly simple to predict and the concept can be pictured as
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Figure 2.2: Example of spectra. Raman (black line) and Brillouin νB (red and blue
lines) spectra with x-axis representing the magnitude of frequency shift from the
central Rayleigh scattered peak (green). Peak intensities have been normalized to
100 with respect to their maximal intensity. This plot demonstrates the substantial
difference in magnitude of the frequency shifts between Raman and Brillouin spec-
tral peaks.

monochromatic electromagnetic wave, E = E0 cos (ω0t− k · r) interacting with an elastic wave

A = A0 cos (νBt− q · r), where k and q are the wave vectors of the two waves, respectively, as

pictured in Fig. 2.3.

If we consider an ideal case where photons interact with a purely elastic medium, the electro-

magnetic wave will be reflected by the different grating layers (wave fronts of the acoustic wave)

at angle θ (the angle between the incident and scattered wave vectors). Constructive interference

between the multiply reflected waves will occur when the difference between the path lengths is
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Figure 2.3: Schematic diagram of the Brillouin scattering and frequency shift process while treat-
ing the acoustic waves as a quasi-static Bragg grating. The direction of the phonon wave vector q
is responsible for the reduced frequency of the scattered photons due to the Doppler effect. This
image depicts the concept of a Stoke shift scattering event, but the equations present the case for
both Stokes and anti-Stokes scattering outcomes.

equal to an integer multiple of the wavelength, i.e. constructive interference is maximized under

the condition that:

2nΛ sin (θ/2) = λ (2.7)

where λ is the wavelength of the incident light and Λ the wavelength of the acoustic wave. Since

the scattering interaction process must obey the energy and momentum conservation laws, i.e.

when the scattered photon has less energy than the incident photon, this must relate to the creation

of a excitation in the scattering medium and vice-versa. If we note that the acoustic phonons that

make up the elastic wave A travel through the medium at the adiabatic speed of sound, V with

frequency νB ≪ ωs,I , the frequencies of the incident and scattered light, we can assume that the

ωs ≈ ωi and that ks ≈ ki. Each incidence of the Doppler frequency shifted emissions are then

simply defined by:

νB = ±|q|V
2π

or ωB = ±qV (2.8)

where V is the adiabatic sound velocity in the medium and vector |q| the wave vector. In other

words, the frequency shift is due to the creation or annihilation of a phonon as a function of
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the momentum, or magnitude, of the wave vector. Therefore, the momentum exchanged in the

scattering process:

q = 2nkisin

(
θ

2

)
(2.9)

with refractive index n, of the material and scattering angle θ, and wave vector ki:

ki =
2π

λ
(2.10)

leads to the angular frequency of the shift:

ωB =
±4πn

λ
V . (2.11)

Noting the magnitude of the wave vector |q| [45]:

|q| = 4πn

λ
sin

(
θ

2

)
(2.12)

we can combine the left side of Eq. 2.8 with Eq. 2.12 to extrapolate the frequency νB:

νB =
2n

λ
V sin

(
θ

2

)
(2.13)

Equation 2.13 provides the magnitude of the frequency shifts for the Brillouin spectral peaks. From

the simple sinusoidal relation, we can infer that when θ = 0◦ the frequency shift is minimized to

zero. Likewise, in a back scattering configuration when θ = 180◦, νB is maximized:

νB =
2n

λ
V sin

(
θ

2

)
··· νmin

B,θ=0 = 0, νmax
B,θ=π =

2n

λ
V (2.14)

19



2.3.2 Brillouin peak linewidth and the phonon lifetime

The lifetime of the phonon quasi-particle can be defined as given in equation 2.15 [46]:

τp =
ρ0
ηq2

=
ρ0λ

2

16π2ηn2sin2(θ/2)
(2.15)

where ρ and η are the density and viscosity of the medium, respectively. For a backscattering

geometry in liquids, the lifetime has been found to be τp ≈ 10−9 s [46]. It is possible to estimate

the phonon propagation length in most liquids (where V is generally on the order of ∼ 103 m/s)

to be ≈ 1µm. This propagation distance is on a scale larger than most microscopic materials,

thus imposing a fundamental limit to the spatial resolution of Brillouin imaging and due to the

photon-phonon interaction lengths [47, 48, 49].

The Brillouin peak linewidth Γ, determined as the full width at half maximum (FWHM) is

given by:

ΓFWHM =
1

2πτp
=

αV

π
(2.16)

where α is the attenuation coefficient in the medium. Equation 2.16 shows that both α ∝ Γ ∝

1/τp. If we define ζ = η/ρ, which is referred to as the damping parameter, we can then find Γ in

terms of the measured Brillouin frequency shift:

ΓFWHM =
1

2πτp
=

ηq2

2πρ0
=

16π2ζn2sin2(θ/2)

2πλ2
=

8πζn2sin2(θ/2)

λ2
(2.17)

the final product of which looks to hold similarity to ν2
B = 4n2V 2sin2(θ/2)/λ2, simply without

the velocity term. We can therefore substitute in νB and write:

ΓFWHM =
2πζν2

B

V 2
(2.18)
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which can then be related back to equation 2.15 through:

ΓFWHM =
αV

π
(2.19)

so that we can define the attenuation coefficient in terms of the Brillouin frequency shift as:

α =
2ζν2

B

V
(2.20)

We can, therefore, given specific information such as ρ and η use the measurements from the Bril-

louin spectra to determine several of a materials physical parameters, and vice versa. Likewise, the

linewidth of the Brillouin spectra can provide information about the thermal relaxation processes

and sound absorption and attenuation of the medium. This leads to the next section, where we

discuss the physical interpretation of these measurements.

2.3.3 Elasticity and the complex longitudinal modulus

As the mechanical properties of the material govern how the acoustic wave propagates through

the medium, the Brillouin scattered light carries with it information about those mechanical prop-

erties. The peak position and linewidth on a spectrometer, i.e. the magnitude of the Brillouin fre-

quency shift and corrected full-width at half-maximum of the Brillouin peak allows one to probe

the complex longitudinal modulus through the following relationships:

M = M ′ + iM ′′ = ρV 2 + i(2ρV 3α/ω) (2.21)

where ω is the angular velocity of the shift. The real part M’:

M ′ = ρV 2 (2.22)

is the longitudinal bulk modulus or the elastic storage modulus M’ and describes the elastic re-

sponse of the probed material.
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The complex part M”:

M ′′ = 2ρV 3α/ω =
ρV 3α

πνB
(2.23)

is the loss modulus, and describes the viscous response of viscoelastic materials. Recalling from

Eq. 2.13 that in a 180° back scattering arrangement, νB = 2nV/λ, M’ can be determined as:

M ′ = ρV2 = ρ

(
λνB
2n

)2

(2.24)

which gives an analytical expression for determining the longitudinal storage modulus from the

Brillouin frequency shift. The complex modulus determined through this method would, in theory,

be the same as that obtained by hypothetical dynamic mechanical analysis at the GHz frequency

range [50]. Additionally, one may note from Eq. 2.24 that there exists a relationship between

the hyperspeed velocity in the medium V and both the mass density and storage modulus M’;

i.e. V =
√

M ′

ρ
. Therefore, if the mass density and refractive index of the material are known,

determining the speed of sound V from the measured Brillouin frequency shift νB is simple.

The Brillouin shift can then be expressed as:

νB =
2n

λ

√
M ′

ρ
sin

θ

2
(2.25)

where as usual, n and ρ are the refractive index and mass density of the material, λ the wavelength

of incident light, and θ is the collection angle for the scattered light collection angle (180°for all

measurements reported within this manuscript). One may also note that the square root may be

used specifically for finding the modulus: M ′ = ρV2. This is what is often referred to as the

"Brillouin Modulus". The Brillouin modulus can also be expressed in terms that include the Bulk

and Shear moduli K and G:5

M ′ = K +
4

3
G (2.26)

5A note regarding the relationship between M, K, and E; See Appendix B
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Which is then related to the more familiar Young’s Modulus, E:

K =
E

3(1− 2σ)
(2.27)

where σ is Poisson’s ratio that defines material compressability. Analysis by Scarcelli, et al. empir-

ically determined a log-log linear relationship between Brillouin and quasi-static Youngs moduli,

[51] which can be expressed as:

log (M ′) = a log (E) + b (2.28)

where a and b are arbitrary coefficients.

2.4 Brillouin spectroscopy: history of developments and biological applications

Brillouin scattering was theoretically described and then experimentally demonstrated nearly a

century ago, at roughly the same time as Raman scattering [41, 52]. The advent of the laser brought

with it a renewed interest in optical spectroscopy, resulting in hundreds of studies; Brillouin spec-

troscopy became the single-most frequently used technique for crystalline property measurements

in materials sciences, condensed matter, and geophysics [53, 54]. Despite the surge of interest,

Brillouin spectroscopy applications were still quite limited. The very weak and small frequency

shifts that occur with Brillouin scattering are difficult to measure and require an extremely high

resolving power (R = λ/∆λ ∼ 106). Standard spectrometers cannot easily achieve this level

of resolving power [55, 56]; therefore, applications of Brillouin spectroscopy have been limited,

making it and under developed and under represented in literature when compared to its chemical

counterpart. Furthermore, the overall accessibility and applicability of Brillouin spectroscopy in-

vestigations has been limited by a lack of available commercial systems; until two years ago, TFPI

were the only high-contrast systems commercially available for Brillouin spectroscopy investiga-

tions. Advances in lasers, optics, and optical sensing devices have enabled several developments

in Brillouin instrumentation that included unique wavelength dependent angular dispersion-type

optics and initiated a phase of rapid development starting in 2005 that has continued through today
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[57, 50, 58, 59].

2.4.1 Development

Two critical challenges exist for Brillouin spectroscopy. The first is that Brillouin scattered

light experiences such small frequency shifts that it is generally indistinguishable from elastically

scattered Rayleigh light and incident noise. Second, Brillouin scattering is a weak process with

small cross section area. High spectral contrast (or extinction) must be achieved to separate the

nearby frequency-shifted Brillouin light from the much stronger elastically scattered Rayleigh light

and high sensitivity detectors must be used to detect the weak Brillouin signal.

Scanning the optical cavity of high finesse Fabry-Perot interferometers (FPI) has been the most

popular method for performing Brillouin spectroscopy. Conventional Fabry-Perot interferometers,

however, do not achieve the contrast needed to easily resolve the weak Brillouin doublets. In

1970, Sandercock introduced a scanning multi-pass tandem Fabry-Perot interferometer (TFPI) ar-

rangement to improve signal contrast, signal-to-noise ratio (SNR), and free spectral range (FSR)

[60]. Even though the TFPI arrangement introduced by Sandercock provided for substantial ad-

vancements in capabilities, TFPI typically require very long signal acquisition times ranging from

minutes to even hours due to their point-sampling and scanning methodology [61, 62]. Brillouin

spectroscopy applications were mostly limited to transparent condensed matter such as crystals,

polymers, and liquids [63].

The first significant advances to Brillouin spectroscopy since the 1970s came with the develop-

ment of new high-sensitivity multichannel area-detectors or, specifically, improved charge-coupled

device (CCD) cameras used in conjunction with static, nonscanning, angle-dispersive FabryPerot

interferometers [64, 65]. Combining area detection sensors with static FPIs allowed for more rapid

measurements of Brillouin spectra by eliminating the necessity for cavity scanning and allowing

for single-shot acquisition of entire spectra and the first demonstrations of Brillouin imaging. This

development allowed for the first transition from point-scanning spectroscopy toward Brillouin

spectroscopic imaging, as first performed by acquiring spectra across a liquid interface by Koski

and Yarger in 2005 [57]. The introduction of a novel Fabry-Perot type etalon, known as the Vir-
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tually Imaged Phase Array (VIPA)[66, 67, 67], discussed in greater detail in Chapter 3, helped to

further improve the spectral resolution and efficiency of static non-scanning techniques. The VIPA

etalon allows the Brillouin spectral peaks (mostly limited to transparent samples such as liquids) to

be localized and resolved from the central Rayleigh signal. Unfortunately, the VIPA etalons do still

suffer from low extinction of the dominating Rayleigh signal [50], limiting their overall applica-

tion potential without additional enhancement. Scarcelli and Yun explored multi-stage, or tandem

VIPA etalon arrangements in an attempt to resolve this issue. They found that two and three stage

VIPA systems could achieve an extinction ratio of 55 dB and 80 dB, respectively [68]. Despite the

impressive extinction ratio of the three stage system, it only provides for a maximum throughput

efficiency of 7%, which makes it unsuitable for detecting low intensity Brillouin scattered signal.

Though multi-stage VIPA arrangements do help to reduce the background and Rayleigh signal,

the loss in efficiency is often not worth the trade-off, particularly those with more than two VIPA

etalons.

An ideal spectrometer configuration is one that employs a single VIPA etalon yet still achieves

high spectral contrast. Such a system requires alternative methods for removing or suppressing the

dominant Rayleigh signal. Several approaches have been taken to achieve this. In 2014 Meng, et

al. combined a single-stage VIPA spectrometer with a molecular absorption cell, following previ-

ous work presented by Horoyski and Thewalt in 1994 [69]. The molecular absorption cell provided

elastic signal suppression and enhanced contrast by more than 50 dB in Brillouin spectra acquired

from highly scattering samples [70]. The following year, Antonacci, et al. utilized a Michelson

interferometer type arrangement to take advantage of destructive interference for elastic signal sup-

pression in both single and double-stage VIPA spectrometers, achieving an additional enhancement

in spectral contrast by 36.4 dB [71]. Antonacci, et al. contributed further in 2017, demonstrating

dark-field Brillouin microscopy, using annular illumination and confocal detection, reporting an

extinction ratio of 30 dB. That same year, Edrei, et al. adapted coronagraphy techniques typi-

cally used for exosolar planet imaging and integrated it with a double-stage VIPA spectrometer,

achieving an increase of 20 dB with nearly no additional insertion losses [72]. Finally, in 2018,
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Antonacci, et al. presented findings on a background deflection technique that makes use of a

simple diffraction mask at the VIPA output to achieve greater than 40dB enhancement. Additional

efforts have also been made to increase the overall signal strength and resolution limits inherent to

Brillouin spectroscopy. A notable report published by Edrei and Scarcelli in 2018 addressed the

potential for adaptive optics to correct for aberrations and improve spectral precision and resolution

in Brillouin spectrometers [73]. The method used for all experiments related to this dissertation is

that of both Iodine and Rubidium molecular absorption filters, depending on wavelength combined

with a single VIPA etalon. Details regarding the experimental design of our custom spectrometer

is provided in Chapter 3.

2.4.2 Biological applications

The first reports demonstrating Brillouin spectroscopy applied to biologically-relevant mate-

rial date back to the 1970’s when Bedborough and Jackson reported a study of gelatin gel in 1976

[74]; Cusack and Miller also presented a similar study in 1979 [75]. The first applications of

Brillouin spectroscopy to biological material were reported at roughly the same time. Harley, et

al. reported measuring the elastic moduli of collagen and molluscan muscle in 1977 [76], and

Randall, Vaughan, and Cusack presented the first look at Brillouin measurements from rat tail col-

lagen and horsehair keratin in 1979 [77]. Vaughan and Randall then provided measurements of the

elastic properties and refractive tissue densities in the eyes of multiple vertebrate species including

measurement of the cornea, capsule, and lens [61]. The demonstrated successes of Brillouin mea-

surements from biological tissues were limited, however, as signal acquisition times were too long

for any living or dynamic biological systems. Despite this limitation, many impressive studies were

conducted in the following years, including investigations on lipid samples, DNA fibers, lysozyme

solutions, muscle fibers, and collagen-based biopolymers and fibers [78, 79, 80, 81, 82, 83].

The introduction of static dispersion optics like the static FPI and VIPA with their accompa-

nying >100-fold reduction in signal acquisition times combined with various elastic scattering

suppression methods led to new innovations and applications, and the beginning of a Brillouin-

renaissance in 2005 [84]. Since then, Brillouin spectroscopy has become a powerful tool for sens-
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ing and imaging, finding use in myriad applications from materials and nanoscience [85, 86, 87] to

remote sensing [88, 89] and most important to our primary interest, biomedical imaging [84, 90,

91].

The custom Brillouin spectrometers used today are capable of high (∼ 1 µm) spatial and spec-

tral (< GHz) resolution, and enable what is referred to as Brillouin Microspectroscopy systems

(or micro-Brillouin Light Spectroscopy) capable of measuring spectra from microscale biological

materials with sub-second acquisition times. The first application of modern Brillouin spectrom-

eters to biology came in 2007, when Scarcelli and Yun presented the first in situ biomechanical

measurement of the crystalline lens in a mouse eye. Since then, these researchers have continued

their work in ocular biomechanics, demonstrating Brillouin spectroscopy and imaging for a variety

of eye-based measurements, including two and three dimensional Brillouin imaging studies, and

the first in vivo clinical investigation with human subjects in 2012 [92, 50, 93, 94, 95].

2.5 Brillouin spectroscopy: state-of-the-art

Brillouin spectroscopy and imaging efforts of the past decade have offered insights into the

role of biomechanics in a variety of biological processes at the tissue, cellular, and even subcellular

levels. The following sections review some of the most recent achievements and demonstrations

of Brillouin spectroscopy’s unbound potential for biologic and clinical applications.

2.5.1 Investigations at the macro scale: tissues and bio-fluids

Changes in the mechanical properties of biological tissue is often indicative of disease patho-

genesis [96, 97]. Recent studies have demonstrated Brillouin microscopy as a viable tool for mea-

suring the mechanical properties of tissues such as muscle, heart, and brain tissue. For example, a

2017 report by Mattana, et al. demonstrated Brillouin spectral analysis of the micromechanics and

viscoelasticity of Aβ plaques, and provided correlative Raman analysis of the plaques to demon-

strate chemical specificity in identifying the molecules responsible for the mechanical property

changes. They then related high rigidity to the Aβ plaque core and indicated low rigidity within

a surrounding the lipid ring. Damage or trauma to the brain parenchyma often results in a loss of
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cognitive ability, and a buildup of amyloid plaques in the parenchyma is regarded as the leading

underlying cause of Alzheimer’s disease [98].

Fukui, et al. used Brillouin microspectroscopy to characterize the mechanical properties of

cortical bone from a cow femur, estimating the hypersonic sound velocity relation with hydrox-

yapatite content and showed that decalcification caused a significant decrease in sound velocity,

thus reducing stiffness [99]. Matsukawa, et al. performed a similar study using bovine and cortical

trabecular bone [100].

A study by Troyanova, et al. evaluated the effect of a high-fat diet on the chemical and me-

chanical properties of adipose tissue in mice, using a correlative Brillouin-Raman spectral analysis

[101]. Their results indicated that high-fat diet can lead to increased stiffness and lipid concentra-

tion in both white and brown adipose tissue, and an overall reduction in structural heterogeneity

of both the brown and white adipose tissue. These results provide insight into how adipose tissue

changes both mechanically and chemically, with high-fat diet and obesity. Another report pro-

duced by Troyanova, et al. in 2019 demonstrated the potential of Brillouin spectroscopy toward

clinical diagnosis of melanoma showing differences in properties between healthy skin and that

of both regressing and non-regressing melanoma [102]. Troyanova, et al. continued their adipose

tissue investigations further, investigating impact of prolonged antihistamine use on the same type

adipose tissue samples. They reported prolonged intake of desloratadine lead to an increase in

Brillouin shift in both adipose tissue types. Raman spectra indicate that antihistamine use reduces

protein-to-lipid ratio in brown adipose tissue but not white adipose tissue, indicating the effect on

adipose tissue is location-dependent [103].

Esophageal tissue properties exhibit change in patients with symptoms of Barrett’s esophagus.

This disease occurs when the cells lining the esophagus become damaged and then develop abnor-

mally resulting in dysplasia, a pre-cancerous condition that can lead to esophageal cancer if left

untreated. In 2016, Palombo, et al. generated chemico-mechanical maps of Barrett’s esophagus

epithelial metaplasia using both Raman, Brillouin, and Fourier-transform infrared (FTIR) spectral

imaging, and proposed the future development of Brillouin endoscopy techniques for clinical and
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diagnostic applications.

In 2015, Steelman, et al. published a report demonstrating Brillouin spectroscopy as a novel

method for screening of increased protein levels in patients with bacterial meningitis, using a cere-

bral spinal fluid (CSF) model [104]. Traditionally, the diagnosis of bacterial meningitis is difficult

and can slow (>24 hours), when early detection and treatment is of utmost importance for suc-

cessful treatment and patient survival. This report indicated that increased protein concentrations

present in the CSF during bacterial meningitis can be measured by Brillouin spectroscopy, provid-

ing the possibility of a rapid, efficient, and nondestructive approach to screening for the disease.

As optically clear samples are ideal for spectroscopic investigations, tissue clearning tech-

niques are often used to reduce the opacity of biological tissues through lipid removal. Tissue

clearing helps to reduce optical scattering and enhance light penetration depth for relevant light-

based studies. As lipid removal and tissue clearing processes modify the optical properties of

the sample, there exists the concern of tissue mechanical property changes as well. Riobóo et al.

sought to resolve the concern by measuring Brillouin frequency shifts and hypersonic attenuation

from mice myocardium after tissue clearing [105]. Their results indicated that the tissue clearing

methods they used did not change the values obtained using Brillouin spectroscopy (magnitude

of Brillouin frequency shift and peak linewidth), but did serve to enhance reliability of spectral

measurements.

Last, Margueritat, et al. demonstrated Brillouin imaging and measurement discrimination be-

tween healthy tissues and those with altered tumorigenic properties. They produced mechanical

maps and longitudinal modulus measurements from tumor colorectal carcinoma cell line spheroid

models (SW480 and HCT116) [106]. Furthermore, they propose Brillouin modulus as an indica-

tor for monitoring drug efficacy, showing that the modulus is unevenly altered across sphereoids

treated with 5-fluorouracil drug therapy revealing a lag of efficacy in the tumor core.

2.5.2 Investigating organism growth and development

The previous subsection presented tissue-level studies that illustrate the potential for Brillouin

technologies to bring new insights to medicine and pharmacology. However, recent studies have
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shown Brillouin microscopy to be capable addressing a key focus in developmental biology. The

use of Brillouin microscopy combined with other optical techniques has provided researchers the

opportunity to non-invasively measure and observe the mechanical properties and behaviors of

tissues throughout physiological and developmental processes. For example, a 2018 report by

Schlüßler, et al. provided spinal cord tissue images acquired using Brillouin microscopy. Their re-

port included measurements of longitudinal modulus, elasticity, and viscosity from zebrafish larvae

tissue both during embryonic development and spinal cord regeneration after damage [107]. They

also found that the pathological and developmental processes observed had respective changes, as

measured by Brillouin frequency shifts. This work by Schlüßler, et al. proved Brillouin microscopy

capable of mechanical property mapping of distinct anatomical structures without interfering with

the natural processes of an organism. Their report provided the first Brillouin microscopy images

of spinal cord tissue, and indicated the necessity of in situ measurement capabilities for biomedical

and clinical applications, pointing to differences found between in vivo and ex vivo type measure-

ments.

Raghunathan, et al. combined Brillouin microscopy with optical coherence tomography (OCT)

to measure stiffness distributions of developing murine embryos. This combination of technol-

ogy provided visual identification of specific structures (OCT) for targeted imaging or mechanical

mapping of individual organs (Brillouin microscopy) [108]. Zhang, et al. also used this same com-

bination in 2019 to generate maps of cranial neural tube closure during embryogenesis [109]. They

found the modulus of tissue varied distinctly within the neural tube region of embryos at different

stages of development and that the tissue stiffens significantly after the neural tube fully closes.

Further demonstrating the capability of Brillouin microscopy for tissue-level imaging applications

during embryonic development.

30



2.5.3 Microscale investigations using Brillouin microscopy 6

Though the mechanical properties of organs and tissues are increasingly recognized as im-

portant factors in developmental and pathological phenomena, a complete understanding of these

organ-level behaviors can only be obtained by tracing them back to events at the cellular level. The

following subsection reviews some of the most recent applications of Brillouin spectroscopy and

imaging for examining the fundamental concepts of biomechanics at the cellular and subcellular-

levels.

2.5.3.1 Investigations at the cellular level

Brillouin spectroscopy’s contact-free nature has led to its adaptation into confocal microscope

arrangements, enabling single-cell and even subcellular organelle-level imaging. Scarcelli, et al.

reported the first Brillouin-based mechanical maps of cells in 2015 [110], presenting two dimen-

sional images and z-stack series from NIH/3T3 fibroblast cells in 2D and 3D collagen gel cultures.

Additionally, they reported two interesting measurements: an increase in magnitude of Brillouin

frequency shift measured from cells after hyperosmotic shock, and ten minute time series of rela-

tive Brillouin frequency shift measurements from cells during actin polymerization into the culture

gels. They observed that rigid substrate environments influence cell stiffness and they observed a

relationship between cell stiffness measurement and cell spreading areas. That same year, Meng,

et al. demonstrated lateral scanning of regular and FITC-functionalized red blood cells. Intracellu-

lar elasticity fluctuations were identified across cell bodies, with greater Brillouin frequency shifts

measured along cell edges than those from cell centers. The Brillouin shifts correlated with the

presence of hemoglobin toward cell edges, as indicated by concurrently acquired Raman spectra.

The functionalization process removed ∼95% of the hemoglobin from the cells, thereby altering

their composition and morphology. The functionalization process led to a differences in both aver-

age Brillouin frequency shift and linewidth measurements, ∼300 MHz lower in the functionalized

6An example of a two-dimensional mechanical mapping of CHO-K1 cells is provided in Chapter 4 of this disser-
tation; the structural inhomogeneities within the cell and between different cell structures can be distinguished and
characterized through contrasts in the magnitude of the measured Brillouin frequency shift.
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cells compared to normal cells, while the functionalized cells also exhibited a slightly increased

viscosity. These results indicate that the presence of hemoglobin in red blood cells likely con-

tributes to the mechanical stability and overall rigidity of the cells.

2.5.3.2 Investigations at the subcellular level

Below the whole-cell level, subcellular structures exhibit different properties than that of their

surrounding environment and organelles. The first high-resolution subcellular measurements and

images were presented in 2016 by Antonacci and Braakman [111]. Their report demonstrated Bril-

louin microscopy as a viable tool for subcellular measurements and imaging by comparing healthy

endothelial cells against cells exposed to latrunculin, a chemical toxin that prevents actin polymer-

ization and causes an overall decrease in cell stiffness. Following the 2016 report, Antonacci, et al.

published a background deflection technique for spectral enhancement by which they measured the

mechanical properties of intracellular stress granules in fixed HeLa cells and their changes in re-

sponse to mutant protein associated with development of amyotrophic lateral sclerosis (ALS)[112].

A 2018 report by Mattana, et al. provided single cell Raman and Brillouin analysis that showed

induced tumoral fibroblasts (NIH/3T3 cell line) have a decreased nuclear elastic modulus, which

was then related to the increased capacity of cancer cells to squeeze through narrow passages and

migrate [49]. The results in their report were presented alongside an often overlooked considera-

tion from high resolution spectral measurements and mapping: the fundamental spatial resolution

limit of Brillouin microscopy itself. There exists a fundamental spatial barrier by which Brillouin

spectroscopy is limited. This limit ∼ 1 µm, and is due to the relative length-scales of acoustic

phonon wavelengths, material scattering volumes and barriers, subcellular structure sizes, and the

optical collection volume of the collection optics. Phonon path lengths, and structure sizes in com-

plex inhomogeneous materials determine a fundamental limit for the spatial resolution in Brillouin

spectroscopy, apart from the diffraction limit and Rayleigh criterion. Depending on the relative size

of the component structures in relation to the acoustic phonon wavelength, individual components

within the focal volume may present a unique, average, or sum of their spectra [90].

Finally, in 2020, Zhang, et al. reported in vitro Brillouin microscopy measurements and 3D
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chemomechanical modeling of cell nuclei following targeted disruptions of cytoskeletal and nu-

clear structures. Their results indicate that the cell nuclear modulus is strongly regulated by both

internal nuclear nanostructures (lamin and chromatin) and cytoskeletal behavior. Their results

demonstrated that actin network depolymerization leads to a reduced nuclear modulus in NIH/3T3

cells, while disruption of the microtubule network leads to a greater nuclear modulus.

2.6 Summary and conclusion

Microscopy and imaging tools based on Brillouin technology have the potential to bring new

insights to the fields of mechanobiology and clinical diagnostics. This chapter introduced the

fundamental concepts needed to understand Raman and Brillouin spectroscopy, with a historical

overview of both Brillouin instrumentation and its transition to a modern imaging modality. Ex-

amples from state-of-the-art Brillouin investigations are provided that demonstrate the unbarred

potential of Brillouin spectroscopy toward various biomedical and clinical applications. The fol-

lowing chapter introduces the static-dispersion optic that has enabled the development of modern

non-scanning Brillouin spectrometers and provides an assessment of a VIPA-based spectrometer

design and of what has previously been viewed as the golden standard of Brillouin investigations:

a multi-pass tandem Fabry-Perot interferometer.
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3. MODERN BRILLOUIN SPECTROSCOPY AND INSTRUMENTATION*

One of the greatest challenges in Brillouin spectroscopy and imaging is that of how to resolve

or isolate the inelastic scattered Brillouin signals from that of the elastically scattered signal. With

highly scattering samples such as biological tissues, or with samples of high turbidity, the elastic

scattered Rayleigh signals can be orders of magnitude greater than that of the Brillouin scattered

signals. Due to this extreme difference in signal strength, the elastically scattered signal can either

saturate detection devices or completely dwarf and cover up the less intense inelastic scattering

signals (the frequency shifts associated with Brillouin scattering are on the order of gigahertz,

which is too small to resolve with conventional spectrometers). Additionally, there is an absolute

necessity for high spectral resolution and rapid spectral acquisition times in order to make the

technique feasible for a wide variety of applications.

High finesse Fabry-Perrot interferometers are the only commercially available high-contrast

system for Brillouin spectroscopy experiments; however, conventional Fabry-Perot interferome-

ters do not provide a high enough contrast to resolve Brillouin signals from the elastic backscat-

tered signal, and as well, have very long signal acquisition times. In 1970 Sandercock used a

tandem multi-pass interferometer arrangement to improve contrast, and thus signal resolution, as

well as a means to increase the free spectral range (FSR), or distance between interference orders

[60]. Since then, many new approaches have been proposed for improving Brillouin spectrometer

designs from implementing different collection geometries, to notch filters, to sequential VIPAs

[114, 70, 68, 115, 71, 116]. The history and advancements of Brillouin spectroscopy have been

covered extensively [62, 84, 57], and a large number of reports are available on improvements for

system optimization and spectral analysis [117, 118]. Likewise, reports covering the broad range

of Brillouin applications in materials and nano-science, biomedical imaging [110, 104, 119, 101],

*Portions of this chapter are reprinted with permission from "Assessing performance of modern Brillouin spec-
trometers by Coker Z N, TroyanovaWood, M, Traverso, A J, Yakupov, T, Utegulov, Z N, Yakovlev, V V, 2018. Optics
Express, 26, 3, 2400-2409, Copyright 2018 Optical Society of America under the terms of the OSA Open Access
Publishing Agreement [113]
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and multi-modal Brillouin systems [120, 121] are readily available.

3.1 Assessing performance of Brillouin spectrometers

In this chapter, we present a performance evaluation of three Brillouin spectrometers across a

range of acquisition times. The spectrometers evaluated were a conventional scanning 6-pass tan-

dem Fabry-Perot interferometer (TFPI) system with single photon counter, and two custom-built

spectrometers using virtual imaged phase array (VIPA) dispersion optics and atomic absorption-

based notch filters.

The purpose of this assessment was to provide a detailed look at the performance of two types

of modern Brillouin spectrometers. Additionally, we present information critical to understand-

ing how each spectrometer design (either static - dispersive VIPA-based design, or conventional

commercially-available scanning TFPI) impacts performance and applicability to a wide range of

potential investigations. Through characterizing our spectrometers, we set out to answer three fun-

damental questions: “How accurate can our systems be?” “How long does it take for each system

to achieve this level of accuracy?” and “Can we do better?” By answering these questions, we not

only evaluate our systems performance, but also develop a better understanding of how to further

improve modern Brillouin spectrometer designs.

We have examined the accuracy and spectral resolution of Brillouin measurements acquired

from acetone (a reliable, commonly-used calibration sample) from all three spectrometers, to eval-

uate each of their performances against a range of spectral acquisitions times. The result of each

system analysis is presented alongside the others to allow the reader to easily examine the differ-

ences between each system design and its respective performance.

Ultimately, the two most important goals for modern Brillouin spectrometers is to offer sub-

GHz spectral resolution and to achieve high accuracy in both Brillouin frequency shift (peak posi-

tion) and Brillouin peak linewidth (FWHM) measurements. The sub-GHz resolution provides high

spectral contrast between elastic-scattered Rayleigh signal, and the inelastic-scattered Brillouin

signal, while high accuracy and precision of Brillouin frequency shift and linewidth measure-

ments provides accurate information about the materials elastic modulus and viscoelastic proper-
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ties. There is a strong focus on improving spectral contrast with the development of VIPA-based

spectrometers.

Every new technique and design falls into one of only two established methods for high ac-

curacy Brillouin measurements: scanning methods using scanning interferometers, and static or

non-scanning angular dispersive etalon methods. Each new proposed design claims an advantage

over others, but few researchers have presented how their system performance varies with time.

Most Brillouin spectroscopy reports focus primarily on specific instrument application and use,

often only providing data acquired under optimal conditions or very specific sample and exposure

conditions. Such specific data might not be applicable across different fields or when studying dif-

ferent materials. Without a clear understanding of how the different types of modern spectrometers

perform across a variety of acquisition times under the same conditions, researchers cannot make

an informed decision about which spectrometer design best suits their needs.

3.1.1 Methods and materials for spectrometer assessments

The performance of three Brillouin spectrometers were analyzed in this assessment: a scanning

6-pass TFPI with a single photon counter shown in Fig. 3.1 and two custom-built VIPA-based

spectrometers shown in Fig. 3.3. The schematic of the VIPA design depicts that of both the 780

nm and 532 nm VIPA-based systems. The primary difference between the two, aside from the

differences in central wavelength is that the 532 nm system makes use of an I2 filter whereas the

780 nm system uses 85Rb. These two systems are otherwise identical. The theory and development

of each of these designs has been covered in great detail previously [62, 84, 121, 60, 122, 123, 124,

50, 125], therefore only a brief description of each spectrometer cataloging the most important

properties is provided in this section.

3.1.1.1 Tandem 6-pass Fabry-Perot interferometer (TFPI)

Brillouin spectroscopy became much more widely available in the 1970’s after J.R. Sandercock

developed the multi-pass Fabry-Perot Interferometer (FPI)[60]. This spectrometer design has been

considered the standard for acquiring Brillouin spectra and is still the only commercially available
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system today. A FPI is an etalon, consisting of two closely spaced partially reflective optical flats

a distance (d) apart. Since the surfaces have high but not perfect reflectivity part of the light is

transmitted each time the light reaches the second surface of the reflecting cavity. The resulting

transmission is thus multiple projections of slightly offset beams which interfere with each other.

The FPI acts as an optical resonator cavity. The reflections from the two surfaces then cancel each

other such that photons can pass through the optical cavity only when they are in resonance with

it. The angle of the FPI can then be adjusted to to control the resonance frequencies, and can

therefore be used to treat the FPI as an adjustable optical filter, enabling extremely high resolution

spectroscopic measurements. This can be further enhanced by using a multiple etalon arrangement.

The transmissions allowed from a FPI are given by

d =
1

2
nλt (3.1)

where d is the flat separation distance, λt the wavelength of the transmitted photons, and n is simply

an integer multiple. When two interferometers are used together, with differing flat separations,

the conditions is such that:
2d1
n1

=
2d2
n2

= λt (3.2)

where again, d and n are separation distances and integer multiples. The transmission through

multiple etalons serves as an additional filter to eliminate nearby peak orders and thus serves to

expand the effective free spectral range of the spectrometer. TFPI plates are scanned by small

displacements given by
δd1
δd2

=
d1
d2

=
δλt

λt

(3.3)

where δd1 and δd2 are the displacements of the individuals scanning plates of the first and second

FP etalon, respectively.

When using two FP etalons, to ensure the scanning displacements δd1 and δd2 are moved in

sync, they are arranged such that each of the two etalons have one of their plates, or flats, on a

common translation stage which is scanned using a deformable parallelogram construction [60].
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The corresponding FP plate separations d1 = d2 = cos (θ), where θ is the angle between the optical

axes of the two FP etalons. This arrangement is labeled as the "scanning stage" in Fig. 3.1.

Figure 3.1: Schematic diagram of 6-pass tandem Fabry-Perot based micro-Brillouin spectrometer.
Abbreviations: BS beamsplitter; PR prism, FP 1 & 2 Fabry-Perot cavity, M mirror.

The scanning 6-pass TFPI used for our assessment was equipped with a single photon counter

and 1024-channel multichannel analyzer. This system was used to collect two separate data sets for

assessment. Different scanning parameters and laser sources demonstrate measurement sensitivity

dependence on laser stability and dispersion optics finesse (F), or free spectral range (FSR). The

first data set was acquired using a single longitudinal mode (SLM) laser with 532 nm wavelength

(Torus 532, Laser Quantum). We set the total scan amplitude to 93.92 GHz, i.e. approximately

twice that of the interferometers tuned FSR of 50 GHz, effectively scanning ± 49.96 GHz from

incidence. The inter-channel frequency resolution, determined by the scan amplitude divided by

the total number of channels, was 91.7 MHz. For the second data set, the excitation source was

another SLM laser of wavelength 532 nm (Verdi G2, Coherent Inc) and we tuned TFPI for a total

scan amplitude of 16.57 GHz and FSR of 8.285 GHz. The inter-channel frequency resolution for
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the second data set was then 16.18 MHz. We used a 10x 0.25 NA microscope objective to focus

the incident light, and to collect the Brillouin back-scattered light from the sample. Examples of

each raw spectra and Lorentz fits from the TFPI and VIPA-based spectrometers are provided in the

discussion on spectral acquisition and analysis.

3.1.1.2 The virtually imaged phase array (VIPA) dispersion optic

The key component of modern non-scanning spectrometers is the VIPA etalon, a depiction of

which is provided in Fig. 3.2. A VIPA is a special type of Fabry-Perot etalon with parallel sides;

one with a total reflective coating (R > 99.9%) and one with a partially transmitting coating (R

≥ 95%). Light is typically introduced into the VIPA at a small angle (θ), through a small anti-

reflective coated window on the totally reflecting side. The VIPA is then slightly tilted so that

the beam reflected from the partially reflecting surface is fully incident on the totally reflective

first VIPA surface. After the beam reflects for the first time (off of the second VIPA surface,

i.e. the partially reflective surface), the beam undergoes sequential reflective round trips between

each of the two surfaces. As one side of the VIPA is partially transmissive, a small portion of

the beam is transmitted through this surface upon completion of each round-trip within the VIPA

etalon. Therefore, a single input beam is converted to a series of parallel output beams of gradually

decreasing intensity. This output is partially where the VIPAs name is derived, as the output is like

that of multiple virtual sources. These beams then constructively interfere at an angle, dependent

upon their wavelength. Each subsequent transmitted beam has a precise increase in phase and fixed

lateral displacement and produces an array of projected beams, hence the name Virtually Imaged

Phase Array. This wavelength dependent angular dispersion is what makes the VIPA etalon so

desirable for Brillouin spectral acquisition, as it removes the need for the relatively slow scanning

processes required by TFPIs.

The parameters that define the VIPA performance are its optical thickness, the reflectance of the

output or partially transmissive side, and the internal light propagation angle. The optical thickness

of a VIPA is determined as

DO = 2nt cos (θ) (3.4)
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Figure 3.2: Basic diagram for a VIPA etalon as used in our custom spectrom-
eter. The input beam is focused to the second VIPA surface (≥ 95%) through
the anti-reflective coated window with an incident angle θ. The beam then un-
dergoes multiple reflections inside the cavity as in a normal FP etalon and is
transmitted through toward an imaging lens and detector.

where n is the refractive index of the VIPA material, t is the thickness of the entire VIPA etalon,

and θ is the angle from normal within the VIPA. From the optical thickness, the free spectral range

(FSR) is approximately c/DO, where c is the speed of light. For example, an etalon with thickness

of 1 cm would have FSR = c/0.01m = 29.98 GHz. The angular dispersion of the VIPA output

will repeat every time the input frequency (or wavelength) increases by one full integer value of the

VIPA FSR, exactly like that of a regular FP etalon. In principle, a higher surface mirror reflectance

can be used to increase the total resolving power of VIPA etalons. In the ideal case, the partially

reflective surface should be optimized for a specific wavelength range to maximize finesse. The

finesse is measured as a ratio of the etalon FSR and transmission FWHM linewidths from a single

mode, single-frequency input wave. A high finesse is ideal for optical spectral analysis, as it can

provide for a large FSR, compared to a small bandwidth. A VIPA spectrometer with a finesse

of 50 should therefore be able to distinguish wavelengths separated by 1/50th of the etalon FSR.

An example of the FSR and linewidth measurements are provided in the discussion of spectral
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analysis. The finesse can be approximated by the total number of round trip within the etalon

through a simple relationship:

F ≃ πNrt (3.5)

A final note regarding VIPA performance and design is that the angle normal to the VIPA surface

dictates the angular dispersion of the output projections. A smaller incident angle can be used to

increase the angular dispersion, but there is a physical lower limit this angle, as the first reflection

from the second surface of the VIPA must be fully incident on the first surface, and thus the

lateral offset of the reflected beam must be greater than the width of the input beam plus the width

of the coating anti-reflective/reflective coating transition. This condition is generally met when

the beam waist is located at the second (partially reflective) VIPA surface. For a more in-depth

discussion on VIPA design and optimization, the reader is referred to Shirasakis description of the

angular dispersion and filtering characteristics of VIPAs [66, 67, 123], and report on optimization

procedures for signal collection of VIPA-based spectrometers by Meng and Yakovlev [126]. An

excellently detailed discussion on optical cavities and resonators is also provided by Ismail, et al.

in 2016 [127].

3.1.1.3 VIPA-based spectrometer with 780 nm wavelength

The first of the two VIPA-based Brillouin spectrometers was designed around an excitation

source centered at 780.24 nm, with a single isotope 85Rb absorption cell (Opthos Instruments,

Inc.) acting as a narrow-band notch filter, a 10x 0.25 NA objective, and VIPA with FSR of 20.43

GHz. The VIPA had an anti-reflection coating optimal for the 780 nm wavelength and net finesse of

approximately 40 (with roughly 84 round-trip passes to 1% intensity). The theoretical bandwidth

at the output of the VIPA, based on the incident beam parameters and VIPA design was 0.45 GHz

(Light Machinery, Inc.). A spherical lens focused the Brillouin spectra output from the VIPA onto

a CMOS camera (Neo 5.5 sCMOS; Andor Technology, Inc.). Like the TFPI, two 780 nm laser

sources were used to investigate the importance of laser stability on spectral resolution and overall

sensitivity and accuracy of measurements. The first excitation source was an extended cavity diode
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Figure 3.3: Schematic diagram of VIPA-based micro-Brillouin spectrometer, representative of
both 780 nm and 532 nm spectrometer systems. Abbreviations: (P)BS (polarizing) beamsplitter;
D.BS - dichroic beamsplitter, L lens, 85Rb/I2 single-isotope rubidium, or Iodine-filled cell; CL
cylindrical lens, M mirror, and CMOS - camera for spectral imaging.

laser (ECDL) centered at 780.24 nm with output power of ∼100 mW (Sacher Lasertechnik; Lion

series). An electronic feedback loop and locking device controlled the piezoelectric transducer

and thus the output wavelength of the laser. The second source was based on an integrable tunable

laser assembly (iTLA) (PurePhotonics; PPCL300) tuned to a central wavelength of 1560.48nm and

a MgO-doped PPLN second harmonic generation (SHG) crystal (MSHG1550-1.0-20; Covesion,

Ltd) to generate an output wavelength of 780.24 nm with output power up to 100 mW. The SHG

technologies and a fiber amplifier provided a very stable narrow-band, tunable excitation source,

greatly simplifying the system.

3.1.1.4 VIPA-based spectrometer with 532 nm wavelength

The second VIPA-based Brillouin spectrometers was designed around a single-frequency laser

(NKT Photonics.; Koheras BOOSTIK Y10) with 1064 nm center wavelength and 2 W maximum

output power. We used a SHG crystal (MSGH1064-1.0-20; Covesion, Ltd.) to generate an output

wavelength of 532 nm with output power up to 150 mW. Similar to the 85Rb absorption cell
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employed with the 780 nm spectrometer, an I2 absorption cell (Opthos Instruments, Inc.) was

used as the notch filter for the 532 nm VIPA-based spectrometer. The VIPA had an anti-reflection

coating optimal for visible light wavelengths, and had FSR of 29.95 GHz, net finesse of 35 (with

roughly 84 round trips to 1% intensity), and theoretical linewidth and spectral resolution of 0.86

GHz at VIPA output (Light Machinery, Inc.). Brillouin spectra were projected from the VIPA

through a spherical lens onto a CCD camera (Newton 971; Andor Technology, Inc.). We note that

the overall linewidth of the measured spectra is determined by three primary factors: the materials

intrinsic linewidth for Brillouin peaks, dispersion relation and finesse of the VIPA, and spectral

broadening/distortion effects caused by optical components (objective numerical aperture (NA),

lenses, filters, etc.). The 532 nm VIPA-based system used a higher NA objective and VIPA with

differing finesse than that of the 780 nm system, and thus we expect larger linewidth measurements.

We used a 20x 0.4 NA microscope objective for this spectrometer, as opposed to the 10x 0.25NA

objective used for the 780 nm spectrometer. The laser power at the sample for this spectrometer

was set to 0.8 mW, a significantly lower power than the other spectrometers. This power level

was chosen to avoid detector saturation at long acquisition times (greater than 10 s). While this

incident laser power was acceptable for the longer acquisition times, it provided for poor resolution

and low signal-noise ratio (SNR) at short acquisition times (less than 0.5 s). This power level

was maintained for all spectra acquisition time to maintain uniformity throughout the experiment.

Further discussion is provided in the Results section.

3.1.1.5 Sample selection and preparation

Acetone was selected as the sample material for spectrometer assessments. The Brillouin fre-

quency shifts and viscoelastic properties of acetone are well known (speed of sound, viscosity,

refractive index) [128]. Acetone has been used as a test sample in previous experiments [70] and

is often used as a reliable calibration sample, and thus is optimal for characterizing the perfor-

mance of these three spectrometers. Bulk samples were prepared in 20mL glass vials to avoid

unwanted backscattered reflections from material boundaries, and all acetone samples were kept

at room temperature with their respective spectrometer to ensure thermal equilibrium during mea-
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surements. Room temperature was dependent on centralized building controls, and thus could not

be accounted for during experiments. The change in ambient temperature resulted in some discrep-

ancies at very-long acquisition times as some studies were carried out during the day, while others

were conducted overnight. These discrepancies are represented by the large standard deviations

shown in Fig. 3.7(a) and 3.7(c).

3.1.1.6 Brillouin spectra: acquisition and analysis

Spectral analysis for spectra acquired by all spectrometers was completed using custom batch

processing scripts in OriginPro [129]. All spectra were processed using partial-least-squares back-

ground subtraction and Lorentz fit methods. Brillouin peak positions (weighted centers) and Bril-

louin peak linewidths (FWHM) were determined accordingly.The distance between Stokes and

anti-Stokes peaks corresponds to twice the Brillouin frequency shift, so by measuring spectral

peak locations we can extrapolate the magnitude of the Brillouin frequency shifts with high accu-

racy and precision. This analysis allows for a direct look at the performance of each spectrometer

against acquisition time, with a focus on accuracy and precision of measurements and spectral res-

olution. Though we applied the same background subtraction and Lorentz fit to all spectra, we

could not use the same batch processing script for spectra acquired across all three spectrometers.

The TFPI spectra contain only three peaks and all detector-pixels are defined with set frequency

spacing, making analysis straightforward. An example of the spectra acquired from the TFPI-

based spectrometer is provided in Fig. 3.4. The VIPA-based spectra are more complex, composed

of multiple non-linearly spaced projections from VIPA to detector. To account for the angular-

dispersion nature of the VIPAs and nonlinear spacing of projected Brillouin peaks, we applied a

scaling algorithm to normalize the Brillouin peak positions across FSR iterations and accurately fit

peaks to their respective frequency values [121]. The algorithm starts by finding each peak location

and fitting each peak to a Lorentzian curve profile. After each peak location has been identified,

a heuristic polynomial fit method is used to fit the locations of either the Stokes or anti-Stokes

Brillouin peaks (defined by the first, third, fifth, and seventh peak locations by peak center, and

stokes or anti-stokes identity assigned by the user) to the sequential projections of the VIPA, with
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Figure 3.4: Raw spectra acquired from spectrometer (using Verdi G2 laser) and the
Lorentzian fit examples for TFPI spectra. The pixel number along the x-axis has a set
frequency conversion determined by FSR of the TFPI, as determined by the spacing TFPI
optical flats.
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Figure 3.5: Example of raw spectral data and respective Lorentzian fit for each spectral
peak, including Stokes, anti-Stokes, and Rayleigh peak for each of four FSR iterations
across the detector from the VIPA. The x-axis is initially recorded as pixel number, rel-
ative to the position of the image on the CCD detector, and is later converted to GHz
frequency through a polynomial fitting algorithm.
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Figure 3.6: Raw data and respective Lorentzian fits from a single Brillouin spectral pair
as acquired across one FSR of the VIPA-based spectrometer. The x-axis, provided in
GHz frequency, has been converted from pixel position (location) using the polynomial
fit method mentioned in the discussion of spectral analysis. Blue arrows, dash lines, and
lettering indicate the distance between peak centers (twice the Brillouin frequency shift
νB) and each peaks respective linewidth measurement (ΓFWHM ).

separations defined by the VIPA FSR. This fit method generates a curve by which the x-axis can

be converted from pixel number and location to respective GHz frequency. The separation of each

sequential Stokes or anti-Stokes peak iteration is assumed to match that of the VIPA FSR. Thus the

scaling fit provides the respective Brillouin frequency shifts for each peak at their respective posi-

tion across the detector. An example of the spectra collected and respective Lorentzian fits for each

of the Stokes, anti-Stokes, and Rayleigh peaks from the VIPA-based spectrometers is provided in

Fig. 3.5. Due to the strong absorption lines in the molecular absorption filter, the Rayleigh peaks

are usually absent from the acquired spectra. They are visible in Fig. 3.5 as the laser wavelength

was tuned very slightly off the absorption line, to allow for visualization of the elastically scat-

tered Rayleigh peaks. Spectra and their analysis are discussed further in the results section of this
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chapter. A typical Brillouin spectral peak pair is shown in Fig. 3.6, with x-axis pixel:frequency

conversion and the excitation wavelength properly tuned to match an I2 absorption line.

We repeated each acquisition cycle 50 times per trial with acquisition times ranging from 0.01

second to 100 s for the 780 nm VIPA-systems and from 0.512 to 102.4 s for the 532 nm TFPI

and VIPA systems. The average Brillouin frequency shift νB and average Brillouin peak linewidth

measurements ΓFWHM were then determined for each data acquisition set.

3.1.2 Experiment summary and results

We analyzed Brillouin spectra acquired from three modern Brillouin spectrometers. Our anal-

ysis process involved using the same analysis methods across all data sets to eliminate any extra

variables between system types. The results of the spectral analyses is presented and discussed in

the following sections. While the purpose of this analysis was not intended to provide a statistics-

based comparative analysis, the reader may be able to draw specific conclusions regarding instru-

ment performance comparison from the information provided. Specific Brillouin frequency shift

and Brillouin peak linewidth (FWHM) measurements are provided during the discussion of each

system results. The values provided are specific to 0.5 second acquisition time for the 780 nm

VIPA-based spectrometer and 0.512 seconds acquisition time for the 532 nm TFPI and 532 nm

VIPA-based spectrometers. These specific values are provided to give a quantifiable look at the

performance of each spectrometer and their individual performances at a specific acquisition time,

i.e. the fastest acquisition time that we could achieve with the scanning TFPI and the 532 nm

VIPA-based spectrometer at very low power. We determined the optimal acquisition time for each

system as the fastest time at which the systems could achieve either the best precision spectral

resolution, or the fastest speed that the system could acquire data while remaining within range of

the desired spectral precision as measured by the standard deviation of νB over 50 measurements

(≤ 10 MHz).
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3.1.2.1 Results: Tandem 6-pass Fabry-Perot interferometer (TFPI)

The 6-pass scanning TFPI system recorded a reference beam along with the Brillouin spectra.

This reference beam allows for system stabilization during signal acquisition and provides a clear

indication for the location of the known Rayleigh frequency line. The results of spectra analysis

for the TFPI system are presented alongside the spectra analysis from the VIPA-based systems in

Fig. 3.7(a) and 3.7(b). The spectra acquired using 532 nm incident wavelength are combined into

a single graph to allow for a direct look at their performance. Likewise, since two laser sources

were used for the TFPI and 780 nm VIPA-based spectrometers, plots from the same system with

different lasers are set in overlay, for direct comparison.

The first data set for this assessment was acquired with the TFPI system and Torus 532 laser.

Power measured at the sample was approximately 30mW. The averaged Brillouin frequency shift

for acetone was measured as νTFPI
B = 5.94 ± 0.04GHz at 0.512 s acquisition time. The averaged

Brillouin peak linewidth was measured to be ΓTFPI
FWHM = 678 ± 35 MHz. These measurements

are in agreement with the expected theoretical value of νB,th = 5.936 GHz [128]. The TFPI-

based spectrometer was set with the mirror spacing corresponding to a FSR = 50 GHz and an

inter-channel resolution of 91.7 MHz for each scan in the first assessment. This mirror spacing

gives poor spectral resolution and what appears to be very high precision in measurements. We

repeatedly measured peak positions to be in the same position across multiple or even all scan

iterations. However, what appears to be an exceptionally low standard deviation in measurements

is simply the result of the poor spectral resolution. With this specific mirror spacing, any variance

in peak position below ∼180 MHz (±90 MHz) is essentially undetectable.

The issue of poor spectral resolution is easily addressed, however, as a major benefit of TFPI

systems is that the mirror spacings for cavities are tunable, and thus can be adjusted to improve

FSR and spectral resolution. The trade-off being that the signal acquisition time must increase

to maintain accuracy. Analysis suggests that the optimal acquisition time for this system with

these settings is between 6 and 8 s. Count rates at the Brillouin peaks were found to be ≈ 2.44

counts/s per mW of incident optical power at the sample. Clearly, the low spectral resolution along
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with less than ideal laser performance was cause for alarm. Therefore, a new SLM laser source

(Verdi G2, Coherent Inc.) was used to replicate the experiment with the TFPI mirrors tuned to a

more appropriate scan range with FSR = 16.57 GHz and inter-channel resolution of 16.18 MHz.

While the original laser source itself may not have been performing well during this experiment,

we acknowledge that the primary source for poor spectral resolution was the tuning of the TFPI

mirrors, and less-so the performance of the original laser.

Power recorded at the sample with the new SLM laser was approximately 29 mW. The aver-

aged Brillouin frequency shift for acetone was measured to be νTFPI2
B = 5.92 ± 0.007 GHz at

0.512 s acquisition time. The averaged Brillouin peak linewidth was measured to be ΓTFPI2
FWHM =

394 ± 29MHz. Optimal acquisition time was determined to be between 2 and 3 s. This is a sig-

nificant improvement over the previous results, indicating a severe dependence on the light source

stability and laser line width, as well as the finesse and FSR of the TFPI cavities. While these

dependencies are well known, this procedure allowed us to diagnose and significantly improve our

TFPI system and to further assess the limits of our spectrometer design with less emphases on

individual component limitations.

3.1.2.2 Results: VIPA-based spectrometer at 780 nm with 85Rb absorption cell

The first VIPA-based spectrometer, designed around excitation wavelength of 780 nm, was

also tested with two laser sources (ECDL and iTLA). With the ECDL laser source, the averaged

Brillouin frequency shift for acetone was measured as ν780
B = 4.09 ± 0.003 GHz. The Brillouin

peak linewidth was measured to be Γ780
FWHM = 692 ± 5 MHz. These measurements are in

agreement to within 1% of the expected value of νB,th = 4.039 GHz as calculated from the

average index of refraction and speed of sound in acetone [130, 131]. Laser power at the sample

was approximately 28mW. Photon count-energy ratio of the ECDL VIPA-based setup was found

to be 10.38 counts/s per mW of incident optical power at the sample, with the reported 0.5 s

acquisition time. The optimal acquisition time for the 780 nm VIPA-based system with ECDL

source was between 70 and 100 ms. Spectra were obtainable at faster acquisition times; however,

the SNR began to degrade significantly from roughly 10 dB at 100 ms to almost 1 dB at 20 ms.
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Acquisition times longer than 100 ms were determined not to provide for improved measurements,

but rather served to increase risk of external and environmental disruptions and of laser drift. These

undesired effects are demonstrated by the remarkable increase in standard deviation in Brillouin

peak linewidth measurements shown in Fig. 3.7(d) for the two longest acquisition times with the

ECDL. We determined that the drastic increase in standard deviation was likely due to instability

in the laser source; i.e. the result of drift in laser wavelength, or the result of a laser mode hop.

We installed the iTLA source for the 780 nm VIPA-based system to overcome the instability

experienced with the ECDL source and to eliminate the extra materials and electronic locking

system needed to control the piezo device. Essentially, the iTLA laser was installed to simplify

the system and provide a more reliable and more narrow-band excitation source. With the iTLA

source, we repeated the experiment for acquisition times up to 1 s. The results of analysis are

presented in Fig. 3.7(c) and 3.7(d) in overlay with the previous ECDL results allowing for a quick

look and direct comparison. Longer acquisition times were omitted, since previous experiments

and analysis had proven that longer acquisition times were of no benefit and the overall goal was

to evaluate the spectrometer performance at faster acquisition times.

With the iTLA source at 0.5 s acquisition time, the averaged Brillouin frequency shift for

acetone was measured as νiTLA
B = 4.10 ± 0.003 GHz. The Brillouin peak linewidth was mea-

sured to be ΓiTLA
FWHM = 511 ± 5 MHz. These results are within ∼1.5% the expected value of

νB,th = 4.039 GHz. Optimal acquisition time for the 780 nm VIPA-based system with iTLA

source was between 20 and 50 ms, faster than any previous reports for single-point acquisition for

spontaneous Brillouin at the time of these measurements. In fact, longer acquisition times than

this did not provide for any improvements in accuracy, precision, or spectral resolution. The iTLA

technology is based on lasers used in the Telecom industry, modified by the manufacturer to meet

the stringent requirements of high SNR applications like those in a spectroscopy laboratory set-

ting. As with the TFPI results, we see a strong dependence on laser source when looking at the

linewidth measurements between the ECDL and iTLA lasers. This iTLA laser has excellent stabil-

ity and more narrow-band output than the ECDL laser that was originally used, and thus provides

51



Figure 3.7: Standard deviations for average Brillouin frequency shifts (a) and linewidths (b) as
measured by the 532 nm TFPI, with black squares (Torus) and red circles (Verdi) representing
the two laser sources used. Blue triangles represent the results from the 532 nm VIPA-based
spectrometer. Results from the 780 nm VIPA-based spectrometer are provided with standard
deviation of the average Brillouin frequency shifts (c) and linewidths (d), with black squares
representing the original ECDL laser and red diamonds representing the new iTLA-based
laser setup.

for much better results.
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3.1.2.3 Results: VIPA-based spectrometer at 532 nm with I2 absorption cell

The second VIPA-based spectrometer matched the 532 nm excitation wavelength of the TFPI

spectrometer, and analysis results are shown in overlay with TFPI results in Fig. 3.7(a) and 3.7(b).

The spectral resolution of the 532 nm VIPA-based spectrometer was determined by measuring the

VIPA-output of the source laser linewidth at very low power and with minimal I2 absorption. The

resolution was measured to be δν = 485 ± 12MHz, and a visualization of the VIPA output and

resolution measurement is provided in Fig. 3.8.

Figure 3.8: Brillouin spectral resolution. The narrow spectral lines from the 532 nm
probe laser at the spectrometer camera with 4 iterations of the VIPA FSR captured.
Individual peaks were resolved from the measure of the peak FWHM. The spectral
resolution was determined to be δν = 485 ± 12MHz.

The averaged Brillouin frequency shift for acetone measured by the 532 nm VIPA-based spec-

trometer was ν532
B = 6.05 ± 0.004 GHz, with a peak linewidth of Γ532

FHWM = 791 ± 12 MHz

at an acquisition time of 0.512 s. These results are within 2% of the expected value (again,
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νB,th = 5.936 GHz). As shown in Fig. 3.7(b), the precision of Brillouin peak linewidth mea-

surements from this system are much greater than that of the TFPI system. The difference in

linewidth recorded is in-part due to the high NA of the microscope objective used, and the proper-

ties of the VIPA for this spectrometer. Likewise, a recent report and our own analysis has pointed

to a potential for further optimization of the cylindrical lens leading to the VIPA input, and the

position and angle of the VIPA to the spherical lens and detector to improve linewidth measure-

ments and spectral resolution [114, 126, 118]. Optimal acquisition time for this spectrometer was

determined to be between 0.05 and 0.2 s. It is possible for this spectrometer to achieve results

equal to and even greater than this at faster acquisition times. However, since incident laser power

was set very low to allow for detection at longer acquisition times, spectra from acquisition times

faster than this were sub-optimal and noisy with too low a SNR to analyze effectively.

3.1.3 Additional discussion

In summary, we have assessed the performance of three modern Brillouin spectrometers of two

different designs and excitation wavelengths, and report the fastest spontaneous Brillouin measure-

ments to date. The spectrometers evaluated were a conventional scanning 6-pass TFPI system at

532 nm and two custom-built VIPA-based spectrometers with atomic absorption-based notch fil-

ters at 532 nm and 780 nm respectively. Brillouin spectra were acquired from acetone, a common

standard for Brillouin measurements often used as a calibration sample. Throughout the inves-

tigation, we were successful in using our analysis to evaluate and diagnose potential issues with

our spectrometers. We clearly demonstrated the dependence of measurement reliability on exci-

tation source quality, a critical issue with Brillouin spectrometer design. Our analysis showed the

scanning 6-pass TFPI system (with the new SLM laser) had its most reliable measurements, with

lowest standard deviation in Brillouin frequency shift, linewidth as well as greatest accuracy, at

acquisition times between 2 and 3 s. While this is significantly faster than the acquisition times of

older systems, total scan times still broach on several minutes for a complete sequence of 50 itera-

tions. However, a primary strength of this design is that spectral resolution of a TFPI is determined

by an inverse relationship with finesse (1/F) of the Fabry-Perot cavity, and thus can be fine-tuned
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to meet the needs of the sample and individual situations.

With the 532 nm VIPA-based spectrometer, we maintained a significantly lower laser power

at the sample 0.8 mW, compared to the other spectrometers. Though lower than desired, this

power level was maintained for all spectra acquisition times to maintain uniformity throughout

the experiment. As stated previously, this power level was chosen to avoid detector saturation at

long acquisition times (greater than 10 s). This low laser power provided for poor resolution and

low signal-noise ratio (SNR) at fast acquisition times (less than 0.2 s). Since both 532 nm and

780 nm spectrometers follow the same design and quantities of interest in Brillouin measurements

are often sound velocity and stiffness tensor elements, our primary focus for discussing the VIPA-

based spectrometer performance is that of the 780 nm spectrometer. This is due in part to the

low incident power of the 532 nm system, but also because sound velocity scales directly with

wavelength, thus a small uncertainty in frequency shift measurements at 780 nm would be more

significant than at 532 nm.

The most reliable measurements for our 780 nm VIPA-based design were determined to be at

acquisition times between 20 and 50 ms. At the time of this assessments publication, the fastest

single-point acquisition times that had been reported for spontaneous Brillouin measurements were

at 50 ms, since below 100 ms, SNR is often too low for reliable measurements. Here, we report

measurements as fast as 20 ms acquisition time, more than two times faster than the fastest times

previously reported [110]. Since VIPAs are made of a single prism of fixed dimensions, a potential

approach to achieving greater spectral resolution, would be to design an interchangeable stage

with multiple VIPAs of different FSR, chosen based on the needs of each experimental. The closer

the FSR is to the expected Brillouin frequency shift, the greater accuracy and resolution one can

expect.

Laser stability and the quality of optical components are the primary factors in determining

the overall quality, accuracy, and spectral resolution of Brillouin spectrometer measurements, and

spectrometer design has the most significant impact on acquisition speed. The accuracy of Bril-

louin measurements is influenced by spectra signal-to-noise ratio, which is determined by input

55



laser power, scattering efficiency (wavelength dependent), throughput of the spectrometer, sensi-

tivity of the detector, quality of optical components, and a variety of other factors. Basically, since

modern custom-built spectrometers (such as Brillouin spectrometers in research laboratories) are

designed around a wide range of available laser sources and optical components this means that

each spectrometer should have its own optimal acquisition time “sweet-spot” for achieving high

accuracy and spectral resolution [114, 118, 132]. External conditions such as environment tem-

peratures and mechanical vibrations can also play a role in determining how well spectrometers

perform, but these conditions are not critical to spectrometer design and can be accounted for by

sample isolation or through corrections in data analysis.

Finally, we note that acetone - the sample selected for this experiment, is often used as a calibra-

tion sample for Brillouin spectroscopy and does not present the same challenges that more turbid or

opaque samples may present. In this regard, the more conventional TFPI systems have historically

been more reliable and accurate for Brillouin spectroscopy measurements. Recent developments in

VIPA-based spectroscopy related to increased elastic extinction ratios and background subtraction

have led to significant advances [70, 120, 133], and future studies relating the performance of such

systems with turbid and highly-scattering samples may provide further insight along with the data

presented in this study.

3.2 Conclusion

By evaluating the performance of our spectrometer design, we were successful in identifying

and correcting for specific issues and achieved improvements in overall performance, even report-

ing the fastest signal acquisition times to date for a single-point acquisition of Brillouin spectra.

We hope to use the information gathered from this experiment to guide future designs and devel-

opment of Brillouin spectrometers and hopefully provide direction for overcoming limitations in-

herent to each spectrometer design. The following chapter provides details of how we investigated

the impact of an external stimulus on cellular and subcellular biomechanics using our VIPA-based

spectrometer design.
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4. BRILLOUIN SPECTROSCOPY: CELLULAR AND SUB-CELLULAR BIOMECHANICS

AND RESPONSE TO EXTERNAL STIMULI

Here, we provide detail about how we combined recent advances from Brillouin spectroscopy

literature to achieve a series of firsts: 1.) the first non-contact recording of subcellular biomechan-

ical changes in response to a non-specific external stimulus 2.) the first reporting of sub-second

biomechanical changes using spontaneous Brillouin spectroscopy, and 3.) the first reporting of

sub-second dynamic biomechanical changes with location specificity in each of the cytoplasm, nu-

cleoplasm, and nucleolar compartments of cells. To realize these accomplishments, we built a cus-

tom confocal Raman and Brillouin microscope capable of simultaneously recording chemically-

and mechanically specific information from intracellular compartments. We then used this micro-

scope to target several areas inside cells from the CHO-K1 cell line to record Raman and Brillouin

spectra and observe the changes induced by exposure to a brief, but intense 600 ns electrical stim-

ulus (herein referred to as nsPEF), which is known to disrupt several key components of the cell

cytoskeleton. Disruption of these cytoskeletal components should induce biomechanical alter-

ations in living cells which, we sought to measure using Brillouin spectroscopy. The following

sections couple spectroscopy data with fluorescence microscopy time series imaging of observing

cell plasma membrane and cytoskeleton disruption to further explore and explain our results.

We demonstrate the applicability of Brillouin spectroscopy as a means for observing immediate

changes in viscoelastic properties of cells and subcellular components in response to an external

stimulus. Additional information is provided in the discussion section of this chapter as to why we

expect this technology to be particularly useful for not only basic-level biomedical sciences, but

also for a wide range of clinical and research applications for diagnostic, progression monitoring,

and treatment of various diseases across a range of fields from oncology [134, 135, 136], cardiology

[137], ophthalmology [95, 138], and neurology [139, 140], to name only a few.
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4.1 Introduction: Brillouin spectroscopy for investigating biomechanics

Cellular biomechanics have been implicated in a wide variety of cellular processes and disease

states. Changes in a cells mechanical properties can have a profound impact on the cells behavior

and function [141, 142, 143]. The relationship between cell function and microscale mechanical

properties has become evident through decades of research on disease and cancer development.

Cell mechanical and viscoelastic properties have been linked to cancer development, viral infec-

tions, chronic illnesses like asthma, and even ageing. For example, Glaucoma is associated with

both changes in the optic nerve extracellular matrix, which drives tissue fibrosis and stiffening

[144], and with increased intraocular pressure driven by changes in endothelial cell viscoelasticity

[145]. Likewise, changes have been observed in the viscoelastic properties of tissues and cells

after viral infection [146, 147, 143], and in cases of oncology, where the mechanical properties

of both tissues and cells have become a topic of intense focus [148]. Recent oncological studies

have shown that cells become more compliant during tumorigenesis and a decreases in cancer cell

stiffness are linked to cell reprogramming before tumorigenesis [149]. Loss of plasticity and re-

duced stiffness has recently been identified as a biomarker for potential diagnostics and prediction

of metastatic potential in thyroid, ovarian, and breast cancer [150]; and tissue stiffening has been

shown to lead to collective migration and coordination of morphogenesis in the beginning stages

of tumorigenesis [151]. Further examples and more detailed information can be found in extensive

review articles covering the links between cell and tissue mechanical properties as related to both

disease development [152, 153] and medical applications [154, 155].

Biomechanics research has demonstrated that measuring the viscoelastic properties of tissue

and cells in situ can provide researchers and clinicians with critical information related to cells,

tissues, their environments, disease pathology, and their general wellness conditions. As such,

viscoelastic properties are of great interest to investigators and many experimental techniques have

been developed or used for biological applications. Atomic force microscopy (AFM) [156, 157],

profile microindentation [158], magnetic twisting cytometry [159], particle tracking microrheology

[160], and optical stretching [161] are only some of the methods used to investigate cell and tissue
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biomechanics.

A challenge in modern biomechanics investigations is that nearly all modern investigative

methods are highly destructive or mechanically invasive, altering or destroying the sample during

the measurement. Optical rheological techniques circumvent this issue by providing non-contact,

non-destructive testing of biologic samples. Less invasive optical techniques such as optical coher-

ence elastography have shown promise and become more prevalent for non-destructive tissue-level

studies, but still require mechanical excitations and are limited to a much larger spatial resolution

[162]. A recent review by Steelman, et al. provides a comprehensive overview regarding these

optical-based measurements for tissue diagnosis [163]. Eldridge, et al. demonstrated a novel non-

contact quantitative phase imaging approach in 2017 that relates variances of refractive index to

disorder strength, a parameter linked to cell stiffness [164]. Their results are promising; however,

they rely on a derived parameter which correlates with mechanical behavior through a mecha-

nism that is poorly understood, and their technique cannot be translated to most in vivo studies as

their method requires light transmission through the sample. As the search for viable cellular and

subcellular-level measurement technologies continues, a new laser-based alternative has emerged

as a viable tool for mechanobiology: Brillouin spectroscopy [84, 47, 90, 165].

Brillouin spectroscopy is an all-optical, non-invasive, label-free technique that had previously

been limited to mostly traditional materials science investigations due to weak signal strengths and

slow scanning times. New Brillouin spectrometer designs have recently initiated a phase of rapid

development [50, 58] and evolution of the technology. As discussed in Chapter 2, a plethora of

new instrumentation and application ideas have since allowed for a Brillouin-renaissance in recent

years, and have established Brillouin spectroscopy and microscopy as a powerful tool for biomed-

ical sensing and imaging applications [110, 84, 90].Researchers have recently demonstrated tis-

sue, cellular, and even nucleus level measurements using Brillouin spectroscopy and microscopy

[166, 133, 111, 49, 102, 106, 167]; however, its utility for measuring fast (sub one-second) dy-

namic intracellular changes in response to external stimuli has not yet been explored, particularly

at subcellular levels or from within cell nuclei and nucleoli.
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4.2 Materials, methods, and experimental design: cellular response to nsPEF

Mammalian cells are complex dynamic systems that develop and change in response to their

environment. Cells constantly respond to stresses through means of chemical signaling and path-

ways. Cells also feel and respond to forces through means of mechanotransduction [168, 169, 170].

The pulling, compression, and torsion of muscle movements and contractions, or shear stress as

blood flows are simple examples of forces that cells experience in the human body. In a laboratory

setting, scientists apply a wide range of stimuli and insults to cells in the process of developing

fundamental theories and understandings of basic functions and reactions. Figure 4.1 provides an

illustration of some stresses and stimuli that cells may be subject to, along with examples of both

cellular responses (membrane and cytoskeletal filament disruptions) and the imaging modalities

used for investigating cellular behavior.

4.2.1 Custom multi-modal microspectroscopy system

We used the custom multi-modal microscopy system described in Chapter 3. This system is

capable of both Raman and Brillouin spectral measurements and uses a Brillouin spectrometer

following a VIPA-based design. The system follows the same schematic as provided in Fig. 3.2.

In brief, the system used a tunable, ultra-narrow (< 1 kHz) single-frequency laser (Koheras AD-

JUSTIK/BOOSTIK Y10; NKT Photonics) with 1064 nm center wavelength and 2.1 W maximum

output power. A second harmonic generation (SHG) crystal (MSGH1064-1.0-20; Covesion, Ltd.)

was used to generate an output wavelength of 532 nm with 150 mW maximum output power. The

laser was coupled into the rear port of an inverted microscope (IX73; Olympus Corp.) and focused

to the sample using a 1.42 NA 60X objective lens (UPLXAPO 60XO; Olympus Corp.). The spatial

resolution of Brillouin spectral imaging is primarily limited by the mean free path of vibrational

wavelengths and the numerical aperture of the objective lens; in our confocal setup, the lateral

and axial resolution of Brillouin imaging system was estimated to be approximately 500 nm ×

500 nm × ∼1 µm, respectively as determined by measuring the Brillouin spectra across material

interfaces and substrate reflections. Additional information relating to the mechanical resolution
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Figure 4.1: Conceptual idea – monitoring cell stimuli, stresses, and responses. Illus-
tration of potential external stresses and stimuli cells may be exposed to, a generalized
concept of membrane and cytoskeletal filament disruption, and examples of imaging
techniques (DIC imaging, Fluorescence imaging, Spectroscopic imaging) for observing
and monitoring cellular response. Figure created with BioRender.com
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of Brillouin microscopy systems is provided in the discussion, with more specific detail given in

Chapter 2. The axial resolution for the Raman acquisitions was expected to be approximately 25%

larger than that of the Brillouin spectra, as the confocal pinhole for Raman photons was selected to

be slightly larger than the diffraction limited airy disk pattern for increased signal strength. Light

was collected from the sample in a 180° back-scattered (epi-illumination type) configuration by

the same objective and separated into respective Raman and Brillouin spectral paths by a dichroic

beam splitter (RazorEdge LPD02-532RU; Semrock). Appropriate pinholes were placed in each

path to provide confocal gating of the scattered photons. Raman signal was passed through a nar-

row band notch filter, and directed into a spectrometer (Shamrock 303i, Andor Technology Ltd.)

where it was dispersed by a 600 line/mm reflective grating and collected by a CCD camera (iDus

420, Andor Technology Ltd., cooled to 50 °C). Brillouin signal was passed through an I2 absorp-

tion cell (GC19100-I; ThorLabs, Inc.) to a virtually imaged phase array (VIPA)-based Brillouin

spectrometer and collected by an EMCCD camera (Ixon Ultra 888; Andor Technologies Ltd., wa-

ter cooled to 100 °C). This Brillouin spectrometer arrangement uses the I2 cell as an ultra-narrow

absorption-based notch filter for removing background Rayleigh scattered light that would other-

wise saturate the detector and cover the much weaker Brillouin peaks [70, 171], as mentioned in

Chapter 3. The VIPA used in our spectrometer had a free spectral range (FSR) of 29.95 GHz, a net

finesse ∼60, and a theoretical bandwidth of 0.84 GHz (OP-6721-3371-2; Light Machinery, Inc.).

We determined our Brillouin spectrometer to have spectral contrast of -80 dB, spectral resolution

δν = 485 ± 12MHz, and sub 10 MHz spectral precision, as specified in Chapter 3.

4.2.2 Nanosecond pulsed electric fields (nsPEF) system and cell stimulus

The external stimulus applied to the cells was a 600 ns duration electrical impulse driven by a

high-power pulse generator (Model 350, Velonex, Inc.) and delivered via a custom microelectrode

arrangement [172, 173, 21]. A pair of tungsten electrodes, 125 µm in diameter spaced approxi-

mately 200 µm apart, were placed on opposite sides of target cells approximately 50 µm above the

petri dish cover slip at a 45° angle using a micromanipulator (MPC-200; Sutter Instruments). A

digital delay pulse generator (DG535; Stanford Research Systems, Inc.) was used to first trigger
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the start of spectral measurements, and then, after a preset delay of 10 seconds, trigger a single

nsPEF pulse. Each nsPEF pulse delivery was monitored and recorded (pulse amplitude and width)

using a 100× voltage probe (P5100A; TekTronix) coupled to an oscilloscope (TDS3054C; Tek-

Tronix)1

4.2.3 Cell culture and sample preparation

CHO-K1 cells (ATCC® CCL-61™, Chinese hamster ovary) were cultured and maintained

following the recommended protocol. Cultures were maintained at 37 °C with 5 % CO2 in air

with 95% relative humidity, and propagated in Kaighn’s Modification of Ham’s F-12 Medium (F-

12K Medium, ATCC® 30-2020™) supplemented with 10 % fetal bovine serum (FBS, ATCC®

30-2020™), 2 mM L-glutamine, and 1% volume 100 U/mL penicillin/streptomycin (ATCC® 30-

2300). 20,000 – 30,000 cells were seeded onto an imaging dish with polymer coverslip (µ-Dish

35 mm, low Grid-500; ibidi GmbH, Martinsried, Germany) to prepare samples for imaging. The

following day, culture media was replaced with fresh media 30 minutes prior to imaging. Bril-

louin imaging was performed in cell culture media as opposed to standard imaging buffer solution

because the proteins in cell media can help to inhibit cell swelling. The protein-induced swelling

reduction helps to reduce the likelihood of any observed changes being due to cell swelling, rather

than disruption of the cytoskeletal structures.

4.2.4 Subcellular Raman and Brillouin spectral measurements and signal acquisition

Single cells were located via bright field microscopy and positioned such that the target region

was centered about the focal volume of the laser. Cell position could be determined by opening the

microscopes rear-port shutter and visually comparing the cells location to the position of the laser

spot reflected off of the glass substrate. Additionally, a small portion of the laser light reflected

from the glass could be seen on the bright field camera and captured in the camera software (Py-

lon 6.2.0 Camera Software Suite for Windows; Basler AG, Ahrensburg, Germany). The camera

software also allows the user to generate an on-screen cross hair with manual positioning, which

1This pulse delivery system matches that as described in Chapter 5. Additional detail on the nsPEF delivery system
is provided in Appendix C.

63



we used for targeting and periodically verifying laser positioning between experiments. Specific

regions of the cells were targeted using differential interference contrast (DIC) imaging. Once a

target location was selected, the DIC optics (polarizer, Nomarski prism, and analyzer) were re-

moved so that signal acquisition could begin.

Cells are living systems and dynamic in nature and thus may move during data acquisition.

Therefore, bright field images of cells were recorded both before and after exposures. Images from

before and after each exposure and recording session were visually inspected to ensure that no

significant movement had occurred during the acquisition and that the laser was still focused in

the target structure of the cell. If the images indicated that the intended target region had moved

more than ∼15% with respect to the laser focus, the data set was discarded. The simultaneously

acquired Raman spectra were also useful for indicating axial focal drift, and, therefore, were used

as part of an exclusion criteria along with checking sample movement through images. The cell

culture growth media contains the dye phenol red, which presents a large fluorescence signal that

became immediately visible in the Raman spectra if axial drift led to the focus exiting the cell

body. This also meant that the fluorescence of the growth medium served as a valuable tool in

further ensuring proper placement of the focal zone before experiments. A representative example

of Brillouin and Raman spectra acquired from within a cell is provided in Fig. 4.2). Examples of

the Raman spectra collected from each of different regions within the cells and the surrounding

media, after background subtraction, are presented in Fig. 4.3.

Raman and Brillouin spectra were acquired from randomly selected cells across several days,

with individual cells selected per exposure, per target region, such that no two measurement series

were recorded from the same cell. Spectra were acquired for a period of 100 seconds. nsPEF

was applied at t = 10 seconds such that all trials had an initial 10 second baseline measurement in

increments of ∆t = 0.5 seconds. Signal acquisition continued for the following 90 seconds post-

exposure to allow for observation of any changes in the mechanical properties of the target region

immediately following the stimulus. All Brillouin measurements were standardized to the average

of their own 10 second baseline measurements for comparison. All time-series measurements are
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Figure 4.2: Example of raw Brillouin spectral data and respective Lorentzian fit for sig-
nal collected within a cell nucleolus, alongside the respective Raman spectra (after back-
ground subtraction). Top and bottom X-axis labels indicate the respective wavenumber
(top) and frequency shift (bottom) of each spectra.
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Figure 4.3: An example of Raman spectral data from each of the target regions within
CHO-K1 cells and cell culture growth media after background subtraction. Without
background subtraction, the fluorescence from the growth media overwhelms the spectral
peaks which provided an excellent indication for if the focal volume drifted out of the
cell body.
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presented here as percent change, or percent value from the 10 second baseline average.

Laser power at the sample was kept below 4 mW to avoid localized heat damage and photo-

toxicity to the cells. A preliminary study showed that no morphological changes or cell blebbing

were present near the focal volume in cells after a continuous 5-minute exposure at this power

level. Each nsPEF exposure-response trial consisted of a 200 second laser exposure, for a total

240 spectral measurements (200 Brillouin and 40 Raman), with the nsPEF exposure occurring at

frames 20 and 5 for Brillouin spectra and Raman spectral acquisitions, respectively. Acquisition

times were 0.5 seconds for Brillouin spectra and 5 seconds for Raman spectra.

Spectra were plotted using OriginPro 2020b (OriginLab, Northampton, MA.)[129]. Brillouin

spectral analysis was performed using a custom Python script [174]. Similar to the fitting algo-

rithm discussed in Chapter 3, each Brillouin scattered peak location is found through a single peak

Lorentzian fit with a least-squares fitting protocol. The location of each first peak for the four

Brillouin frequency shift peak-pairs was then assigned a value equal to an arbitrarily assigned in-

teger value, plus a multiple n = 1, 2, 3 times the full FSR of the VIPA. For instance, a VIPA of

29.95 GHz FSR could have the first, third, and fifth peaks assigned an initial arbitrary value of

0, 29.95, and 59.9 GHz, or any other series separated by the same 29.95 GHz FSR value. These

newly defined peak location values were then used for a polynomial fit algorithm that provided for

a pixel-to-GHz conversion for the entire acquired spectrum. The average Brillouin frequency shift

for each spectral acquisition was then determined by the distance between each of the two peaks

of visible Brillouin peak pairs. Raman spectral background subtraction was completed using a

custom Matlab [175] code based on the modified polynomial fit method presented by Lieber and

Mahadevan-Jansen [176]. Following background correction, Raman spectra from before exposure

and 90 seconds after were compared to check for any changes in peak intensities and relative peak

height ratios.

4.2.5 Fluorescence microscopy

Fluorescence microscopy investigations were carried out to observe and monitor three known

cytoskeleton-related systems and changes induced by cell response to nsPEF exposure. The first, a
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dye-uptake study that indicates destabilization or disruption of the plasma membrane. The second,

a time series study of α-actinin labeled proteins to assess changes in the cell actin structure and

network immediately following nsPEF. The third, another time series study with green fluorescent

protein (GFP) labeled tubulin for observing changes to the microtubule network within the cells.

4.2.5.1 YO-PRO-1 dye uptake

YO-PRO-1 is a dye that is commonly used for nsPEF-based membrane permeabilization and

nanoporation experiments. YO-PRO-1 dye is generally excluded from cells with intact mem-

branes; however, the dye can permeate through the plasma membrane upon disruption or desta-

bilization and thus allows for visualization of membrane damage. Increased intracellular fluores-

cence emission from YO-PRO-1 dye following nsPEF stimulus corresponds to cellular uptake of

YO-PRO-1 dye and provides a measure of the extent of cell membrane damage induced by the

exposure [177, 26, 178, 179]. Membrane disruption by nsPEF application not only indicates that

the cell membrane itself has been damage, but also can lead to several reactions within the cell.

One such reaction that has a strong impact on the cytoskeletal structures of interest in this study

is a release of intracellular calcium stores from the mitochondria and the endoplasmic reticulum.

This influx of calcium has been demonstrated to cause disruption of both actin and microtubule

networks [180, 24]. In our preliminary investigation, dye uptake also provided an additional rather

obvious but useful benefit in that it demonstrated effective delivery of the nsPEF to the cells, i.e.

that there were no electrical shorts within the electrode housing that the oscilloscope could not

detect. All dye uptake studies were performed over a total of 5 minutes and 10 seconds. The first

10 seconds were prior to application of nsPEF to allow for a baseline and background fluorescence

measurement in each image series. The following five minutes of image acquisition were to pro-

vide a relatively long-term study of dye uptake to see if membrane recovery occurred within the

time frames we were interested in. Membrane permeabilization and dye uptake experiments were

conducted over a range of nsPEF intensities from 0 kV/cm to 20 kV/cm.
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4.2.5.2 Fluorescence microscopy: observing actin and microtubules

The cytoskeleton of eukaryotic cells is made of filamentous proteins and provides mechanical

support to the cell and its cytoplasmic constituents. There are three major classes of cytoskele-

tal elements: microtubules, intermediate filaments, and actin filaments. Therefore, disruption

of any one of these types of filaments should lead to changes in the cell mechanical properties

[181, 182, 183, 184]. Microtubules provide the base level organization of the cell cytoplasm and

organelles. Actin filaments are abundant in eukaryotic cells and are typically found beneath the

plasma membrane, where the actin cortex network provides mechanical support, allows for cell

motility and movement, and help to determine the overall cell shape [185, 186].

We used two separate CHO-K1 cultures to investigate the changes in the cell cytoskeleton.

One culture was transfected with GFP mEmerald-labeled tubulin and allowed for the observation

of microtubule filaments. The second culture was labeled with RFP α-actinin, and allowed for

observation of actin structures. Fluorescent images were acquired as a time series, recording ten

seconds prior and up to five minutes post application of nsPEF stimulus. Additionally, z-stack

image series were acquired pre- and post-nsPEF application to check for any major morpholog-

ical changes or redistribution of the fluorescent labeled structures. Images were post-processed

using ImageJ software (Version 1.53) [187]. Cell borders were manually selected, and cell mean

fluorescence, relative fluorescence (δF/Fo) for time series, fluorescence standard deviations, and

corrected total cell fluorescence (CTCF) was calculated by measuring the integrated fluorescence

density minus the background average, multiplied by the total area of the cell volume [188]. Fluo-

rescence background subtraction was taken from a standard normal distribution of each time series

image. This procedure was used for each cell across every time point. Additionally, the standard

deviation of fluorescence was used as an indication of changes in diffuse and non-diffuse struc-

tures from within microtubule and actin labeled cells. The values of CTCF are not reported; upon

closer inspection, the trends and behaviors matched those of relative fluorescence, but with far less

comprehensible numbers. Therefore, all fluorescence intensity values mentioned in this chapter

are reported in terms of relative fluorescence, with respect to the initial fluorescence measurement
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of each cell.

4.3 Results

4.3.1 Instrument validation and subcellular measurements

Figure 4.4: Cellular components and Brillouin frequency shifts. (a) DIC image of CHO-
K1 typical cells with indicators for (1) nucleolus, a very dense DNA-rich environment
that is mostly isolated from the rest of the cell, (2) cytoplasmic region that is strongly
related to cell mechanics and stability, dense with complex micro and nano scale struc-
tures, and (3) a "middle ground" between the (1) and (2) inside the cell nuclear envelope,
and the targeted "nucleoplasm" region. (b) The average Brillouin frequency shift νB
measured from each of the three subcellular component targets.

The confocal Raman-Brillouin microscopy setup allowed for spectral measurements with sub-

micron scale resolution, providing observations of time-resolved changes at the subcellular level.

The subcellular imaging capabilities are demonstrated in the bottom panel of Fig. 4.1 as well as

Fig. 4.6. Spectra were collected from three target regions within CHO-K1 cells to verify the system

capability for distinguishing between individual subcellular components. The three target regions

were a generalized cytoplasmic region (anywhere within the cell membrane that was outside of the
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perinuclear region), a nucleoplasmic region (inside the nuclear membrane excluding nucleoli), and

finally the nucleoli. An initial comparison showed that all components within the cell had a greater

Brillouin frequency shift as compared to the surrounding media. Furthermore, the peak linewidth,

measured as full-width half-maximum (FWHM) of the Lorentzian fit exhibits a broadened shape

caused by phonon damping processes that is expected in spectra acquired from microscale hetero-

geneous materials such as cells [49, 90, 47, 167]. The mean Brillouin frequency shift of each region

across all cells measured was found to be 7.723 ± 0.011 GHz, 7.583 ± 0.007 GHz, and 7.518 ±

0.012 GHz (N = 19, 35, 23) for cell nucleoli, cytoplasm, and nucleoplasm regions respectively,

with error presented as standard error of the mean (SEM). The average linewidth across sample

volumes measured 1.909 ± 0.017 GHz 1.820 ± 0.017 GHz 1.718 ± 0.011 GHz respectively, in-

dicating that the individual components also have measurably different viscosity. The nucleoli

were measured to have significantly higher Brillouin frequency shifts than the other primarily-

protoplasm areas. A DIC image of a typical CHO-K1 cells with indicators for the targeted regions

are shown in Fig. 4.4 alongside a bar plot of the averaged Brillouin frequency shift measurements

from each component.

Raman spectra were acquired during all trials to provide validation of cell targeting and to mon-

itor the focal volume during experiments. A comparison of the first Raman spectra with the last of

each sample also provided a means of analyzing any major chemical changes within the measured

area as result of the external stimulus. After background subtraction, spectral comparison between

an average of the first and last three spectra from select samples revealed no noticeable differences

in Raman peak intensities or peak ratios within the fingerprint region across all compared spectra.

Examples of the Raman spectra collected from the three subcellular target regions are provided in

Fig. 4.5

Finally, we performed a small section raster scan in the two lateral dimensions to generate

a two-dimensional Brillouin map of cell mechanical properties. A resultant Brillouin mapping

image, shown in Fig. 4.6, provides a good indication that the measurements from individual com-

ponent shown in Fig. 4.4 are correct, as the 2D map provides clear visual confirmation of the
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Figure 4.5: Individual examples of Raman spectra collected from the different target
regions within CHO-K1 cells. A five-point moving average filter has been applied to
spectra in this plot for presentation purposes.

relative Brillouin frequency shifts and intracellular heterogeneity. Most notably, we can see the

boundary created by the nuclear envelope that separates the nucleoplasmic and cytoplasmic re-

gions of the cells. Furthermore, our data and mapped image agree with recent reports regarding

the relative densities of cells and their subcellular components [164, 189].
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Figure 4.6: 2-Dimensional mechanical mapping with Brillouin spectroscopy. 10×10
µm mechanical properties map from CHO-K1 cell, cropped from a 20×20 µm image
generated by X-Y axes raster scan with 1µm step size. Brillouin image was generated
using OriginLab contour plot feature using νB magnitude at each point per individual
pixel. Cell nuclear envelope is distinguishable from surrounding cytoplasm with a clearly
defined nucleolus.
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4.3.2 Fluorescence microscopy: membrane and cytoskeletal disruption

4.3.2.1 Membrane permeabilization and YO-PRO-1 uptake

YO-PRO-1 uptake was observed for various nsPEF intensities to verify membrane permeabi-

lization. YO-PRO-1 uptake is indicated by an increased fluorescence emission from within the

cells, an example of which is shown in Fig. 4.7. We observed a dose-dependent response for YO-

PRO-1 uptake with increasing nsPEF intensity. Minimal nsPEF threshold for YO-PRO-1 uptake

was observed to be ∼3 kV/cm. While we did not acquire images long enough to see a complete

plateau of fluorescence intensity and membrane resealing and recovery, we did observe an asymp-

totic behavior. These results are as expected and indicate that the cell membrane is being disrupted

by the nsPEF stimulus [26, 179]. Likewise, there is a direct correlation between field intensity and

cell membrane permeability as indicated by dye uptake.

4.3.2.2 nsPEF induced cytoskeleton change: actin and microtubules

DIC and fluorescent image series were acquired over a period of five minutes following expo-

sure to nsPEF. Accompanying z-stack images were acquired both before and after the time-series

acquisitions. Fluorescence intensity and standard deviation measurements were acquired from

randomly selected cells following application of a single nsPEFs stimulus. Cells were randomly

selected with no preference for morphology or size and exhibited a wide range of visible changes in

response to nsPEF stimulus (some cells responded very violently, developing large bleb formations

and extreme swelling, while others appeared to contract). We did not attempt to characterize the

volumetric changes from cells during this study, but rather exempted cells with extreme swelling

and blebbing from further signal processing and data analysis and excluded them from this study.

Such cells often had large fluctuations in their Brillouin frequency shift measurements due to cell

motion and respective measurements being across membrane or bleb interfaces. Less than 10%

of cells were excluded by these criteria. Anecdotally, we observed that cells with more rounded

features appear more susceptible to morphological changes such as blebbing and swelling. Addi-

tionally, of the cells that exhibited visibly apparent contractility, most were observed contracting

74



Figure 4.7: YO-PRO-1 dye uptake. (a) Relative fluorescence measurements against time
after exposure from YO-PRO-1 dye uptake in cells exposed to nsPEF intensities from 0
kV/cm to 10 kV/cm. (b) Example image series of dye uptake, showing time evolution of
dye influx into the cell. Dye influx shows a strong indication toward the cathode side of
the electrode (toward the top of the image).

along the basal layer of cells with a more elongated structure as those cells began to swell vertically.

The most notable observation from fluorescent imaging investigations came from the α-actinin

fluorescence series. Figure 4.8(a) provides an example of frames from a time series recording with

DIC and respective fluorescence images from α-actinin labeled CHO-K1 cells. The first frame

provided was the image acquired immediately after nsPEF stimulus. Further frames extend to four

minutes following nsPEF stimulus. Frames from the initial ten seconds prior were omitted, as
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Figure 4.8: Fluorescence time series: α-actinin. (Top – a) DIC and fluorescence time
series images of cells. Yellow arrows indicate locations where membrane and intracellu-
lar fluorescence change is easily visualized. (Bottom – b) Average relative fluorescence
δF/Fo measured from the whole cell (region of interest (ROI) encompassed entire cells,
tracing along the outside of cell membranes), the cell excluding the membrane (ROI
traced along inside of cell membrane), and the cell membrane only (annular ROI, allow-
ing measurement between the first two traced regions). Data series depicts the decrease
in membrane bound cortical actin with correlated increase in intracellular misaligned
actin.

they provided no additional information. Analysis of images taken just above the cell basal layer

showed a rapid decrease in cortical actin fluorescence as well as an increase in intracellular fluores-

cence from what is presumed to be diffuse, misaligned, and fragmented fibers that moved toward

the center of cells immediately following nsPEF stimulus. Image series indicate that a reduction
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in cortical actin fluorescence started as early as 2.5 seconds after nsPEF application. Most cells

showed a sudden and substantial reduction in membrane fluorescence, with a noticeably higher

fluorescence intensity from diffuse actin throughout the whole cell. The observed average change

in fluorescence intensity reached its maximum over the 30 to 45 seconds following nsPEF appli-

cation, after which the fluorescence distribution began to return to previous arrangement, leaving

bright actin spots throughout parts of the cell. Figure 4.8(b) provides an example of the relative

fluorescence (δF/Fo) measurements recorded from intracellular actin and membrane actin follow-

ing application of a 15 kV/cm stimulus. The observed process indicates that a rapid change occurs

in the actin network of cells immediately following application of the nsPEF stimulus and pro-

vides a reasonable expectation that the mechanical properties of the cell are changing. Stress fibers

could be visually inspected along the basal layer of the cell at the glass substrate interface. The

basal layer showed a reduction in fluorescence intensity following the same trend as when focused

further above, however, the stress fibers can be seen to remain intact and mostly unchanged.

Time series images of microtubule fluorescence revealed an overall decrease in fluorescence

intensity following nsPEF stimulus, likely attributable to depolarization. This attribution is drawn

through comparisons of z-stack image series acquired pre- and post-exposure, and because no

changes were readily observable in the microtubule network following nsPEF exposure. The z-

stack images did indicate some cell swelling and microtubule rearrangement; however, the changes

in the microtubule network took much longer than all other processes (≥ 10 minutes). Microtubule

rearrangement was most commonly indicated by a change in fluorescence intensity (microtubule

density) moving from the lower half of the cell toward the top of the cell as the cell swelled. An X-

Y axis view of cells before, and 10 minutes after nsPEF exposure is shown in 4.9(b). Furthermore,

an image subtraction using Z-projection of brightest points with that of 5 minutes post-exposure

from pre-exposure, shown in Fig. 4.9(a), indicates little to no loss of microtubule filaments. Dif-

ferences between these two images are likely that of standard microtubule motions within active

cells. In some more extreme cases, following the greater intensity ≥ 15 kV/cm electric field stim-

ulus conditions that led to severe cell swelling, the microtubule structures sometimes appeared to
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depolymerize or fragment. This particular response, however, was inconsistent and could not be

directly attributed to nsPEF exposure itself rather than severe cell swelling.

The drastic changes and redistribution of actin fluorescence, alongside the minimal differences

observed in microtubule fluorescence indicate that, within the time frame of our Brillouin spec-

troscopy investigations (≤ 90 seconds following nsPEF exposure), any changes observed in cell

mechanical properties are likely a result of actin filament and network disruption, not changes in

microtubule structures.

Figure 4.9: Fluorescence imaging: microtubules. (Top) Z-projection of brightest points
generated using ImageJ for pre-nsPEF exposure (left) and 5 minutes post-exposure (mid-
dle), with image subtraction of post exposure from pre-exposure (right) to indicate differ-
ences in microtubule structures. (Bottom) Orthogonal X-Z image slice from cells before,
and 10 minutes post-nsPEF exposure indicate cell swelling and microtubule rearrange-
ment.

4.3.2.3 Cell mechanical properties and response to nsPEF

Results of the Brillouin spectral time series measurements from the cytoplasm, nucleoplasm,

and nucleoli regions of cells are shown in Fig. 4.10(a). All cases exhibit a distinct asymptotic
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decreasing trend in Brillouin shift magnitude following application of the nsPEF stimulus. Ana-

lyzing the chart, we notice changes in the Brillouin frequency shift, and thus longitudinal modulus

almost immediately following the nsPEF stimulus (red dash line). The graphs provided in Fig.

4.10(b-d) depict the mean percent change in the Brillouin shift measured from each of the three

regions after nsPEF stimulus at intensities of 10, 15 and 20 kV/cm and 0 kV/cm control. Not only

did the nucleoli present the overall greatest magnitude Brillouin frequency shift of the three target

regions, but the nucleolus also exhibited the smallest overall change in magnitude after the external

stimulus was applied. We observed an average reduction in Brillouin shift magnitude of ∆νB =

2.168 ± 0.119, 1.664 ± 0.160, and 0.771 ± 0.360 percent for cytoplasm, nucleoplasm, and nu-

cleolus, respectively at our greatest nsPEF intensity of 20 kV/cm. The reduction in Brillouin shift

corresponds to an overall increase cell mechanical compliance (reduction of longitudinal modu-

lus) [111] and is consistent with expectations derived from previous AFM measurements showing

a reduction in Youngs modulus of CHO-K1 cells after nsPEF exposures [22]. Furthermore, the re-

spective difference in magnitude of Brillouin frequency shifts from pre- and post- nsPEF exposure

shows a direct relationship to each position within the cell. This indicates that the intra-cellular re-

gions may exhibit different susceptibilities to various parameters of this stimulus, and thus exhibit

less of a change under this specific exposure. Alternatively, this difference in Brillouin frequency

shift reduction could simply be a result of the various cytoskeletal connections, as the cytoplasm

region measured would likely be more strongly impacted by membrane-level and actin disruptions,

as the actin cortex has already been shown to undergo significant changes in the previous section.

A discussion relating cytoskeletal disruption and reduction in magnitude of Brillouin frequency

shift is addressed further in the following discussion section of this chapter.

4.4 Summary and discussion

Measurement of cell and subcellular mechanical properties and their changes in response to

a non-specific external stimulus were demonstrated. These results provide further support for

Brillouin spectroscopy as a potential tool in biomedical studies and clinical applications. Brillouin

and Raman spectra were simultaneously recorded from three subcellular regions within CHO-K1
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Figure 4.10: Changes in cell mechanics: Brillouin spectral time series measurements.
(a) Results of the averaged Brillouin spectral time series measurements from each of the
three regions at the most extreme nsPEF intensity used (20 kV/cm), indicating that the
cytoplasm shows the greatest change in response to nsPEF. (b)-(d) Results for cytoplasm,
nucleoplasm, and nucleolus measurements, respectively, at nsPEF intensities of 10, 15
and 20 kV/cm against controls.

cells 10 seconds before and 90 seconds immediately following application of a short duration (600

ns) electrical stimulus.

nsPEF stimulus is known to induce a wide range of complex biophysical reactions with uncer-

tain outcomes that chemical or drug treatments cannot provide. Furthermore, the field intensities
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used in this study (≤ 20 kV/cm) do not significantly alter the physiological environment (in this

case, the surrounding culture media) of the cell [173]. Therefore, nsPEF provides a fast, non-

specific, and transient stimulus ideal for testing our hypothesis that Brillouin spectroscopy could

be used to measure and observe subcellular mechanical property dynamics. Finally, PEFs have

become an important scientific and clinical tool, finding applications in several cancer treatment

therapies [190, 191], gene electrotransfer techniques [192, 193], and even in food treatment and

processing [194] indicating that our results could be of interest across a variety of fields.

Upon starting our investigation, our working hypothesis was that Brillouin spectroscopy could

be used to measure and observe the dynamic changes in cell mechanical properties induced by

such a stimulus, and that a reduction in Brillouin frequency shift, i.e., longitudinal modulus would

follow stimulus application. Motivation for this study was derived from previous reports of nsPEF

induced changes in the cytoskeleton [172, 195, 179], AFM-based reports of nsPEF-induced reduc-

tion of cell stiffness [22], and a recent publication relating cytoskeletal structure changes to cell

nuclear mechanics [167].

Our hypothesis, that we would observe a decrease in magnitude of the Brillouin frequency

shifts is supported by our data. An overall reduction in Brillouin frequency shift following nsPEF

stimulus was observed across all three target regions of the cells with response having a direct

dependence on the stimulus field-intensity. While subtle changes were observed in fluorescence

images of both actin and microtubule structures, we conclude that changes in the actin network are

the primary driver of this reduction in shift magnitude. Data provided in a recent report by Zhang

et al. supports this conclusion [167]. These results lead us to believe that the primary mechanism

driving the changes that we observed are that of actin disruption and rearrangement as well as cell

swelling, not changes in the microtubule network.

4.5 Conclusions

The work presented in this chapter demonstrates the capability of Brillouin spectroscopy and

microscopy to assess subcellular biomechanical properties and how they change in response to

a fast, non-specific, transient external stimulus. The data presented here indicate that the indi-
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vidual subcellular components measured: cytoplasm, nucleoplasm, and nucleoli exhibit not only

characteristically different properties, but also different responses to the applied stimulus. For in-

stance, stiffness of the cytoplasmic regions, as measured by Brillouin frequency shift, experienced

a greater magnitude reduction than that from within the cell nucleus. By contrast, the nucleoli

did not exhibit such significant changes in stiffness, even compared against measurements from

within the rest of the nuclear envelope. Furthermore, we observe that the changes in mechanical

properties occur quite rapidly following the nsPEF application but take between 2 and 5 seconds

to be measurable beyond one standard deviation of the mean and are not instantly observable. The

reduction in Brillouin frequency shift are, however, observable long before cell swelling can be

seen via standard microscopic imaging techniques. This suggests that Brillouin spectroscopy is

more sensitive to micromechanical changes than standard measurement and observation methods.

These results are supported by fluorescence imaging time series that indicate a drastic reduction in

cortical actin along the cell plasma membrane, as well as an increase in fluorescence from disor-

dered and diffuse actin within the cytoplasmic region of the cell. This outcome is consistent with

our expectations, as nsPEF stimulus has been shown to disrupt the cell membrane, which leads to

further downstream disruption of other cytoskeletal structures in the actin cytoskeleton and micro-

tubule network. Our results also agree with previous reports indicating that depolymerization of

the actin network should lead to greater changes in the cytoplasmic region of cells as compared

to the nucleus and nucleoli, where actin is not present [111], and as well that disruption of the

actin cortex should lead to reduced stiffness from within the nucleus of cells [167]. These results

validate Brillouin spectroscopy as a technique for in vitro investigation of cellular and subcellular

mechanical properties, and their changes over time or in response to external stimuli.

Lastly, though we postulate that pulsed electric fields are felt by cells as mechanical forces, we

have previously determined that nsPEF can produce mechanical pressure waves when submerged

in cell solutions. We must decouple the mechanical from electrical insults to develop a full under-

standing of how each component impacts cell function and properties. Therefore, we engineered a

system capable of producing laser induced breakdown, generating pressure waves that originate at
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a specific distance from cells of interest. These pressure waves are then independent of an nsPEF,

allowing us to isolate the impact of rapidly applied mechanical forces on the cell membrane. The

following chapter discusses how we used this engineered system to discover an interesting syner-

gistic behavior between nsPEF and ps optical pulses that allows for initiation of breakdown events

at reduced optical pulse energies in biologically relevant liquids.
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5. SYNERGY IN BREAKDOWN: OPTO-ELECTRICAL BREAKDOWN THRESHOLDS *

Optical breakdown phenomena and the ionization processes that drive it have been thoroughly

investigated since first being described by Keldysh [197, 198] and have found use in a wide range

of applications from investigative spectroscopy techniques to commercial micro-machining and

nano-scale surgeries. Despite extensive experimental and theoretical research, efforts are still be-

ing made to understand, describe, and model the interplay of the complex mechanisms and the

dynamics of optical breakdown phenomena under varying conditions. This chapter presents the

experimental procedures and supporting theoretical model for a synergistic effect that was ob-

served between short picosecond optical pulses and nanosecond pulsed electric fields. Throughout

this chapter nsPEFs are referred to as "nanosecond electric impulses" or nsEP. This difference in

terminology can serve to differentiate between studies performed with cell exposures (nsPEF) and

those focused only on interactions between the optical and electrical pulses.

5.1 Introduction

Dielectric breakdown phenomena, and its driving physical processes have been the subject of

extensive experimental studies and theoretical models [198, 199, 200, 201, 202, 203]. Such studies

have revealed the complex physical processes that drive breakdown, i.e. ionization and how those

processes depend on a range of material properties and electric field application. [204, 205, 206,

207, 208, 209].

The effect of electric fields on ionization properties including direct interactions with sol-

vated electrons, band-gap modifications, thermal ionization, and electrical ionization of shallow

donors has been the focus of many investigations [210, 211, 212]. However, potential synergy

in breakdown mechanisms under varying experimental conditions remains relatively unexplored

[213, 214, 215, 216]. One paper of interest by Gorshkov, et al. reported a successful reduction

*Portions of this chapter are reprinted with permission from "Synergistic effect of picosecond optical and nanosec-
ond electrical pulses on dielectric breakdown in aqueous solutions by Coker, Z C, Liang, X-X, Kiester, A S, Noojin, G
D, Bixler J N, Ibey, B L, Vogel, A, Yakovlev, V V, 2021. Photonics Research, 9, 3, 416-423, Copyright 2021 Chinese
Laser Press [196]
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in breakdown thresholds using crossed UV and IR lasers in alkali halide crystals [217]. While

this paper demonstrated that a combination of electromagnetic fields can influence breakdown,

minimal attention has been given to low-frequency and DC electric field effects on optical break-

down thresholds, particularly in biologically-relevant media. Electric fields have been utilized to

increase laser induced emission spectra after optically induced breakdown [218]; however, the

presence of externally applied electric fields before or during optical breakdown initiation has

often been neglected. Limited efforts focused on interactions of DC electric fields on optically

induced breakdown, described in two distinct reports [219, 220], arrived at contradictory conclu-

sions. Furthermore, a more recent report also focused on the influence of DC electric field effects

on laser induced breakdown in gasses by Takahashi, et al. [221] provides further support for the

results reported by Mullen, et al. reporting an increase in optical pulse energies required to achieve

breakdown in gases under the influence of DC electric fields. While Mullen and Takahashi present

arguments akin to those of Tulip and Seguin in 1976 [222], that charged particles and free electrons

are removed from the focal volume by the electric field. Each of these investigations were limited

to gaseous media, which have different diffusive properties and much larger inter-molecular dis-

tances than condensed states [223]. A detailed understanding of the opto-electrical breakdown

processes, the underlying physics, and how to tightly control them is critical to further developing

many new and evolving technologies, particularly in the fields of spectroscopy, micro-machining,

and many emerging medical applications.

Past experiments and models based on density functional theory have demonstrated a direct

field-dependence for molecular ionization potentials and excitation energies in dielectrics under

strong electric field conditions[212, 224]. While the electric fields discussed in these reports

(109 − 1010 V/m) are well above the dielectric strength of any biologically relevant aqueous

solutions (108 V/m) [210], the underlying fundamental physics does not change; electrons and

ions are still driven by the presence of an external field. Therefore, we hypothesized that we could

decrease the effective energy required for a picosecond laser pulse (psLP) to achieve optical break-

down visualized via bubble formation in aqueous solutions through the application of an external
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500 ns electrical impulse (nsEP) at the focal volume of the laser (well below the normal dielectric

breakdown threshold). In this chapter, we establish an experimental setup to examine the influence

of external electric field impulses on optical breakdown thresholds in biological-relevant media.

We then provide an explanation of and support for our results through a theoretical opto-electrical

breakdown model. We, therefore, introduce a synergistic effect that has yet to be thoroughly in-

vestigated or employed using two technologies that are already prevalent in biomedical sciences:

nanosecond pulsed electric fields and picosecond laser-induced optical breakdown. This synergis-

tic effect has wide range for potential use in studies of fluid dynamics and for biomedical applica-

tions.

5.2 Experimental methods, theory, and design

The band structure of water, and other biological solutions is of critical importance for un-

derstanding breakdown behaviors and is the basis for the theoretical modeling provided in this

chapter. While for many dielectrics the band structure is fully characterized by the energy gap

Egap between valance band (VB) and conduction band (CB) electrons, water exhibits an interme-

diate energy level, Esolv, between these bands. Recent studies have revealed the band gap of water

to be about 9.5 eV with the intermediate energy level located at 6.6 eV above the VB [208, 209].

The existence of this intermediate level is due to the network of weak hydrogen bonds between

water molecules, in which thermal fluctuations can produce favorable constellations for electron

abstraction from excited molecules. These intermediate levels are known as “preexisting traps”

and have a number density of about ntrap ∼ 1019 cm−3. Furthermore, for ultrashort laser pulses,

the effective ionization potential, ∆̃, the total energy required to excite electrons from the VB to

the CB needs to be considered, which takes into account both the band gap and oscillation energy

of electrons in the laser electric field [198, 209, 225, 226].

A generalized schematic of aqueous media band structure and associated electron excitation

and multiplications during the breakdown process is provided in Fig. 5.1(a) alongside a schematic

of the experimental setup Fig. 5.1(b), and example of breakdown threshold for each tested sample
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Figure 5.1: Experimental design. (a) Tentative band structure of biological solution and plasma
dynamics during the optoelectrical breakdown process. (b) Schematic representation of opto-
electrical breakdown setup for bubble formation and detection with red indicating 1064 nm beam
path and cyan indicating 485 nm probe beam path. Abbreviations indicate polarizing beam splitter
cube (PBS), beam splitter (BS), pulse energy meter (E.M.), dichroic beam splitter (DBS), 750 nm
short pass filter (SPF), and photodiodes (PD). Numbers 1 and 2 indicate respective (l/2 λ) wave
plates, and 20x 0.4 NA microscope objective (c) Probit analysis curves and 95% confidence in-
tervals of breakdown threshold (Eth) measurements across various biologically relevant sample
solutions (MiliQ Milipore 18 MW·cm water, 0.1 M saline solution, DPBS, physiological imaging
buffer, and D2O).

Fig. 5.1(c)2. Breakdown initiation in water is likely to occur via excitation of a VB electron into

a solvated state, followed by rapid excitation into the conduction band. For impurities in water or

energetic molecules in biological medium, exogenous donor electrons from these substances can

be doped into the intrinsic band gap of water to form an additional excitation channel with reduced

energy, Ed, below the CB. The number density of this channel, nd, depends on the concentration

of exogenous donor electrons that is reflected by the molar concentration of biological medium.

This concept of treating water as an amorphous semiconductor was first proposed by Williams et

al. [227]; the additional excitation channel differs from Esolv in that donor electrons are readily

available for excitation into the CB at the Ed level, whereas Esolv level electrons need to be excited

from the VB first and then upconverted into the CB. Electrons in the CB can readily absorb energy

from the laser via inverse Bremsstrahlung absorption (IBA). IBA is a process whereby electrons

can gain kinetic energy through absorption of photons. As the kinetic energy of the electrons

2Additional and more specific detail related to the experimental setup is provided in Appendix C
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increases, they eventually reach a critical energy level, sufficient for ionizing other nearby electrons

through collisional processes (Ecrit ≥ 3/2∆̃ for parabolic band gap [213, 225]). The residual

energy from impact ionization between two electrons is distributed between the initial high-energy

electron, the new electron, and the resulting hole from the newly promoted electron. This process

thus provides two electrons in the conduction band that may then also undergo IBA and ionize

even more electrons in a cascading effect and is referred to as cascade or avalanche ionization

(AI). Linz, et al. demonstrated that AI primarily drives the breakdown process for laser pulse

duration down to 250 fs, but that the initiation channel is primarily determined by laser pulse

parameters and intermediate energy states, with an increasing ratio of carrier density provided by

AI over strong field interactions (SFI) with increasing wavelength and pulse duration [209]. Ed is

generally smaller than Esolv, in biological media when an electric field is applied, donor electrons

that already exist at Ed can tunnel through the potential barrier into the CB and serve as additional

seed electrons to support the AI process [228].

5.2.1 Opto-electrical breakdown modeling

A single rate equation (SRE) model previously developed by Liang, et al. [226] was em-

ployed to simulate breakdown conditions. This SRE model uses an asymptotic regime approach

like that derived by Rethfeld [213] but was derived from a simplified energy splitting scheme,

compared to Christensen and Balling [215], that accounts for conservation of energy among post-

collision particles. The avalanche ionization rate in the asymptotic regime has a closed form

ηAI ≈ ln(2)σ1ptI/Ecrit where σ1pt is the cross section of inverse Bremsstrahlung absorption and I

is the transient irradiance. The maximum AI rate induced by the Gaussian psLP at its peak irradi-

ance (I = 5.4× 1015 W/m2) in Fig. 5.3(b) is 3.2× 1012 s−1, whereas the AI rate induced by the

nsEP approximated by a 10 µm laser pulse with equivalent electric field strength is 1.3× 108 s−1.

This simplified scheme is justified since the asymptotic conditions are fulfilled [226]. More

specifically, as determined by Liang, et al. [226] for pulse durations longer than 250 fs (asymptotic

regime), the complex multi-rate equation that is generally used to describe inverse Bremsstrahlung

absorption and impact ionization can be simplified into a single rate equation. Since the pulse du-
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ration in this study is much longer than 250 fs, we chose the asymptotic single rate equation for our

optical breakdown model. Additionally, we have extended the model to include an AI contribution

term to account for the nanosecond electrical impulse in Eq. 5.1. Electron recombination pro-

cesses and diffusion out of the focal volume are critically important for picosecond pulse duration

and mandatory for longer nanosecond duration; therefore, two additional loss terms are added to

account for contributions of recombination and diffusion rates in the target media.

dntotal

dt
= ṅSFI

nval

nbound

+ (ηAI,asymp + ηAI,DC)ntotal
nval

nbound

− ηrecn
2
total − ηdiffntotal

(5.1)

The first term on the right-hand side of the equation represents the contributions from laser

strong field interactions (ṅSFI). This term considers the laser-driven excitation of VB electrons

to the CB across the entire band gap, Egap, via intermediate level Esolv through both multiphoton

and tunneling ionization. These ionization rates depend on wavelength, electric field intensity, and

band gap as described by the well-known Keldysh formula [198]. Terms ηAI,asymp and ηAI,DC

denote the avalanche ionization rate for the SRE asymptotic regime for a single laser pulse, and

the avalanche ionization rate for the electric impulse, respectively. For a more detailed formulation

and derivation of the ṅSFI and ηAI terms, the reader is referred to Liang, et al. [226]. The terms

nx denote the number density of charge carriers, with specifying subscripts x indicating: total,

valence, and bound, with nval = nbound − ntotal, and the ratio nval/nbound denoting the potential

for a depleted valence band in the ionization process. Since the donor electron level is unknown,

tunneling of donor electrons by external electric field into the CB is simplified as a background

electron density, nback, that approaches the number density of donor electrons, nd. Finally, ηrec

and ηdiff denote losses from electron recombination and diffusion, respectively. Diffusion in polar

liquids is very different from diffusion in gases [229]. In polar liquids, the external field from the

positively charged ions and from the surrounding polar environment slow down the diffusion of

electrons and leads to a reduced ambipolar diffusion coefficient, ηdiff [223]. In this paper, we use
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ηdiff = 1/τdiff corresponding to diffusion time τdiff = 10 ns, ηrec = 1.8×10−9 cm3s−1 [209] and

nbound = 6.68×1022 cm−3 for number density of bound electrons that can be ionized in pure water.

The model can, in general, simulate optical breakdown induced by any two wavelength laser pulse

combinations with adjustable inter-pulse interval. Additionally, we can effectively “turn off” the

contributions from either the psLP or nsEP by setting their individual components to zero. With

this in mind, we modeled the contribution from DC electric field impulses via the IBA rate of a 10

µm wavelength laser pulse, as DC breakdown threshold is very closely reflected by that of long

wavelength laser pulses such as those from a CO2 laser pulse [210].

We note that within our model, the band gap and energy level modifications provided by the

DC electric field are neglected. This is because, even in the case of our greatest field intensity of

40 kV/cm, the reduction of the band gap Egap is quite small. The band gap reduction is described

by Eq. 5.2, as provided by Keldysh while discussing the Keldysh-Franz effect [197].

∆Egap = [(eE)2
h̄2

mll

]1/3 (5.2)

Where, e is elementary charge, h̄ is the Dirac constant, and m|| is the effective mass of an electron

and hole. Taking E = 40 kV/cm and m|| as the mass of an electron, we obtained ∆Egap =

0.01eV . This value is marginally small when compared with the band gap of water Egap = 9.5eV

and is therefore negligible. Further evidence is provided by findings of Zhu, et.al. where simulation

results showed a reduction in the band gap of amorphous SiO2 of only 0.2 eV under an above-

threshold static electric field of 1010 V/m.

5.2.2 Opto-electrical breakdown thresholds Eth

We used our opto-electrical breakdown model to validate and explain experimental observa-

tions against our hypothesis. A schematic of the experimental setup is presented in Fig. 5.1(b).

We used a 1064 nm, 14 ps laser (APL-X 1064-532; Attodyne Inc. Toranto, Ontario) to initiate

breakdown, which was chosen to exclude direct absorption of light by biological molecules in-

creasing the overall dependence on AI in the breakdown and bubble formation process [209]. The
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Figure 5.2: Pulse timing and threshold dependence. (a) nsEP electrical impulse
trace (40 kV/cm) and relative timing between of psLP pulses to nsEP. (b) Probit
analysis curves from respective time points and control validation.

laser spot at the sample volume was estimated near the diffraction limit, with an approximate spot

radius of 1.33 µm and Rayleigh length of 7.8 µm, providing a fairly small interaction volume of

roughly Vplasma = 14 µm2. A 485 nm probe laser with 0.4 mW average power was co-aligned

and focused to a photodiode after the sample for breakdown detection. Breakdown events distort

the focal volume of the laser and thus are detected as fluctuations in signal intensity measured at

the photodiode. A pair of tungsten electrodes were centered about the laser focus, 200 µm above

the cover glass of a petri dish. The nsEP system has been described previously [172] and provided

a trapezoidal profile electric field with approximately 100 ns rise time, 500 ns working time, and

30 ns fall time for the delivered impulse. All electrical and optical pulse timing was controlled

by a pulse delay generator (DG535; Stanford Research Systems, Inc.). The DC field intensities

were well below the dielectric breakdown threshold for the target media, no arcing or direct elec-

tric breakdown phenomena was observed, and all breakdown events were limited to that of optical

breakdown regime. The tungsten electrodes were, however, located within the field of view of the

microscope and thus were easily observed during and inspected after each series of experiments via

digital camera. No visible damage was detected on the electrode surfaces throughout this study.
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Furthermore, the cell culture dishes used to hold the sample volumes were designed for optical

imaging of biological targets for extended duration using blue wavelengths and were replaced of-

ten. The measured intensity for the 485 nm probe beam did not decrease through the entirety of the

experiments indicating that no color centers or other defects were observed that would distort or

decrease light transmission and breakdown detection or reduce pulse energy delivery to the sample.

Breakdown threshold energies (Eth) were determined by recording bubble formation for each

laser pulse from sub-threshold to super-threshold. Here, we define Eth as the 50% breakdown

probability with energy-probability curves generated by sigmoidal probit regression analysis of

200 - 250 pulses [230]. We measured Eth once per day across three days to verify the stability of

our measurements and to account for day-to-day variability in laser performance. We found the

three-day average for Eth in pure water to be Eth,3Day
= 0.747±0.006 µJ . Since the ultimate goal

is to translate our research into biologically-relevant applications, we tested optical breakdown

threshold energies in a variety of solutions other than pure water: Dulbeccos phosphate-buffered

saline (DPBS - Sigma-Aldrich, St. Louis, MO); a pH 7.4 - 300 mOsm/kg live cell physiological

imaging solution (referenced as CHO-OSS); 99.9% pure deuterated water (D2O); and finally 0.1

and 0.5 molarity NaCl saline solutions for testing of donor electron concentration-dependence.

DPBS is a standard buffered salt solution used in maintaining cell culture and preparing cell

culture experiments. DPBS is commercially available through most life sciences retailers. The

CHO-OSS imaging buffer solution contained 135 mM NaCl, 5 mM KCl, 10 mM HEPES, 10 mM

glucose, 2 mM CaCl2, and 2 mM MgCl2 with a pH of 7.4 and osmolality of 290310 Osm/kg (all

buffer components from Sigma-Aldrich, St. Louis, MO). Each of these samples was selected as

biologically-relevant samples, while also providing for controlled variations in chemical compo-

sition and concentrations of complex molecules present in biology. Probit curves for determining

Eth measurement for each sample are provided in Fig. 5.1(c). All experiments were conducted

in open air environment in our laboratory. The temperature and humidity of the laboratory were

maintained by the laboratory air conditioning system in accordance with standard government lab-

oratory guidelines (70-72 ◦F and approx. 50% humidity). Dust level was not checked during these
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experiments; however, all sample volumes were contained in glass bottom petri dishes typical of

cell culture experiments with glass coverslip approximately 170 µm thick (Cat:P35G-1.5-14-C 35

mm Dish, No. 1.5 Coverslip, 14 mm Glass Diameter, Uncoated; Mattek Corporation, Ashland,

MA). These petri dishes are manufactured and stored in sterile packaging. Likewise, all sample

volumes were kept sterile prior to experiments. Additional care was taken to prevent introduction

of dust and other environmental contaminants to the sample space, including replacing all sample

volumes every 25 pulses to reduce the impact of impurity build up or potential ionic discharge

from the electrodes. Samples were placed above the microscope objective (HCX PL Fluotar; 20x

0.4 NA; Leica Microsystems) with an inverted microscope arrangement; initial trial experiments

indicated that focusing too close to the surface of glass cover slip would cause damage to the cover

slip surface, leaving marks that would likely impact subsequent results. Therefore, all experiments

were carried out at a focal depth of 200 µm above the surface of the cover slip, as measured by the

probe beam focal spot reflection imaged to our camera, thus avoiding optically-induced damage

and any undesired focus related effects. The Sample containers were replaced after each sample

trial such that no dish was reused and to minimize potential contamination between samples.

5.3 Results

5.3.1 Opto-electrical breakdown: Eth and controls

We measured Eth at three separate timing delays between the psLP and nsEP in pure water

with the psLP occurring before, during, or after nsEP application to examine the influence of

external electrical impulses on optical breakdown thresholds. The temporal profile of nsEP and its

relative position to psLP for the various scenarios are shown in Fig. 5.2(a). Figure 5.2(b) shows

the breakdown threshold curve for the pre-nsEP control case (Eth,pre = 0.749 ± 0.008 µJ) is a

near-perfect match to the curve using only the psLP with electrodes in place but no charge applied

(Eth,NC = 0.746±0.008 µJ). This result indicates that breakdown events are caused solely by the

psLP, with no contribution from nsEP immediately following the psLP. For the post-nsEP case, we

found the bubble threshold energy to be Eth,post = 0.756 ± 0.006 µJ , a 1.3% difference from the
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pre-nsEP control scenario. This result is within the expected error of measurements and indicates

that nsEP has a limited influence, if any, on the value of Eth for the subsequent psLP (time intervals

≥ 200 ns). As no difference was seen in pre-, post-, and no-charge control exposures, the pre-nsEP

case will serve as the control condition throughout this chapter discussion. Temporal combination

of the psLP with nsEP (psLP applied 280 ns after nsEP rise time) resulted in a breakdown threshold

measurement of Eth,during = 0.711±0.004 µJ . This represents a reduction of > 5% than that of the

pre-nsEP control case. These results demonstrate that there is not only an observable decrease in

breakdown threshold for the combined psLP + nsEP case indicating a dependence on pulse timing,

but also that the observed effect is statistically significant, as represented by the separation of 95%

confidence intervals at 50% probability during impulse.

5.3.2 Opto-electrical breakdown: modeling

To compare our experimental observations with our opto-electrical breakdown model, we ini-

tially selected background impurity density of double-distilled water nimp = 2.8×104 cm−3 [231],

and calculated the theoretical condition to achieve breakdown to be a critical electron density of

nth = 2.1× 1020 cm−3.

Our experimental design incorporated bubble formation as the breakdown threshold criteria,

which, for ultrashort laser pulses, corresponds to a temperature rise ∆T = 148K [209]. The

critical electron density nth was obtained by the relationship nth = ∆TρoCp/(Egap + ϵavg)) [209],

where ρo and Cp are the mass density and heat capacity of water respectively, and ϵavg is the average

kinetic energy of CB electrons. ϵavg approaches 7.2 eV under asymptotic conditions [226]. This

carrier density corresponds to an irradiance threshold (Ith) of Ith = 5.75 × 1015 W/m2 for a

single psLP at 1064 nm. Figure 5.3(a) shows the plasma dynamics produced by such a laser pulse,

and Fig. 5.3(b) shows the overall electron density calculations corresponding to each of the pulse

separation times in our experiment. Under these conditions, avalanche ionization contributes most

of the free electrons (nmax,AI ≈ 2 × 1020 cm−3), with a very small SFI contribution (nmax,SFI ≈

1013 cm−3). The simulation predicted a 6% reduction in Ith with a laser irradiance threshold of

Ith = 5.4×1015 W/m2 for combined psLP and nsEP. The model also predicts that the reduction in
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breakdown threshold has a strong dependence on the electrical impulse timing and corresponding

increase in carrier density. Our modeling and experimental results both suggest that if an externally

applied electric impulse is strong enough, it can provide additional seed electrons to support the

ionization process by promoting donor electrons at energy Ed into the CB, thereby reducing Eth.

Figure 5.3(c) provides a visual explanation for the observed behavior as it relates to biologically

relevant solutions which is addressed in the discussion section of this chapter.

The relationship for nth can also be rearranged to provide an estimate for the temperature

rise ∆T induced by an nsEP pulse. Immediately following the psLP, CB electron density drops

quickly due to recombination and then gradually levels out at ntotal = 2.3 × 1016 cm−3 due to

a balance between AI induced by nsEP and losses from recombination and diffusion. According

to the relationship, thermalization of one set of these electrons leads to temperature rise of ∆T =

0.015K. Considering the duration of the nsEP pulse continues for roughly 300 ns after the psLP,

a time much longer than the characteristic recombination lifetime that relates to ntotal by τrec =

1/(ηrecηtotal), or τrec = 24 ns for ntotal = 2.3 × 1016 cm−3 with the assumed ηrec = 1.8 ×

10−9 cm3s−1 [209]. Therefore, about 13 sets of electrons are thermalized which provides to a total

temperature rise on the order of ∆T = 0.2K.
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Figure 5.3: Opto-electrical breakdown modeling. (a) Plasma dynamics produced by Gaus-
sian ps laser pulse (solid line) SFI contribution for book-keeping (dashed line); psLP profile
(gray dash-dot). (b) Plasma dynamics produced by nsEP + psLP combination (solid), single
40 kV/cm nsEP (dash-dot), and single psLP (dashed line). Profiles of psLP and nsEP, their
relative timing shown in gray dash-dotted lines. (c) Visualized thought-experiment for break-
down threshold reduction: normalized irradiance as a function of seed electron density nseed

in biological-relevant solutions. A simulated representation of a single psLP thresholds based
on different initial seed electron densities as provided by various nsEP intensities. Reference
IpsLP = 5.75× 1015 W/m2, for nseed = 102 cm−3, close to nimp in double distilled water.
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5.3.3 Breakdown threshold dependencies

Previous studies have suggested laser polarization (circular versus linear) could impact break-

down thresholds [232]. We investigated the impact of our incident laser’s linear polarization angle

with respect to nsEP direction (at 40 kV/cm). We observed no polarization dependence beyond

the range of expected statistical errors. These results further suggest that psLP dominates initia-

tion of the breakdown process and nsEP produces little impact beyond providing additional seed

electrons.3

Finally, we examined the effects of nsEP intensity and solution donor electron densities on the

observed Eth reduction phenomenon. To do this, we first measured and compared optical break-

down thresholds in DPBS under three electric field conditions with power supply output voltages

of 1, 1.5, and 2 kV, corresponding to nsEP intensities of 18, 31, and 40 kV/cm, respectively, chosen

as approximations to 50%, 75% and 100% of the maximum field intensities attainable across the

samples. A reliable maximum was desirable for testing our initial hypothesis, with the two lower

field intensities of 19 kV/cm and 31 kV/cm chosen for evaluating any field-intensity dependencies

of the synergistic effect.

To explore the impact of donor electron density we prepared NaCl saline solution with 0.1, and

0.5 molarity in pure water and measured the breakdown thresholds with and without a 9 kV/cm

electric field. The varying concentration of NaCl solution is akin to various densities of complex

molecules in biological solutions capable of providing donor electrons for promotion to the CB.

Donor density is important at longer wavelengths, as a greater carrier density in a medium provides

a larger number of potential seed electrons for breakdown initiation through thermally-induced

collisions or through optical absorption of photons [204, 233, 234].

An inverse relationship between the nsEP field intensity and Eth was observed and is shown in

Fig. 5.4(a). We recorded Eth reductions of 14% at 40 kV/cm, 12.5% at 31 kV/cm, and 7% at 18

kV/cm. These reductions can be attributed to the energetic molecules in DPBS providing additional

CB electrons via a reduced excitation energy, Ed, in the presence of the electric field. The apparent

3A brief discussion regarding the polarization test results are provided in Appendix C
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Figure 5.4: Electric field and carrier density dependence. Probit analysis curves for reduction
of Eth on (a) voltage dependence in DPBS biological solution and (b) donor carrier density in
0.1 M and 0.5 M saline solution with 9 kV/cm nsEP.

saturation effect after 31 kV/cm can be explained by the fact that the donor electrons are almost

all excited into the CB and the Ed channel is nearly depleted. We measured breakdown thresholds

for each saline control condition to be Eth = 0.718 ± 0.006 µJ , and 0.709 ± 0.006 µJ for 0.1 M

and 0.5 M saline, respectively. Furthermore, we measured a reduction of ∆Eth = 0.050 µJ and

0.068 µJ with application of a 9 kV/cm nsEP to the 0.1 M and 0.5 M solutions, respectively. These

results are shown in Fig. 5.4(b) and imply that the increased density of donor electrons provided

by the saline concentrations leads to not only lower breakdown thresholds in general, but also to a

stronger synergistic effect when compared to psLP alone.

5.4 Discussion and outlook

The results presented in this chapter demonstrate that the breakdown process observed with

combined psLP and nsEP is initiated solely by the laser pulse. However, if an externally ap-

plied electric impulse is strong enough, it can provide a “primer” type effect to the target media,

promoting donor electrons at energy Ed into the CB to support the ionization process, thereby

reducing Eth. Figure 5.3(c) provides a visual explanation for the observed behavior as it relates

to biologically relevant solutions. Both the donor level Ed and number density of donors nd for

biological-relevant solutions are unknown; therefore, we are unable to directly simulate threshold
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reduction as a function of DC field intensity but alternatively turn to an assumed increasing seed

electron density with increasing DC field. Taking this into account, we consider that the extra

seed electrons come in the form of donor electrons from energetic molecules in the solutions; this

scenario is similar to n-type doping in semiconductors [227]. Donor electrons can be driven by an

external electric field into the CB through tunnel ionization, as proposed by Vanraes and Bogaerts

[228]. AI induced by the electric impulse is very weak, with associated temperature rise on the

order of ∼ 1 Kelvin [173], as determined by indicating that the reduction phenomenon observed is

specifically driven by nsEP providing additional seed electrons to the CB and not by nsEP driving

AI following the optical pulse.

For example, Fig. 5.3(b) shows that when breakdown is initiated in water 200 ns after the

falling edge of a 40 kV/cm nsEP, the carrier density has again dropped below the minimum thresh-

old, as determined by the first density by which irradiance threshold is shown to decrease at

nseed ≤ 108 cm−3 in Fig. 5.3(c). We determine this threshold for nseed through the depiction

in Fig. 5.3(c) where irradiance threshold first begins to decrease. This agrees with experimental

observations shown in Fig. 5.2(b). If we contemplate the thought-experiment explanation provided

in Fig. 5.3(c) and consider the dynamics of nseed following the end of the electrical impulse shown

in Fig. 5.2(b), it follows that as nseed drops to its original value, the threshold normalizes as well.

The promoted CB electrons, absent the external electric field, will go toward solvation as they lose

kinetic energy through collisions and then get trapped at the intermediate energy level above the

valence band; the lifetime of these processes can be as long as 300 ns [208, 235]. Breakdown

simulation results demonstrate that the diffusion rates are critical for psLPs applied immediately

following nsEP and determine whether there are enough seed electrons present to reduce the opti-

cal breakdown threshold. The influence of diffusion rate for CB electron density decay, post-nsEP,

follows an exponential decay of the form ntotal ∝ e−t/τdiff . As the characteristic diffusion time

(τdiff = 10 ns) is much smaller than the characteristic recombination lifetime, diffusion is the

dominant decay mechanisms. Furthermore, the 40 kV/cm maximum field applied in our experi-

ment was too weak to provide sufficient carriers for AI to entirely compensate for losses of CB
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electrons due to recombination and diffusion; if a stronger field were applied, we could then mea-

sure Eth as a function of delay between the end of nsEP and the applied laser pulse. We can see

by the plot in Fig. 5.3(c) that an external electric field providing nseed = 1012 cm−3 can reduce

Eth by ≈ 20% and as mentioned previously, nseed ≤ 108 cm−3 cannot have such an effect. Using

the initial electron densities of the media and the respective measured Eth at various times fol-

lowing the falling edge of nsEP along with the results from our model, we can then extrapolate

the ambipolar diffusion constant, τdiff , of a target media. A specific case that warrants additional

study is that of heavy water (D2O), as shown in Fig. 5.1(c); where there was reported a notably

lower breakdown threshold compared to that of distilled water. Several investigations have shown

similarities, as well as small but not insignificant differences, between the dielectric properties of

water H2O and heavy water D2O [236, 237, 238]. A more in-depth investigation following the

methodology presented in a recent report by Perry, et al. may yield interesting results [239]. Like-

wise, the correlation between the DC field strength and the seed electron density will be pursued

in future studies.

We note that these results demonstrate optical pulse synergy with a relatively long, 600-ns,

electrical impulse and that shorter picosecond-pulse delivery systems are are commercially avail-

able capable of providing much shorter duration pulses, down to 200-ps, with sharp rise and fall

times that would allow for substantially higher electrical fields to be applied. Employing such

systems would further expand the capabilities and application of the discovered synergistic effect.

As it stands, the synergistic effect that we have observed can be employed to enhance a wide range

of laser-based applications in medicine. A report by Yanik, et al. demonstrated the use of 200 fs

NIR laser pulses as a low-energy option for performing neuron axotomy in C. elegans [240]. Our

results indicate that we can achieve an even further reduction of optical pulse energy requirements

for micro- and nano-scale surgeries, and as well a potential method for reducing collateral damage

to nearby cells and tissue. Furthermore, ablative fractional laser (AFL)-assisted drug delivery is a

powerful tool for topical drug delivery systems that uses a range of specific laser parameters suited

to specific drugs, treatments, damage thresholds and patient conditions [241]. Reducing the energy
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threshold for tissue ablation would allow for a wider range of parameter selections, particularly in

cases where residual damage is a concern for treatment. Reducing laser pulse energy require-

ments or even removing the need for material specific laser parameters would help to advance

these techniques and their applications. We plan to expand this investigation to include biological

systems and the effects of opto-electroporation of cells [242, 243, 244]. Application-based studies

are currently under way utilizing the synergistic behavior detailed in this chapter for targeted cell

response, membrane permeabilization, dye uptake, and translations to targeted drug delivery and

DNA transfection4.

5.5 Chapter summary

In summary, a novel approach to control optical breakdown with external electrical pulses

was proposed and demonstrated both theoretically and experimentally. The developed theory and

accompanying experimental data provide a better understanding of the mechanisms underlying

combined electric field and pulsed laser interactions at short time scales. Our results indicate that

breakdown process under intense picosecond laser irradiation with concurrent DC electric field is

initiated solely by the laser pulse, with the DC electric field acting as a primer by providing ad-

ditional seed electrons for breakdown initiation. As this method can, under carefully considered

circumstances, provide for an environment with a DC electric field sufficiently strong as to com-

pensate for diffusion and recombination rates in a target media, it is expected that we can gleam

further insight into direct ambipolar diffusion measurements in specific target media, based on

time-dependent measurements of Eth following the end of a DC electric field pulse in the future.

4An additional discussion related to preliminary cell-based studies is provided in Appendix C.
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6. CONCLUSIONS

In conclusion, the past two decades have seen Brillouin spectroscopy evolve from a slow and

extremely limited spectroscopic technique to a modern imaging modality with limitless potential.

The work presented in this dissertation further demonstrates that advances in Brillion spectroscopy

have enabled it as an applicable technique for biological investigations through time-resolved mea-

surements of cell and subcellular biomechanical properties on a microscope platform. By coupling

Brillouin spectroscopy with Raman spectroscopy, our custom built system can be used to mea-

sure and observe changes of whole cell and intracellular compartments with both mechanical and

chemical specificity. The capability to observe how the properties of biological materials react and

change in response to external stimuli represents a powerful advancement in the field of cellular

biomechanics as these properties in cells and tissues are critical to physical and pathological pro-

cesses. Brillouin microscopy has unbarred potential as a non-invasive, label-free tool for future

applications in biomedical research and for the development of clinical diagnostics and treatment

techniques.

This work contributes to the many efforts progressing the development and applications of Bril-

louin spectroscopy. We have provided a performance assessment for both a modern VIPA-based

Brillouin spectrometer and a commercially-available tandem Fabry-Perot interferometer system;

this assessment was published in the journal Optics Express, 2018 [113]. We have demonstrated

Brillouin spectroscopy as a viable means for time-resolved mechanical measurements of cellular

and subcellular structures along with 2D and 3D mechanical mapping of subcellular components;

results are currently being prepared for publication. Additionally, we have presented findings

related to a synergistic effect between short, picosecond optical pulses and nanosecond pulsed

electric fields that results in a reduction of the optical pulse energy required to initiate breakdown

events; results were published in the journal Photonics Research, 2021 [196].

Additional works have also been carried out beyond the scope of this dissertation over the last

six years (data not shown here, but have contributed to over twenty conference presentations and
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papers). We have worked toward a multitude of goals: establishing new protocols and applica-

tions of Brillouin spectroscopy ranging from plant stresses to burn injuries, engineering a dual-

spectroscopy system capable of simultaneous Brillouin and low-frequency Raman measurements,

the development of an up-conversion nanoparticle based smart substrate for remote temperature

sensing, and assessing cell responses to combined optical and electrical stimuli with the intent to

provide enhancement or inhibition of cell responses from targeted cell regions in culture condi-

tions.

Our next steps include further developing our understanding of cell plasma membrane charg-

ing and discharging through use of ultra-fast imaging techniques such as streak, strobe, and com-

pressed ultra-fast photography to visualize cell membrane potentials during nsPEF application

[245, 246, 247]. We are also working toward combining another complimentary all-optical me-

chanical assessment method, quantitative phase imaging, with Brillouin spectroscopy [164]. Fu-

ture Brillouin spectroscopy studies may also focus on taking advantage of quantum-enhancement

of spectral signals for both enhanced sensitivity and increased imaging speeds [248].

While substantial instrumentation improvements have been made over the last two decades,

much work is yet to be done for Brillouin technology to realize its full potential. It is our hope

that Brillouin spectroscopy may one day become a standard elastography technique with myriad of

biomedical and clinical applications at both macro (tissue level) and micro (cellular level) scales.
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APPENDIX A

THE WAVE EQUATION FROM MAXWELL’S EQUATIONS

Maxwell’s equations, which provide a foundation for all electromagnetic theory are given in

differential form as:

∇ · E =
ρ

ϵ0
(A.1)

∇ ·B = 0

∇× E = −∂B

∂t

∇×B = µ0

(
J+ ϵ0

∂E

∂t

)

Maxwell’s equations introduce the electric field E and the magnetic field B, and includes the

source variables of electric charge density ρ and electric current density J. Also included are the

universal constants for the permittivity of free space ϵ0 ≈ 8.854× 10−12 Farads/meter, and perme-

ability of free space µ0 = 4π × 10−7 Henries/meter.

We can derive the standard wave equation for the electric field E by first taking the curl of the

third equation above, that is:

∇× (∇× E) = ∇×
(
−∂B

∂t

)
(A.2)

Making use of the vector identity ∇×(∇×E) = ∇(∇·E)−∇2E on the left-hand side, noting

that ∇ · E = 0, and while substituting in the fourth Maxwell equation above for the right-hand

side, i.e. (∇×B = µ0ϵ0
∂E
∂t

), we get:

∇× (∇× E) = −∇2E = ∇×
(
−∂B

∂t

)
// = − ∂

∂t
(∇×B) = −µ0ϵ0

∂2E

∂t2
(A.3)
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Which, when taking the second and last terms reduces to:

∇2E = µ0ϵ0
∂2E

∂t2
(A.4)

Finally, we arrive at the wave equation through subtracting the right-hand side term from both

sides, noting that the quantities µ0 and ϵ0 have dimensions (F/m) and (H/m), respectively, and

when written in terms of their base SI units are (s4A2/kg m2)/m and (kg m2/s2A2)/m, which is

of the unit form s2/m2. Therefore, we find that that c = 1√
µ0ϵ0

. This gives:

∇2E− 1

c2
∂2E

∂t2
= 0 (A.5)

One can derive the wave equation for the magnetic field using a similar approach, yielding the

same result, in terms of field B. This equation has solutions in the form of infinite plane waves:

E = E0e
i(k·r−ωt) + c.c. (A.6)

where c.c. is the complex conjugate of the first part of the equation. The simplest solutions to these

differential equations can be expressed in terms of simple sinusoidal wave functions traveling in

one dimension with amplitude A:

E(x, t) = A cos (kx− ωt+ θ) (A.7)

where k = 2π/λ is the wavenumber, ω = 2πf is the angular frequency, and λ the wavelength,

and θ the phase constant, or phase shift. This solution also has the variable relations c = ω/k =

1/
√
µϵ = λf = ν. Furthermore, it is not uncommon to see this solution to the wave equation

written in the form of E(x, t) = A cos (φ), where the phase φ encompasses everything within the

cosine term. In this case, the angular frequency and wave vector can be expressed as ω = −∂φ/∂t

and k = ∂φ/∂t.
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APPENDIX B

A PROPOSED UNIT FOR UNIFIED BRILLOUIN REPORTING

Significant variability can be found regarding the specific quantities notation and symbolism

throughout the literature reporting Brillouin spectroscopy experimental procedures and results.

Generally, each laboratory group tends to have their own preferred selection, ranging from ω,Ω, ωB

to ∆ν,∆f , and so on. These variations come from individual preferences for symbolism, and

through happenstance, however they can make understanding specific values in relation to other

experiments and reports rather tedious. This tedium is further compounded by the fact that com-

paring results from various Brillouin spectroscopy experiments is rarely direct, as the magnitude

of the Brillouin frequency shift is inversely proportional to the wavelength of incident light, and

naturally, many different light sources and wavelengths are desirable for specific experimental con-

ditions and setups. During a recent Brillouin microscopy-focused workshop in Europe, this issue

was brought to light and a method to address it was proposed [47]. The proposed solution is the use

of a dimensionless quantity, referred to as the Brillouin elastic contrast, which should not require

much in the way of additional measurements or assumptions and could be used as a "normalized

Brillouin frequency shift" based on a common material, by which measurements could be more

easily compared across different systems and wavelengths. The proposed Brillouin elastic contrast

is given by equation B.1:

νB = νB/ν
(w)
B − 1 (B.1)

Where νB is the measured Brillouin frequency shift in the sample and ν
(w)
B is the Brillouin fre-

quency shift of distilled water measured using the same setup under the same thermodynamic

conditions as those for the sample. νB is therefore independent of the laser wavelength, and can

generally approximate correction for various conditions such as temperature and objective numer-

ical aperture (provided the measurements are taken using the same objective).

Similarly, a normalized Brillouin linewidth measurement, referred to as the Brillouin viscous

134



contrast is given by

ΓB = ΓB/Γ
(w)
B − 1 (B.2)

Naturally, the naming convention is intended to reflect to both the means by which the value was

measured (Brillouin spectroscopy), the information it conveys (elasticity and viscosity for νB and

ΓB respectively).
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APPENDIX C

ADDITIONAL DETAIL ON EXPERIMENTAL DESIGN FOR OPTO-ELECTRIC

BREAKDOWN THRESHOLDS

A schematic of the experimental setup is provided in Fig. 5.1 of the main text. The following

sections provide more specific detail on the individual pieces of equipment used in the experimental

setup and the results regarding breakdown thresholds on laser polarization dependence. The final

section of this appendix includes a discussion on preliminary experimental data and results while

attempting concurrent nsPEF and optical pulse exposures with cells in cell culture conditions.

C.1 Optical breakdown detection

A 1064 nm picosecond laser with ∼14-ps pulse duration (APL-X 1064-532; Attodyne Inc.

Toranto, Ontario) was used to initiate breakdown in target solutions. The 1064 nm pulse width

was measured to be 14 ś 2 ps using two distinct measurement tools: an autocorrelator and a streak

camera. The 1064 nm beam was expanded and combined with an 80 MHz 485 nm laser with 0.4

mW average power (LDH-P-C-485 series, PDL 800-B driver; PicoQuant GmbH. Berlin, Germany)

through a beam splitting cube. A half-waveplate was placed in the path of the 1064 nm beam before

the combining cube to control the pulse energy. The energy directed away from the microscope

was deflected to a photodiode (ET-2030; Electro-Optics Technology, Inc. Traverse City, MI, USA)

and used for triggering of an oscilloscope (TDS3054C; TekTronix, Beaverton, OR, USA) which

was utilized for temporal measurements and breakdown detection. The 485 nm coaligned laser

acted as both an alignment beam for the invisible NIR laser and as an optical probe for detecting

breakdown events at the focal volume through deflection methods. A 50/50 beam splitter deflected

approximately 50% NIR pulse energies to an energy meter (J3-09; Coherent, Inc. Santa Clara,

CA, USA) that was used to calculate pulse energies delivered to the sample for each pulse. A ratio

of pulse energy at the detector and objective was recorded at the start of experiments each day.

Each laser pulse was measured at this beam splitter during all experiments and then multiplied by
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the appropriate energy ratio. The measured and calculated energy of every pulse was recorded.

Recording the energy delivered by every pulse in an experiment allowed allowed for us to account

for any pulse-to-pulse variability in the laser system. The combined beams were coupled into the

rear port of an inverted microscope (DMI 4000B; Leica Microsystems, Wetzlar, Germany) and

focused through a 20X, 0.4 NA microscope objective (HCX PL Fluotar; Leica Microsystems).

Light after the sample was collected and passed through a 750 nm short-pass filter (FESH0750;

ThorLabs, Inc. Newton, NJ, USA) and focused to an AC-coupled amplified photodiode (PDA10A

Si Amplified detector; ThorLabs, Inc.) that measured the intensity of the 485 nm probe-beam.

As the 1064 nm picosecond pulses caused breakdown in the sample, they would distort the focal

volume and thereby deflect the 485 nm probe beam, reducing the signal intensity measured at the

photodiode. The AC-coupling and 80 MHz repetition rate of the 485 nm laser helped to detect

very small, short-lived bubbles that would otherwise have been invisible to a DC- coupled detector

or CW source, as the scattered signal in these cases is considerably small compared to the total

transmitted light through the focal volume. Finally, an additional half-waveplate was placed just

before the microscope to control laser polarization angle and test for any dependence of breakdown

thresholds on the laser polarization with respect to the electric field direction.

C.2 Electrical impulse delivery system

The nanosecond electric impulse was delivered to the sample across a pair of tungsten elec-

trodes 0.125 mm in diameter, spaced roughly 200 mm apart, placed approximately 200 mm above

the cover glass of a petri dish and positioned with the focal volume of our probe-beam at the cen-

ter. A bright field image of the electrodes with a highlighted region for the focal volume is shown

alongside a COMSOL Multiphysics® simulation of the approximate electric field distribution be-

tween the electrodes in Fig. C.1. Additional numerical simulations have previously been reported

showing dependence of electrode positioning on electric field distribution between the electrodes

[172]. The electrical system driving the impulse utilized a Model 350 high-power pulse generator

(Velonex, Inc.) that provided a wide range of electrical pulse widths and intensities ranging from

100 ns to 300 ms up to 2.1 kV. A pulse delay generator (DG535; Stanford Research Systems, Inc.)
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was used to trigger both the optical and electrical components and allowed for repeatable and pre-

cise trigger timing of all pulses. The Model 350 was set to specific voltages between 0 V and 2

kV for all experiments with impulse time of 600 ns in all cases. The resultant electric field was

dependent on the separation distance and thickness of the electrodes as well as conductivity of the

examined medium. Low conductivity solutions, such as pure water inhibit current flow and thus

provide for a higher measured voltage across the electrodes. Conversely, higher conductivity solu-

tions allow easier current flow across the electrodes and thus a lower electric field. For example,

the electric field measured with the Model 350 set to an output voltage of 1 kV was approximately

800 V across the electrodes (∼40 kV/cm) in pure water (MiliQ Milipore; 18.2 MW·cm), and ap-

proximately 365 V (∼18 kV/cm) in cell imaging buffer solution (69.8 W·cm). We triggered the

Model 350 with a 600 ns square pulse throughout the study, resulting in a trapezoidal profile output

pulse with approximately 100 ns observed rise time, 500 ns working time, and 30 ns fall time.

C.3 Examining the polarization dependence

We investigated the impact of incident laser polarization on the reduction of Eth, with respect

to the direction of applied nsEP (at 40 kV/cm) in pure water (MiliQ Milipore 18 MW·cm). We

tested the laser polarization angle by measuring Eth in pure water with 40 kV/cm nsEP while

rotating the polarizer in increments of 15°from 0°to 45°thereby rotating our plane of polarization

across a full 90°range. Results are demonstrated in Fig. C.2. We found a negligible maximum

difference of 1.2% across all measurements with an average threshold of Eth = 0.713 0.004 µJ .

We, therefore, observed no polarization dependence beyond statistical errors, further suggesting

that psLP dominates the breakdown initiation process and nsEP produces little to no impact beyond

providing additional seed electrons.

C.4 Application to cell-based studies and targeted response

Within the last year, an investigation began into testing cellular responses to nsPEF with the

intent of combining picosecond laser pulse exposures, following the exposure protocols discussed

in the main text. Previous researchers have demonstrate that optical pulses can cause optopo-
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Figure C.1: Electric impulse delivery system: Electric field distribution and example of simulation
mesh as determined by COMSOL Multiphysics® software (Top) and microscope bright field view
of electrodes and laser-induced damage on a substrate for focal volume reference.

ration type effects and micro-bubble formation leading to destabilization of cell plasma mem-

branes, which can enable the uptake of nano-dyes as well as initiate drug delivery and DNA

transfection[244]. Furthermore, ultra-fast lasers (< 250 fs) have been utilized in the study and

development of micro- and nano-scale surgeries [249, 250, 251, 252]. The applications of laser

pulses for membrane permeabilization are very similar to those of nsEP discussed in the main text.

We, therefore, have developed a study to attempted to apply a combination of these exposures

(psLP + nsEP) on cells. We have modeled this study to reflect common nsEP-based nanoporation

studies utilizing YO-PRO-1 dye a marker for cell membrane permeabilization. We present our

first preliminary results in Fig. C.3. The fluorescent images shown in Fig. C.3 represent our first

attempt at testing the individual and combined exposure conditions. We used a confocal micro-

scope (Zeiss LSM 710; Carl Zeiss MicroImaging GmbH, Jena, Germany) with DIC40X 1.2NA

objective (Carl Zeiss MicroImaging) in conjunction with the ZEN 2012 software (Zen 2012 SP1
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Figure C.2: Polarization-dependence testing: Eth dependence on incident laser po-
larization angle with respect to electric field direction. Eth measurements recorded
in water for each respective laser polarization angle as it was coupled into micro-
scope and focused to sample medium.

Black Edition Ver. 8,1,3,484, Carl Zeiss Microscopy GmbH) to acquire images of CHO-K1 cells

and YO-PRO-1 dye uptake after exposures. The psLP was capable of selectively destroying or

removing cells from the substrate surface layer without inducing obvious damage to neighboring

cells, but did induce some dye uptake, indicating minor levels of membrane disruption. nsEP expo-

sure induced dye uptake, as expected. Interestingly, when the laser was brought below breakdown

threshold energy and combined with nsEP (psLP + nsEP), we saw a reduction in uptake in cells

in the region immediately around the psLP focal region (shown in Fig. C.3). We hope to continue

our study beyond this preliminary phase of research to investigate potential for long-term damage

to cells under concurrent exposures, to develop specific targeted control or inhibition protocols.

Selective control of cell responses to these types of exposures will allow for more specific targeted

dye uptake procedures, and later to specified targeted drug delivery and DNA transfection.
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Figure C.3: Preliminary results for concurrent exposures and cell-based studies. Fluorescent
images showing YO-PRO-1 dye uptake under (a) control, (b) nsEP alone, (c) psLP alone, and
(d) combined psLP+nsEP exposure conditions. Yellow dashed circle in c indicates where cells
were removed from culture layer by breakdown event. Orange dashed circle in (d) indicates
where psLP was focused above cells and an area of reduced YO-PRO dye uptake in targeted
cells, compared to surrounding cells exposed to nsEP.
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