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ABSTRACT

Event coreference resolution aims to determine and cluster event mentions that refer to the same

real-world event. It is a relatively less studied natural language processing (NLP) task despite being

crucial for various NLP applications such as topic detection and tracking, question answering, and

summarization.

A typical event coreference resolution system relies on scoring similarity between two event

mentions in a document followed by clustering. However, event coreference chains are sparsely

distributed and only certain key events that connect other peripheral events in a document are

repeated to organize content and produce a coherent story. This makes manually labeling many

event coreference relations very time-consuming. Furthermore, event mentions tend to appear in

diverse contexts and few are accompanied by a full set of their arguments. The three challenges, the

distributional sparsity of coreferential event mentions, the absence of abundant human-annotated

event coreference data, and the high diversity of contexts containing coreferential event mentions,

make it hard to build effective event coreference resolution systems.

The primary goal of this dissertation is to develop a holistic approach that can successfully

model document-level content structures to overcome the problems arising due to the sparse distri-

bution of event coreference chains. To that end, we first study the discourse-level significance of an

event that has many coreferential mentions in a document and devise a heuristics-based approach

that captures several specific distributional patterns of coreferential event mentions. Inspired by the

empirical improvement of the heuristics-based approach, we propose a new task of news discourse

profiling, grounded in the news discourse theories, to identify document-level content structures

and present a systematic method to incorporate them into an event coreference resolution system.

Besides outperforming the heuristics-based model, the news discourse profiling-based system is

capable of explaining the nature of correlations between coreferential event mentions and content

structures. Consequently, we leverage the correlations between news discourse profiling and event

coreference relations and define several rules to automatically collect event pairs from unlabeled

ii



news documents. Through both manual validation and empirical evaluations, we show that news

discourse profiling additionally enables us to overcome the annotational sparsity.

Overall, this dissertation contributes to the current literature on event coreference resolution by

adopting news discourse structure-centric approaches that are orthogonal to supervised feature-

based pairwise classifiers. News discourse structure, when incorporated through explicit con-

straints or used to automatically acquire data from unlabeled news documents, adds to the per-

formance of pairwise event coreference classifiers. I hope that the work done in this dissertation

potentially inspires new work on analyzing and modeling discourse structure theories to improve

event coreference resolution across text genres and languages.
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1. INTRODUCTION

A story is formed by a series of related events and their participants. For deep story understand-

ing, we require collective interpretation of all information related to events and their participants in

a document. However, the sequential nature of language, which results in a scattered distribution

of information throughout the document, makes it extremely difficult to automatically aggregate

and process every piece of information.

Consider the example news article in Figure 1.1. Here, a system modeling local semantics

may be able to extract information such as “Lovers’ Lane killer was executed, he tried robbing

a man in 2003, and he was convicted for killing a man”. However, questions such as “who was

Lovers’ Lane killer? whom did he kill? how did he kill that man? how was he executed?” are

not directly identifiable and require an additional mechanism to stitch together complementary in-

formation from multiple sentences. Event coreference resolution provides one such mechanism

to combine information from multiple sentences. For instance, we can infer that Juan Castro was

called Lovers’ Lane killer and he was executed by lethal injection by identifying that executes in

“H” and put to death in “S2” are referring to the same real-world event. Similarly, if we know

that shot in “S1, S5” and killing in “S4” are referring to the same real event, we can infer that

Juan Castro shot Tommy Garcia seven times. Here, event coreference resolution can be utilized

to aggregate information and accordingly can help downstream applications such as question an-

swering [Narayanan and Harabagiu, 2004, Bikel and Castelli, 2008] and information extraction

[Humphreys et al., 1997].

Secondly, in Figure 1.1, we observe that the sentences describing coreferential events “execu-

tion of Juan Castillo” and “killing of Tommy Garcia” describe information that is more relevant

to the story than other sentences. For NLP tasks that require relevance information, such as text

summarization [Li et al., 2006] and event saliency identification [Choubey et al., 2018], we can

leverage cues from event coreference chains to improve systems’ performance. For instance, we

can directly extract S1, S2, S8, and S11 from the document in Figure 1.1 and generate either of
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Figure 1.1: An example document to illustrate the role of event coreference resolution in down-
stream applications.

the extractive or abstractive summary that succinctly describes the news article. Besides, event

coreference chains can also help with building document-level events and time expressions rela-

tion graph, incorporating all relations such as temporal, causal [Gao et al., 2019] and subevents

[Araki et al., 2014]. Other notable applications [Lu and Ng, 2018], where event coreference has

been shown useful, include knowledge base population [Ji and Grishman, 2011], topic detection

and tracking [Allan et al., 2018] and contradiction detection [de Marneffe et al., 2008].

Despite many high-level NLP applications, event coreference is a relatively less studied prob-

lem compared to the counterpart entity coreference resolution task. The collective effort has largely

been focused on improving event representations by learning better lexical, argument, or semantic

features in a pairwise classifier. While the earliest work relied on feature-based classifiers, more

recent works take advantage of large neural network-based pre-trained language models [Devlin

et al., 2019] that have shown to improve the performance of previous classifiers. But, despite being
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Figure 1.2: Example sentences showing challenges of resolving event coreference links due to
local lexical and contextual variations.

powerful, even the recent neural classifiers suffer from poor generalization and fail to perform well

in practice. In particular, they are affected by at least three major challenges:

• Coreferential event mentions exist in a variety of surface forms such as verb, nominalized,

or even pronominalized forms and often use different lemmas. Simultaneously, many non-

coreferential event mentions share the synonymous lemma. For instance, in Figure 1.2,

glacial flood in first sentence is coreferential with disaster in second sentence but not with

glacial floods in third sentence. Thus, lexical semantics, while being important, often are

insufficient to determine coreference relations.

• Event argument features are often omitted from the local context to inhibit unnecessary rep-

etitions of information. Again, the second sentence in Figure 1.2 describes the information

that compliments the first sentence and does not include the same set of arguments. Fur-

ther, upstream tasks, such as argument extraction, are error-prone which inhibits the event

coreference model from appropriately using argument-related features.

• Most importantly, coreferential event mentions are fewer in a document as most of the events

are mentioned just once. Only certain events that have many related events and participants

are referred back, when describing further information about those events and participants,

to build a coherent story. The scarce distribution of coreferential event mentions also makes

manually labeling and creating a large human-annotated corpus laborious and impractical.
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1.1 Contributions of this Dissertation

The scarce distribution of event coreference links along with the absence of abundant annotated

corpora have severely slowed the progress on event coreference resolution. In this dissertation, we

primarily focus on overcoming both distributional and annotational sparsity by following discourse

structure-guided approaches. Considering that human-annotated corpora for event coreference

mainly include news and discussion forum articles, and a discourse forum article lacks coherent

discourse structure as a regular document, we use news articles in our study and explore both

heuristics and systematic approaches for modeling news discourse structure for event coreference

resolution.

First, we study the association between main news event and event coreference chains [Choubey

et al., 2018]. We found that main events tend to have many coreferential mentions that are often

mentioned in the headline or lede paragraph and are then spread throughout the document. This is

intuitive, given that the main event participates in many relations and has discourse-level relevance.

Through repetitions, it helps to connect all peripheral events and produce a coherent news story.

Next, to directly model frequent and extended repetitions of the main event in a document, we

model the correlation between event coreference chains and document topical structures. Through

heuristics, we identify document transition sentences that define topical boundaries and are ex-

pected to mention the main event. Then, we encourage coreferential event mentions in transition

sentences through integer linear programming (ILP)-based constraints over pairwise coreference

scores obtained from a classifier [Choubey and Huang, 2018]. In addition to the main event, our

holistic approach incorporates additional correlations between semantically related events, news

genre-specific distributional patterns, and subevents structures.

Our heuristics-based approach works by encouraging or discouraging coreference links be-

tween event pairs depending on the assumed topical roles or the position of their sentences. How-

ever, heuristics fail to explain how the extracted topical structures ground to any known discourse

theories. Therefore, in a follow-up work, we use the Van Dijk’s theory of News Discourse [Teun A,

1986, Van Dijk, 1988a,b] and created a new human-annotated dataset for news discourse profiling
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[Choubey et al., 2020]. The discourse profiling task assigns pre-defined discourse roles to sen-

tences in news articles based on their functions in describing the main news story. The choice of

using the main event as a reference is natural given the empirical gain we observe from the event

coreference-based main event identification system as well as heuristics over the main event-based

event coreference system. We evaluate the computational feasibility of automatically profiling

news discourse structure by designing a hierarchical neural network model on our annotated data.

We also analyze correlations between event coreference links and human annotations for news dis-

course profiling and use the hierarchical model to identify discourse structure and incorporate that

in an event coreference resolution system [Choubey et al., 2020]. Overall, we observe event coref-

erence resolution system that systematically incorporates news discourse structure outperforms the

heuristics-based system besides having well-grounded theoretical interpretation.

The heuristics or news discourse profiling-based models overcome distributional sparsity by

using discourse structure-guided cues to make up for non-local and scattered event information.

Finally, to overcome annotational sparsity, we use several rules over news discourse profiling to

automatically acquire both coreferential and non-coreferential event pairs [Choubey and Huang,

2021] from unannotated news documents that are found to be empirically useful for evaluation

datasets of news articles, either within or outside the training domain. However, we observe that

acquired datasets are not consistently effective on discussion forum articles. This is predictable

given discussion forum documents exhibit discourse structure different from news documents and

require discussion forum genre-specific modeling to induce relevant structure for event coreference

resolution.

In addition to the empirical analyses and evaluations, this dissertation contributes two human

annotated-datasets, one for main news event identification and the other for news discourse profil-

ing, and an automatically acquired dataset for event coreference resolution.

1.2 Dissertation Outline

The outline of this dissertation is summarized as follows.

• In chapter 2, we discuss prior methods for event coreference resolution, existing human-
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annotated corpora and their corresponding definitions for event and event coreference reso-

lution, and evaluation metrics.

• In chapter 3, we propose a new task of identifying the most dominant event of a news docu-

ment, which governs and connects other foreground and background events in the document.

We observe that the main event of a document usually has many coreferential event mentions

that are scattered throughout the document for enabling a smooth transition of subtopics.

Our empirical experiments, using gold event coreference relations, have shown that the main

event of a document can be well identified by mining properties of event coreference chains.

In addition, we found that the main event can be more accurately identified by further con-

sidering the number of sub-events as well as the realis status of an event.

• In chapter 4, we propose a novel approach for event coreference resolution that models cor-

relations between event coreference chains and document topical structures through an ILP

formulation. We explicitly model correlations between the main event chains of a document

with topic transition sentences, inter-coreference chain correlations, event mention distribu-

tional characteristics and sub-event structure, and use them with scores obtained from a local

coreference relation classifier for jointly resolving multiple event chains in a document. Our

experiments on the benchmark evaluation datasets suggest that each of the structures con-

tributes to improving event coreference resolution performance.

• In chapter 5, we propose a new task of news discourse profiling that helps to understand

discourse structures of news articles and effectively contextualize the occurrence of news

events. To enable computational modeling of news structures, we apply an existing theory of

functional discourse structure for news articles that revolve around the main event and create

a human-annotated corpus of 802 documents spanning over four domains and three media

sources. Finally, we propose several document-level neural-network models to automatically

construct news content structures.

• In chapter 6, we propose to systematically identify and incorporate content structures based
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on the news discourse profiling model proposed in chapter 5, into an event coreference reso-

lution system. We use content structures to dissociate sentences that favor coreferential men-

tions from the ones that favor singletons, and further build a specialized classifier that iden-

tifies singletons mentions in a document. We then apply constraints in inferences through an

ILP formulation that empirically outperforms the typical pairwise classifier-based system as

well as the heuristics-based system from chapter 4 on the benchmark evaluation datasets.

• In chapter 7, we propose to leverage lexical paraphrases and high precision rules informed by

news discourse profiling structure to automatically collect coreferential and non-coreferential

event pairs from unlabeled English news articles. We perform both manual validation and

empirical evaluation on multiple evaluation datasets with different event domains and text

genres to assess the quality of our acquired event pairs. We found that a model trained on

our acquired event pairs performs comparably as the supervised model when applied to new

data out of the training data domains. Further, augmenting human-annotated data with the

acquired event pairs provides empirical performance gains on both in-domain and out-of-

domain evaluation datasets.

• In chapter 8, we summarize our conclusion from this dissertation. Further, I propose some

extensions to this dissertation that can benefit event coreference resolution as well as other

downstream NLP tasks.
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2. BACKGROUND

2.1 Literature Review

This section gives an overview of the widely used models and linguistics features for event

coreference resolution, and common discourse analysis frameworks studied in NLP.

2.1.1 Supervised Models for Event Coreference Resolution

Given a document, an event coreference resolution model detects all event mentions and then

links them into event clusters [Jurafsky and Martin, 2008, Lu and Ng, 2018]. While the exact

definitions for event mentions and coreference links vary across datasets (described in details in

section 2.2), models on all datasets follow one of the following approaches:

• Mention-Pair Architecture is the most commonly used model for both event and entity

coreference resolution. Typically, a pairwise classifier is trained over features (discussed in

section 2.1.2) for a mention pair to predict binary label indicating whether the given mention

pair is coreferential or not. The resulting pairwise classifier is used to cluster event mentions.

The commonly used strategies include agglomerative clustering that selects the antecedent

closest in mention distance that is classified as coreferent or the antecedent with highest

coreference likelihood [Chen et al., 2009, Chen and Ng, 2014, Peng et al., 2016]. Alterna-

tively, given pairwise scores, graph-based approaches, such as spectral clustering algorithm,

have also been used [Chen and Ji, 2009, Chen et al., 2009, Sangeetha and Arock, 2012].

• Mention-Ranking Architecture learns to collectively rank all the antecedents [Lu and Ng,

2017]. It first appends a dummy mention node to the candidate antecedents which act as

the parent for singletons or first mention of an event cluster. Then, for generating corefer-

ence clusters, it links every event mention to the most likely candidate antecedent. During

training, however, multiple antecedents can represent correct event coreference links, and

to choose one of the several correct links, the most general approach is to pick the nearest
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antecedent as the parent.

• Event-Based Systems learns to link an event mention to a previous event cluster represen-

tation instead of an event mention representation. The event representation is built incre-

mentally by aggregating information from all the event mentions that form the given event

coreference cluster. A common event-based system employs an easy first approach, where it

first decides easy coreference links and uses that to accumulate information and obtain event

representations, and resolve more difficult coreference links [Liu et al., 2014].

The above three approaches generally use pipeline architecture where event mentions and other

features, such as event arguments, are first extracted. Then, either of the mention-pair, mention-

ranking, or event-based classifier is trained on the extracted features and later used to determine

whether the given event mention pair is coreferential. The pipeline approach accumulates errors

from the upstream event and feature extraction systems and consequently joint learning over com-

ponent tasks, such as event extraction, argument extraction, entity coreference, and event corefer-

ence, have also been explored [Chen and Ng, 2016, Lu et al., 2016, Lu and Ng, 2017].

In this dissertation, we follow the pipeline architecture where the event extraction step is kept

fixed across all experiments. This allows us to directly evaluate the improvement obtained from

incorporating news discourse structure. Further, we use either the mention-pair or joint inference

over multiple event coreference clusters using ILP, depending on the modeling objectives.

2.1.2 Linguistic Features for Event Coreference Resolution

The existing literature on event coreference resolution primarily focuses on surface linguistic

features [Chen et al., 2009, Bejan and Harabagiu, 2010, Lee et al., 2012, McConky et al., 2012,

Sangeetha and Arock, 2012, Adrian Bejan and Harabagiu, 2014, Liu et al., 2014, Yang et al., 2015,

Yu et al., 2016, Lu et al., 2016, Lu and Ng, 2017, Choubey and Huang, 2017a], such as:

• Lexical features include different string similarity measures (e.g. minimum edit distance)

between event mention lemma or simply a binary feature indicating whether two event men-

tion lemma are same or different.
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• Syntactic features include parts of speech tags and dependency parse tree-based features

consisting of modifiers or governor lemmas and their relation type with event mention

lemma.

• Semantic features include WordNet or distributional embeddings based similarity scores,

semantic frames, event mention types, etc.

• Argument-based features include binary features indicating the existence of arguments,

similarity scores between surface lexical forms of arguments, or features defined following

entity coreference resolution of arguments. Separately, features defined over the spatial or

temporal location of the event mention are also used.

• Discourse-based features are mainly based on the position of event mentions. They include

sentence distance (number of sentences between two event mentions), event distance (num-

ber of event mentions between two event mentions), and binary features indicating whether

an event was mentioned in the headline or the first sentence.

Besides, most recent works [Kenyon-Dean et al., 2018, Barhom et al., 2019, Zuo et al., 2019, Pan-

dian et al., 2020, Sahlani et al., 2020, Lee et al., 2017] simply use contextualized word embeddings

to represent an event mention and use them in neural models to design a pairwise classifier.

2.1.3 Discourse Analysis Studies in NLP

Discourse structures have been analyzed from different perspectives and following different ob-

jectives. The Rhetorical Structure Theory (RST) [Mann and Thompson, 1988] and Penn Discourse

Treebank Project (PDTB) style [Prasad et al., 2008] discourse parsing tasks identify discourse units

that are logically connected with a predefined set of rhetorical relations. Text segmentation [Hearst,

1994] is another well studied discourse analysis task that aims to divide a text into a sequence of

topically coherent segments.

Different from the above three general discourse theories, function of different discourse units,

specific to a text-genre, have also been studied based on different genre-attributes. The majority
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of those studies though relate to genres other than news articles. Liddy [1991], Kircz [1991] and

Teufel et al. [1999] used rhetorical status and argumentation type to both define functional theories

and create corpora for scientific articles. Mizuta et al. [2006], Wilbur et al. [2006], Waard et al.

[2009] and Liakata et al. [2012] extensively studied functional structures in biological domain with

multiple new annotation schemata.

Studies on functional structures of news articles have been mainly theoretical. Apart from

Van Dijk’s theory of news discourse [Teun A, 1986, Van Dijk, 1988b], Pan and Kosicki [1993]

proposed framing-based approach along four structural dimensions: syntactic, script, thematic

and rhetorical, of which syntactic structure is similar to the Dijk’s theory. The computational

studies on functional structure include Baiamonte et al. [2016] that coarsely separates narration

from descriptive contents and Friedrich and Palmer [2014] that classify clauses based on their

aspectual property.

2.2 Datasets and Definitions

We use the Knowledge Base Population (KBP) [Mitamura et al., 2015, 2017] and the Richer

Event Description (RED) [O’Gorman et al., 2016] corpora for building and evaluating our event

coreference resolution systems. The ECB+ corpus Cybulska and Vossen [2014] is another com-

monly used dataset for evaluating cross-document event coreference resolution performance. How-

ever, we determined that the ECB+ corpus is not appropriate for evaluating the models proposed

in this dissertation, that explicitly focuses on using discourse-level topic structures for within doc-

ument event coreference resolution. Particularly, the ECB+ corpus was created to facilitate both

cross-document and within-document event coreference resolution research. Thus, the documents

in the corpus were grouped based on several common topics and in each document, event mentions

and coreference relations were annotated selectively in only sentences that are on a common topic.

When the annotated sentences in each document are stitched together, they do not well reveal the

original document structure, which makes the ECB+ corpus a bad choice for evaluating our work.

We briefly describe the definitions for both events and event coreference relations that were

used to annotate KBP and RED corpora below.
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2.2.1 KBP (2015-2017)

The KBP corpora follow richERE [Song et al., 2015] guidelines for event and event corefer-

ence annotations. It defines an event as an explicit occurrence of something that happens, and may

or may not involve participants. It selectively annotates events of eight types: life, movement,

business, conflict, contact, manufacture, personnel, transaction, and justice. For annotating event

coreference chains, it uses a relaxed notion of event hopper which includes events that feel “coref-

erential” but do not necessarily meet the strict criteria of the same arguments. Specifically, two

event mentions that are intuitively the same event, have the same attested scope, types, and sub-

types but not necessarily have the same arguments, trigger, and realis belong to the same hopper.

2.2.2 RED

The RED guideline [O’Gorman et al., 2016] defines an event as any occurrence, action, process,

or event state which deserves a place upon timeline. It defines event coreference as two or more

event mentions that refer to the same event in space and time. RED documents are comprehensively

annotated with event coreference relations with no restriction on event types or subtypes, thus,

allowing us to evaluate coreference resolution performance on a broad range of events.

2.3 Coreference Evaluation Metrics

Evaluating event coreference resolution is non-trivial where we need to compare gold human-

annotated event clusters (key Ki) with the predicted events (response Ri). Several evaluation

metrics have been proposed to evaluate coreference resolution, but all of them exhibit some known

issues. Secondly, neither of them are directly interpretable nor do they empirically agree with each

other. Therefore, we follow the past research and use four coreference scoring measures, namely

MUC [Vilain et al., 1995], B3 [Bagga and Baldwin, 1998], CEAFe [Luo, 2005] and BLANC

[Recasens and Hovy, 2011] and the unweighted average of their F1 scores (AV GF1) for evaluating

our systems. We report results based on version 1.8 of the official KBP 2017 scorer1. Note that

1The official KBP 2017 scorer is based on the standard reference scorer [Pradhan et al., 2014]. We obtain the
evaluation script from https://github.com/hunterhector/EvmEval.
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the official KBP 2017 event coreference resolution scorer considers a mention pair coreferent if

they strictly match on the event type and subtype, which has been discussed recently to be too

conservative [Mitamura et al., 2017]. Since improving event mention type detection is not our

main goal, we therefore relax the constraints and do not consider event mention type match while

evaluating event coreference resolution systems. This allows us to directly interpret the influences

of different document structures in the event coreference resolution task by minimizing any bias

from upstream tasks. The four evaluation metrics as well as their drawbacks are described below.

2.3.1 MUC

MUC is a link-based metric that directly compares the coreference links in responses to the

links in keys. To calculate recall, it first creates partitions (p(Ki)) for each key (Ki) relative to the

responses that overlap with the given key. Then, recall is calculated following:

Recall =

∑
Ki∈K(|Ki| − |p(Ki)|)∑

Ki∈K(|Ki| − 1)

To calculate precision, it simply switches the roles of key and response events. As noted in previous

works [Bagga and Baldwin, 1998, Moosavi and Strube, 2016], MUC is the least discriminative of

all coreference evaluation metrics and does not distinguish an incorrect link that merges two single

mentions from another incorrect link that merges two larger clusters. Secondly, it favors a system

that aggressively merges many unrelated events [Luo, 2005], and a trivial system that merges all

mentions into one cluster achieves 100% recall with reasonably high precision.

2.3.2 B3

B3 is a mention-based metric. Between each pair of key (Ki) and response (Rj), it first cal-

culates scores that are proportional to the square of the number of key mentions included in the

response. Then, it calculates the recall by summing over scores corresponding to all keys normal-
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ized by the number of total key mentions. The recall is calculated following:

Recall =

∑
Ki∈K

∑
Rj∈R

|Ki∩Rj |2
|Ki|∑

Ki∈K |Ki|

Similar to MUC, precision is calculated by switching the role of keys and response events. Con-

trary to MUC, B3 favors a system that does not link any mention [Luo, 2005], scoring it with

100% precision. Secondly, B3 considers a resolved mention correct even when it is linked to a

wrong event [Luo, 2005, Moosavi and Strube, 2016].

2.3.3 CEAFe

CEAFe maps every key event cluster (Ki) with exactly one response event cluster (g∗(Ki))

using a similarity measure φ, and then calculate recall following:

Recall =

∑
Ki∈K∗ φ(Ki, g

∗(Ki))∑
Ki∈K φ(Ki, Ki)

, where φ(Ki, Rj) =
2× |Ki ∩Rj|
|Ki|+ |Rj|

When calculating precision, it changes denominator in above equation to
∑

Rj
φ(Ri, Ri). Since

CEAFe first performs best one-to-one mapping and only considers truly aligned response clusters

when calculating recall and precision, it ignores all correct responses that are not mapped to any

key [Denis and Baldridge, 2009, Moosavi and Strube, 2016].

2.3.4 BLANC

Let CK , CR, NK and NR be the sets of coreference links in key, coreference links in response,

non-coreference links in key and non-coreference links in response, respectively. Then, BLANC

precision and recall are calculated as average of precision and recall of coreference (PC , RC) and

non-coreference (PN , RN ) links, where,

RC =
|CK ∩ CR|
|CK |

, PC =
|CK ∩ CR|
|CR|

, RN =
|NK ∩NR|
|NK |

, PN =
|NK ∩NR|
|NR|
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As noted by Moosavi and Strube [2016], BLANC suffers from the mention identification effect

and may achieve high precision and recall even when many gold event mentions are unresolved.
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3. IDENTIFYING THE MOST DOMINANT EVENT IN A NEWS ARTICLE BY MINING

EVENT COREFERENCE RELATIONS1

According to the grounding principles [Grimes, 1972], a document consists of foreground

events that form the skeleton of the story and move the story forward, and background events

that add supportive information. Studies have shown that a foreground event tends to be the most

important event in a sentence, which is usually the event that appears in the main clause, is active

voiced, and has a high transitivity2 [Decker, 1985]. But among multiple foreground events, which

one is most central to the overall story? In this chapter, we propose a new task of detecting the most

dominant event (main event) in a news article, which is an event assumed to govern and connect

other foreground events and background events. In other words, removal of the main event can

break the entirety of a document and decompose the document into sections describing disjoint

sets of situations.

Our intuitive observation is that the main event of a document usually has a large number of

coreferential event mentions and those coreferential mentions are spread throughout the document.

In Figure 4.1, paragraphs 1-4 each describe a relatively independent subtopic, and the repeated

mentions of the main event “demonstration” throughout the document enable a smooth flow of

information. For the same reason, identifying the main event facilitates partitioning text into co-

herent segments. But note that, the main event may not be the most newsworthy event that serves

as the trigger for writing an article, and thus may not appear in the title or in the first sentence of

a news article. As illustrated in this example, the trigger event is “protesters leave capitol”, while

the main event is “demonstration”, the event that effectively connects other foreground events and

background events and makes the story an entirety.

To systematically verify these observations, we annotated main events in news articles taken

1Reprinted with permission from “Identifying the Most Dominant Event in a News Article by Mining Event Coref-
erence Relations” by Prafulla Kumar Choubey, Kaushik Raju, and Ruihong Huang. Proceedings of NAACL-HLT
2018, pages 340–345, New Orleans, Louisiana, June 1 - 6, 2018. Copyright 2018 by Association for Computational
Linguistics.

2High transitivity events have certain properties, are volitional, affirmative, realis, etc.
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Figure 3.1: An example document to illustrate the main event of a document. Red colored words
are foreground events, blue colored words are background events and mentions of the main event
are in bold. Reprinted with permission from Choubey et al. [2018].

.

from two publicly available datasets, the richer event description (RED) [O’Gorman et al., 2016]

and KBP 2015 [Mitamura et al., 2015] corpora. While whether each news article has only one

main event is arguable, our two annotators agreed on the same main event in 97 out of 104 (93%)

documents that we annotated. We then designed several rule-based methods to identify the main

event by exploiting human-annotated event coreference relations. Experimental results showed

that indeed in around 75% of the documents in both corpora, the main event either has the largest

number of coreferential event mentions or has the largest stretch size (i.e., the number of sentences

between the first mention and the last mention of the main event) in the discourse. In addition, we

found that the main event can be more accurately identified by further considering the number of
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sub-events as well as the realis status of an event, which indicates if an event is an actual specific

event or a generic event, etc. The evaluation shows that the insightful rules outperform several

strong baseline approaches, including several heuristic-based methods and random walk-based

event ranking methods, as well as two regression classifiers that integrate these rules as features.

3.1 Main Event Annotations

We annotated main events for 30 news articles from the RED corpus and 74 news articles

from the KBP 2015 corpus. The RED corpus contains 95 documents in total. However, 65 of

those documents are news summaries, discussion forum posts, or web posts. The main event as

defined should only be considered for natural coherent texts, therefore, we skipped 65 non-news

documents and annotated only 30 news articles in the corpus. Similarly, the KBP 2015 corpus

contains 158 documents, where 81 are news articles and the remaining are discussion forum posts.

In 7 out of the 81 news articles, annotators unanimously found that the main event was not of one

of the interested event types in KBP and was not tagged in the KBP annotations. Therefore, we

exclude those 7 documents and annotate 74 news articles.

We asked two annotators to identify the most dominant event that connects other foreground

and background events. Both the documents and the gold event mentions for each document

inherited from the previous RED and KBP annotations were provided to annotators. The annotators

were instructed to select only one event as the main event. For 26 documents from the RED corpus

and 71 documents from the KBP corpus, both annotators identified the same main event. For the

other 7 documents, where the two annotators disagreed on the main event, we kept the annotations

from the first annotator.

3.2 Characteristics of Main Events

We analyzed the distributional properties of main events in the first 10 documents from the

RED corpus. The findings are summarized below.

Frequent and Extended Repetitions: Similar to the example document in Figure 4.1, the main

event is usually repeated throughout the document. This observation can also be accounted to the
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way humans produce and comprehend language. Language is inherently sequential and a writer

repeats the same event to remind the readers about the main event. Therefore, the frequent and

extended repetitions of the main event facilitate to minimize the cognitive effort needed by the

reader for understanding a text.

Early Presences: News articles mostly begin with a summary of important events and continue to

elaborate them in subsequent paragraphs. To some extent, the objective of initial paragraphs is to

direct readers’ attention toward the main subject. Therefore, while the main event may not always

appear in the title or in the first sentence of a news article, the main event often appears early in the

beginning paragraphs.

Sub-events: Being the most dominant event in a document, the main event often has many sub-

events that are present to elaborate and support the main event.

Event Realis Status: Main events are usually specific and have actually occurred. This event

attribute has been defined as the contextual modality in RED corpus3 and realis status in KBP

corpus4 and we observed that this attribute is “Actual” for the majority of main events.

3.3 Main Event Identification

Inspired by the identified characteristics of main events, we designed rule-based classifiers that

rely on the following four ranking criteria.

Size Rank: calculated using the number of coreferential event mentions in a event coreference

chain. The event having the largest number of coreferential mentions is ranked the highest.

Stretch Rank: based on the number of sentences between the first and the last mention of an event.

The event with the largest stretch size is ranked the highest.

Position Rank: based on the sentence number in which an event was first mentioned. This measure

is to capture the characteristic that main events tend to appear early in a document.

Enriched Size Rank: based on the sum of the number of coreferential mentions for an event and

the number of its sub-events.
3defines 4 types of contextual modality, namely, actual, hypothetical, uncertain/ hedged and generic
4defines 3 realis status types, namely, actual, generic and other
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Algorithm 1 Rule-based Systems
Input: Main Event Candidates, EZ , ET , EP , EE, ER

Output: Ecenter

Coreference

Ecenter := EZ ∩ ET ∩ EP

if Ecenter == φ: Ecenter := (EZ ∪ ET ) ∩ EP

if Ecenter == φ: Ecenter := EP

Coreference + Subevent

Ecenter := EZ ∩ ET ∩ EP ∩ EE

if Ecenter == φ: Ecenter := (EZ ∪ ET ) ∩ EP ∩ EE

if Ecenter == φ: Ecenter := EP ∩ EE

if Ecenter == φ: Ecenter := EP

Coreference + Subevent + Realis

Ecenter := EZ ∩ ET ∩ EP ∩ EE ∩ ER

if Ecenter == φ: Ecenter := (EZ ∪ ET ) ∩ EP ∩ EE ∩ ER

if Ecenter == φ: Ecenter := EP ∩ EE ∩ ER

if Ecenter == φ: Ecenter := EP ∩ EE

if Ecenter == φ: Ecenter := EP

3.3.1 Rule Based Classifiers

First, we identify main event candidates by requiring their size rank in the top three positions.

Note that more than three events may be selected if there are ties in any of the top three positions.

Then, we identify the main event in the candidate set by requiring different combinations of the

highest ranks, including the highest size rankEZ , highest stretch rankET , highest position rankEP

and highest enriched size rank EE . In addition, we identify an event set ER which includes events

whose contextual modality or realis status is “Actual”, and use the set for constraining main event
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identification. Specifically, we define three rule-based classifiers, described in Algorithm 1, which

begin with strict rules followed by relaxed rules in subsequent passes. The systems Coreference

uses size, stretch and position ranks, Coreference + Subevent considers enriched size rank as

well, and Coreference + Subevent + Realis further combines realis status with each rank in favor

of specific events.

3.3.2 Statistical Regression Classifiers

We trained a linear as well as a nonlinear regression classifier to integrate the same set of

ranking rules as features for identifying main events, by using the standard ordinary least squares

linear regression [Galton, 1886] model and the epsilon-support vector regression (SVR) [Vapnik,

1995] model with radial basis function kernel respectively. Input to both the linear and nonlinear

regression classifiers consists of a 20 (19) dimensional vector, 4-dimensional categorical vector

for each of the size, stretch, position, and enriched size ranks, and 4 (3) dimensional categorical

vector for realis attribute for RED (KBP) corpus. The models were implemented using scikit-learn

module [Pedregosa et al., 2011]. The SVR classifier uses rbf kernel with γ coefficient of 0.05 and

all other parameters are left to be the default values.

3.4 Evaluation

3.4.1 Baseline Systems

Three Heuristics Based Classifiers: The three systems Main event: Headline, First event: First

sentence and Main event: First sentence select the main event (syntactic root) in the headline, the

first event in the first sentence and the main event (syntactic root) in the first sentence as the center

event respectively.

Random Walk Based Ranking Systems: implemented the random walk-based vertex ranking

algorithm [Mihalcea and Tarau, 2004] on graphs generated using human-annotated event relations.

The motivation is to decide the importance of an event mention within an event graph of a doc-

ument based on the importance of its related event mentions. We first build an event graph for a

document by using undirected edges for coreference relations and directed edges for other relations
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including set/ member, sub-event, temporal and causal relations. This is mainly meant to retain the

symmetrical property of coreference relations. Moreover, since coreference links can easily create

cycles in the graph, we utilize its transitivity property and link all the coreferent event mentions to

its first instance in the document only. Then, we rank event mentions by using the vertex scoring

algorithm proposed in Brin and Page [1998].

S(Vi) = (1− d) + d
∑

j=IN(Vi)

1

|OUT (Vj)|
S(Vj) (3.1)

where IN(Vi) and OUT (Vj) represent the set of event mentions that are predecessors and suc-

cessors to Vi respectively. Also, d is a damping vector that is kept 0.85 in our experiments. We

initially assign random values to all the event mentions in an event graph and then update scores

for all event nodes using equation 3.1 after each iteration. Computation stops when the sum of dif-

ferences between the scores computed for all event mentions at two successive iterations reduces

below 0.01.

The system Random walk: All Relations uses coreference, sub-event, set/ member, temporal

and causal relations to build the graph while the system Random walk: Coref+SE only considers

event coreference and sub-event relations. We evaluate both systems on documents from the RED

corpus only as it extensively annotates event relations which yields a connected graph for each

document. However, the graphs generated for documents in the KBP corpus often contain many

disconnected components and thus are not suitable for these systems.

3.4.2 Results

We evaluated all the systems using the rest 20 documents from the RED corpus and all the

74 documents from the KBP 2015 corpus. The two regression classifiers were evaluated using 5-

fold cross-validation on each corpus. We expect a system to identify only one main event for each

document. If a system predicts more than one main event, we will penalize the system on precision

strictly and treat each wrongly predicted event as a false hit. Table 7.3 shows the comparison

results.
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Model Recall Precision F1
Richer Event Description (RED)

Main event: Headline 45.00 45.00 45.00
First event: First sentence 10.00 10.00 10.00
Main event: First sentence 40.00 40.00 40.00
Random walk: All Relations 40.00 40.00 40.00
Random walk: Coref+SM 45.00 45.00 45.00
Coreference 75.00 55.55 63.82
Coreference + Subevent 75.00 62.50 68.18
Coreference + Subevent + Realis 80.00 66.67 72.73
Linear Regression 63.33 63.33 63.33
SVR 66.67 66.67 66.67
Coreference: Predicted 45.00 45.00 45.00

KBP 2015
Main event: Headline 45.94 45.94 45.94
First event: First sentence 39.19 39.19 39.19
Main event: First sentence 39.19 39.19 39.19
Coreference 77.03 54.81 64.04
Coreference + Subevent 77.03 60.00 67.46
Coreference + Subevent + Realis 78.37 66.67 72.05
Linear Regression 66.21 61.25 63.63
SVR 67.56 62.50 64.93
Coreference: Predicted 48.65 45.56 47.05

Table 3.1: Performance comparison of different main event identification systems on the RED and
KBP 2015 datasets. Reprinted with permission from Choubey et al. [2018].

The heuristic-based systems obtained a low recall on both corpora, which indicates that simple

heuristics miss a large proportion of cases. Both random walk-based systems suffered from a low

recall of 40-45% as well when applied to the RED corpus, due to the fact that graph-based ranking

models do not effectively capture discourse layout features of co-referential event mentions.

In contrast, the rule-based system Coreference achieved the recall above 75% on both corpora

when using annotated event coreference relations. The system Coreference + Subevent + Realis

further improves the precision of main event identification by over 11% on both corpora after

considering subevents and the realis status in the rules, which facilitate accurate identification of

the main event among multiple foreground events. The high recall and precision indicate that the
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insightful rules exploiting properties of event chains can capture the overall texture in the discourse.

Then compared with rule-based systems, the two statistical classifiers that integrate the same set

of rules as features do not further improve the main event identification performance.

3.5 Conclusions

We have presented a new task of identifying the main event for a document. Based on our

annotations, we discussed the role of main events in enabling a coherent discourse and the dis-

tributional characteristics of main events. We especially emphasized on the importance of event

coreference in identifying main events. Inspired by these observations, we designed a rule-based

classifier that achieved high recall and precision in identifying main events.
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4. IMPROVING EVENT COREFERENCE RESOLUTION BY MODELING

CORRELATIONS BETWEEN EVENT COREFERENCE CHAINS AND DOCUMENT

TOPIC STRUCTURES1

Event coreference resolution presents unique challenges. Compared to entities, coreferential

event mentions are fewer in a document and much more sparsely scattered across sentences. Figure

4.1 shows a typical news article. Here, the main entity, “President Chen”, appears frequently in

every sentence, while the main event “hearing” and its accompanying event “detention” are men-

tioned much less frequently. If we look more closely, referring back to the same entity serves a

different purpose than referring to the same event. The protagonist entity of a story is involved

in many events and relations; thus, the entity is referred back each time such an event or rela-

tion is described. In this example, the entity was mentioned when describing various events he

participated or was involved in, including “detention”, “said”, “pointed out”, “remitted”, “have a

chance”, “release”, “cheating”, “asked” and “returned”, as well as when describing several rela-

tions involving him, including “former president”, “his family” and “his wife”. In contrast, most

events only appear once in a text, and there is less motivation to repeat them: a story is mainly

formed by a series of related but different events. Essentially, (1) the same event is referred back

only when a new aspect or further information of the event has to be described, and (2) repetitions

of the same events are mainly used for content organization purposes and, consequently, correlate

well with topic structures.

Table 4.1 further shows the comparisons of positional patterns between event coreference and

entity coreference chains, based on two benchmark datasets, ERE [Song et al., 2015] and ACE05

[Walker et al., 2006], where we paired each event (entity) mention with its nearest antecedent

event (entity) mention and calculated the percentage of (event vs. entity) coreferent mention pairs

1Reprinted with permission from “Improving Event Coreference Resolution by Modeling Correlations between
Event Coreference Chains and Document Topic Structures” by Prafulla Kumar Choubey, and Ruihong Huang. Pro-
ceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Long Papers), pages 485–495,
Melbourne, Australia, July 15 - 20, 2018. Copyright 2018 by Association for Computational Linguistics.
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Figure 4.1: An example document to illustrate the characteristics of event (red) and entity (blue)
coreference chains. Reprinted with perimission from Choubey and Huang [2018].

based on the number of sentences between two mentions. Indeed, for entity coreference resolution,

centering and nearness are striking properties [Grosz et al., 1995], and the nearest antecedent of

an entity mention is mostly in the same sentence or the immediately preceding sentence ( 70%).

This is especially true for nominals and pronouns, two common types of entity mentions, where

the nearest preceding mention that is also compatible in basic properties (e.g., gender, person, and

number) is likely to co-refer with the current mention. In contrast, coreferential event mentions

are rarely from the same sentence ( 10%) and are often sentences apart. The sparse distribution of

coreferent event mentions also applies to the three KBP corpora used in this work.

To address severe sparsity of event coreference relations in a document, in this chapter, we
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Dataset Type 0 1 2 3 4 > 4
richERE event 11 34 20 9 7 19

entity 34 33 14 6 3 10
ACE-05 event 5 33 19 10 9 24

entity 37 28 12 7 4 13
KBP 2015 event 15 34 12 9 6 24
KBP 2016 event 8 43 15 7 6 21
KBP 2017 event 12 49 13 7 4 15

Table 4.1: Percentages of adjacent (event vs. entity) mention pairs based on the number of sen-
tences between two mentions in richERE, ACE-05 and KBP corpora. Reprinted with perimission
from Choubey and Huang [2018].

propose a holistic approach to identify coreference relations between event mentions by consider-

ing their correlations with document topic structures. Our key observation is that event mentions

make the backbone of a document and coreferent mentions of the same event play a key role in

achieving a coherent content structure. For example, in figure 4.1, the events “hearing” and “de-

tention” were mentioned in the headline (H), in the first sentence (S1) as a story overview, in the

second sentence (S2) for transitioning to the body section of the story describing what happened

during the “hearing”, and then in the fifth sentence (S5) for transitioning to the ending section of

the story describing what happened after the “hearing”. By attaching individual event mentions

to a coherent story and its topic structures, our approach recognizes event coreference relations

that are otherwise not easily seen due to a mismatch of two event mentions’ local contexts or long

distances between event mentions.

We model several aspects of correlations between event coreference chains and document level

topic structures, in an ILP joint inference framework. Experimental results on the benchmark event

coreference resolution dataset KBP-2016 [Ellis et al., 2016] and KBP 2017 [Getman et al., 2017]

show that the ILP system greatly improves event coreference resolution performance by model-

ing different aspects of correlations between event coreferences and document topic structures,

which outperforms the previous best system on the same dataset consistently across several event

coreference evaluation metrics.
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4.1 Correlations between Event Coreference Chains and Document Topic Structures

We model four aspects of correlations.

4.1.1 Correlations between Main Event Chains and Topic Transition Sentences

The main events of a document, e.g., “hearing” and “detention” in this example 4.1, usually

have multiple coreferent event mentions that span over a large portion of the document and align

well with the document topic layout structure [Choubey et al., 2018]. While fine-grained topic

segmentation is a difficult task in its own right, we find that topic transition sentences often overlap

in content (for reminding purposes) and can be identified by calculating sentence similarities. For

example, sentences S1, S2, and S5 in Figure 4.1 all mentioned the two main events and the main

entity “President Chen”. We, therefore, encourage coreference links between event mentions that

appear in topic transition sentences by designing constraints in ILP and modifying the objective

function. In addition, to avoid fragmented partial event chains and recover complete chains for the

main events, we also encourage associating more coreferent event mentions to a chain that has a

large stretch (the number of sentences between the first and the last event mention based on their

textual positions).

4.1.2 Correlations across Semantically Associated Event Chains

Semantically associated events often co-occur in the same sentence. For example, mentions of

the two main events “hearing” and “detention” co-occur across the document in sentences H, S1,

S2, and S5. The correlation across event chains is not specific to global main events, for example,

the local events “remitted” and “release” have their mentions co-occur in sentences S3 and S4 as

well. In ILP, we leverage this observation and encourage creating coreference links between event

mentions in sentences that contain other already known coreferent event mentions.

4.1.3 Genre-specific Distributional Patterns

We model document level distributional patterns of coreferent event mentions that may be spe-

cific to news genre in ILP. Specifically, news article often begins with a summary of the overall
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story and then introduces the main events and their closely associated events. In subsequent para-

graphs, detailed information of events may be introduced to provide supportive evidence to the

main story. Thereby, a majority of event coreference chains tend to be initiated in the early sec-

tions of the document. Event mentions in the later paragraphs may exist as coreferent mentions

of an established coreference chain or as singleton event mentions which, however, are less likely

to initiate a new coreference chain. Inspired by this observation, we simply modify the objective

function of ILP to encourage more event coreference links in early sections of a document.

4.1.4 Subevents

Subevents exist mainly to provide details and evidence for the parent event, therefore, the

relation between subevents and their parent event presents another aspect of correlations between

event relations and hierarchical document topic structures. Subevents may share the same lexical

form as the parent event and cause spurious event coreference links [Araki et al., 2014]. We observe

that subevents referring to specific actions were seldomly referred back in a document and are often

singleton events. Following the approach proposed by Badgett and Huang [2016], we identify such

specific action events and improve event coreference resolution by specifying constraints in ILP to

discourage coreference links between a specific action event and other event mentions.

4.2 Modeling Event Coreference Chain - Topic Structure Correlations Using Integer Linear

Programming

We model discourse-level event-topic correlation structures by formulating the event corefer-

ence resolution task as an ILP problem. Our baseline ILP system is defined over pairwise scores

between event mentions obtained from a pairwise neural network-based coreference resolution

classifier.

4.2.1 The Local Pairwise Coreference Resolution Classifier

Our local pairwise coreference classifier uses a neural network model based on features defined

for an event mention pair. It includes a common layer with 347 neurons shared between two event

mentions to generate embeddings corresponding to word lemmas (300) and parts-of-speech (POS)

29



tags (47). The common layer aims to enrich event word embeddings with the POS tags using

the shared weight parameters. It also includes a second layer with 380 neurons to embed suffix2

and prefix3 of event words, distances (euclidean, absolute, and cosine) between word embeddings

of two event lemmas and common arguments between two event mentions. The output from the

second layer is concatenated and fed into the third neural layer with 10 neurons. The output

embedding from the third layer is finally fed into an output layer with 1 neuron that generates a

score indicating the confidence of assigning the given event pair to the same coreference cluster.

All three layers and the output layer use the sigmoid activation function.

4.2.2 The Basic ILP for Event Coreference Resolution

Let λ represents the set of all event mentions in a document, Λ denotes the set of all event

mention pairs i.e. Λ = {< i, j > | < i, j > ∈ λ × λ and i < j} and pij = pcls(coref |i, j)

represents the cost of assigning event mentions i and j to the same coreferent cluster, we can

formulate the baseline objective function that minimizes equation 6.3. Further we add constraints

(equation 4.2) over each triplets of mentions to enforce transitivity [Denis and Baldridge, 2007,

Finkel and Manning, 2008]. This guarantees legal clustering by ensuring that xij = xjk = 1

implies xik = 1.

ΘB =
∑
i,j∈Λ

−log(pij)xij − log(1− pij)(¬xij)

s.t. xij ∈ {0, 1}

(4.1)

¬xij + ¬xjk ≥ ¬xik (4.2)

We then add constituent objective functions and constraints to the baseline ILP formulation to in-

duce correlations between coreference chains and topical structures (ΘT ), discourage fragmented

chains (ΘG), encourage semantic associations among chains (ΘC), model genre-specific distribu-

tional patterns (ΘD) and discourage subevents from having coreferent mentions (ΘS).

2te, tor, or, ing, cy, id, ed, en, er, ee, pt, de, on, ion, tion, ation, ction, de, ve, ive, ce, se, ty, al, ar, ge, nd, ize, ze, it, lt
3re, in, at, tr, op
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4.2.3 Modeling the Correlation between Main Event Chains and Topic Transition Sentences

As shown in the example Figure 4.1, main events are likely to have mentions appear in topic

transition sentences. Therefore, We add the following objective function (equation 4.3) to the basic

objective function and add the new constraint 4.4 in order to encourage coreferent event mentions

to occur in topic transition sentences.

ΘT =
∑
m,n∈Ω

−log(smn)wmn − log(1− smn)(¬wmn)

s.t. wmn ∈ {0, 1}

(n−m) ≥ |S|/θs

(4.3)

∑
i′∈ξm,j′∈ξn

xi′j′ ≥ wmn (4.4)

Specifically, let ω represents the set of sentences in a document and Ω denotes the set of sentence

pairs i.e. Ω = {< m,n > | < m,n > ∈ ω×ω and m < n}. Then, let sij = psim(simscore|m,n),

which represents the similarity score between sentences m and n and |S| equals to the number of

sentences in a given document. Here, the indicator variable wmn indicates if the two sentences m

and n are topic transition sentences. Essentially, when two sentences have a high similarity score

(> 0.5) and are not near (with |S|/θsor more sentences apart, in our experiments we set θs to 5),

this objective function ΘT tries to set the corresponding indicator variable wmn to 1. Then, we add

constraint 4.4 to encourage coreferent event mentions to occur in topic transition sentences. Note

that ξm refers to all the event mentions in sentence m, and xij is the indicator variable which is set

to 1 if event mentions defined by index i and j are coreferent. Thus, the above constraint ensures

that two topic transition sentences contain at least one coreferent event pair.

4.2.3.1 Identifying Topic Transition Sentences Using Sentence Similarities:

First, we use the unsupervised method based on the weighted word embedding average pro-

posed by Arora et al. [2016] to obtain sentence embeddings. We first compute the weighted average

of words’ embeddings in a sentence, where the weight of a word w is given by a/(a+p(w)). Here,
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p(w) represents the estimated word frequency obtained from English Wikipedia and a is a small

constant (1e-5). We then compute the first principal component of averaged word embeddings cor-

responding to sentences in a document and remove the projection on the first principal component

from each averaged word embeddings for each sentence.

Then using the resulted averaged word embedding as the sentence embedding, we compute the

similarity between two sentences as cosine similarity between their embeddings. We particularly

choose this simple unsupervised model to reduce the reliance on any additional corpus for training

a new model for calculating sentence similarities. This model was found to perform comparably

to supervised RNN-LSTM based models for the semantic textual similarity task.

4.2.3.2 Constraints for Avoiding Fragmented Partial Event Chains:

The above equations (4.3-4.4) consider a pair of sentences and encourage two coreferent event

mentions to appear in a pair of topic transition sentences. But the local nature of these constraints

can lead to fragmented main event chains. Therefore, we further model the distributional char-

acteristics of global event chains and encourage the main event chains to have a large number of

coreferential mentions and a long stretch (the number of sentences that are present in between the

first and last event mention of a chain), to avoid creating partial chains. Specifically, we add the

following objective function (equation 4.5) and the new constraints (equation 4.6 and 4.7):

ΘG = −
∑
i,j∈µ

γij (4.5)

σij =
∑
k<i

¬xki ∧
∑
j<l

¬xjl ∧ xij

σij ∈ {0, 1}

(4.6)

Γi =
∑
k,i∈Λ

xki +
∑
i,j∈Λ

xij

M(1− yij) ≥ (ϕ[j]− ϕ[i]).σij − d0.75 (|S|)e

γij − Γi − Γj ≥M.yij

Γi,Γj , γij ∈ Z; Γi,Γj , γij ≥ 0; yij ∈ {0, 1}

(4.7)
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First, we define an indicator variable σij by equation 4.6 4, corresponding to each event mention

pair, that takes value 1 if (1) the event mentions at index i and j are coreferent; (2) the event mention

at index i doesn’t corefer to any of the mentions preceding it; and (3) mention at index j doesn’t

corefer to any event mention following it. Essentially, setting σij to 1 defines an event chain that

starts from the event mention i and ends at the event mention j.

Then with equation 4.7, variable σij is used to identify main event chains as those chains

which are extended to at least 75% of the document. When a chain is identified as a global chain,

we encourage it to have more coreferential mentions. Here, Γi (Γj) equals the sum of indicator

variables x corresponding to event pairs that include the event mention at index i (j) i.e. the number

of mentions that are coreferent to i (j), ϕ[i] (ϕ[j]) represents the sentence number of event mention

i (j), M is a large positive number and yij represents a slack variable that takes the value 0 if the

event chain represented by σij is a global chain. Given σi,j is identified as a global chain, variable

γij equals the sum of variables Γi and Γj and is used in the objective function ΘG (equation 4.5) to

encourage more coreferential mentions.

4.2.4 Cross-chain Inferences

As illustrated through Figure 4.1, semantically related events tend to have their mentions co-

occur within the same sentence. So, we define the objective function (equation 4.8) and constraints

(4.9) to favor a sentence with a mention from one event chain to also contain a mention from

another event chain, if the two event chains are known to have event mentions co-occur in several

other sentences.

ΘC = −
∑
m,n∈Ω

Φmn (4.8)

4Equation 4.6 can be implemented as

np + ns ≥
∑
k<i

xki +
∑
j<l

xjl − xij + (np + ns + 1).σij∑
k<i

xki +
∑
j<l

xjl − xij + (np + ns + 1).σij ≥ 0

where np, ns represent the number of event mentions preceding event mention i and the number of event mentions
following event mention j respectively.
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Φmn =
∑

i∈ξm,j∈ξn

xij

|ξm| > 1; |ξn| > 1; Φmn ∈ Z; Φmn ≥ 0

(4.9)

To do so, we first define a variable φmn that equals the number of coreferent event pairs in a

sentence pair, with each sentence having more than one event mention. We then define ΘC to

minimize the negative sum of φmn. Following the previous notations, ξm in the above equation

represents the event mentions in sentence m.

4.2.5 Modeling Segment-wise Distributional Patterns

The position of an event mention in a document has a direct influence on event coreference

chains. Event mentions that occur in the first few paragraphs are more likely to initiate an event

chain. On the other hand, event mentions in later parts of a document may be coreferential with a

previously seen event mention but are extremely unlikely to begin a new coreference chain. This

distributional association is even stronger in the journalistic style of writing. We model this through

a simple objective function and constraints (equation 7.1).

ΘD = −
∑

i∈ξm,j∈ξn

xij +
∑

k∈ξp,l∈ξq

xkl

s.t. m, n < bα|S|c; p, q > dβ|S|e

α ∈ [0, 1]; β ∈ [0, 1]

(4.10)

Specifically, for the event pairs that belong to the first α (or the last β) sentences in a document,

we add the negative (positive) sum of their indicator variables (x) in objective function ΘD.

The equation 7.1 is meant to inhibit coreference links between event mentions that exist within

the latter half of document. They do not influence the links within event chains that start early and

extend till the later segments of the document. It is also important to understand that position-based

features used in entity coreference resolution [Haghighi and Klein, 2007] are usually defined for

an entity pair. However, we model the distributional patterns of an event chain in a document.
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4.2.6 Restraining Subevents from Being Included in Coreference Chains

Subevents are known to be a major source of false coreference links due to their high surface

similarity with their parent events. Therefore, we discourage subevents from being included in

coreference chains in our model and modify the global optimization goal by adding a new objective

function (equation 4.11).

ΘS =
∑
s∈S

Γs (4.11)

where S represents the set of subevents in a document. We define the objective function ΘS as the

sum of Γs, where Γs equals the number of mentions that are coreferent to s. Then our goal is to

minimize ΘS and restrict the subevents from being included in coreference chains.

We identify probable subevents by using surface syntactic cues corresponding to identifying a

sequence of events in a sentence [Badgett and Huang, 2016]. In particular, a sequence of two or

more verb event mentions in a conjunction structure are extracted as subevents.

4.2.7 The full ILP Model and the Parameters

The equations 4.3-4.11 model correlations between non-local structures within or across event

chains and document topical structures. We perform ILP inference for coreference resolution

by optimizing a global objective function(Θ), defined in equation 4.12, that incorporates prior

knowledge by means of hard or soft constraints.

Θ = κBΘB + κTΘT + κGΘG + κCΘC + κDΘD + κSΘS (4.12)

Here, all the κ parameters are floating point constants. For the sake of simplicity, we set κB and κT

to 1.0 and κG = κC . Then we estimate the parameters κG(κC) and κD through 2-d grid search in

range [0, 5.0] at the interval of 0.5 on a held out training data. We found that the best performance

was obtained for κC = κG = 0.5 and κD = 2.5. Since, ΘS aims to inhibit subevents from being

included in coreference chains, we set a high value for κS and found that, indeed, the performance

remained same for all the values of κS in range [5.0,15.0]. In our final model, we keep κS = 10.0.

Also, we found that the performance is roughly invariant to the parameters κG and κC if they are

set to values between 0.5 and 2.5.
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In our experiments, we process each document to define a distinct ILP problem which is solved

using the PuLP library [Mitchell et al., 2011].

4.3 Evaluation

4.3.1 Experimental Setup

We trained our ILP system on the KBP 2015 English dataset and evaluated the system on KBP

2016 and KBP 2017 English datasets. All the KBP corpora include documents from both discus-

sion forum and news articles. Each discussion forum document consists of a series of posts in an

online discussion thread, which lacks coherent discourse structures as a regular document. Since

the goal of this study is to leverage discourse-level topic structure in a document for improving

event coreference resolution performance, we only evaluate the ILP system using regular docu-

ments (news articles) in the KBP corpora. Specifically, we train our event extraction system and

local coreference resolution classifier on 310 documents from the KBP 2015 corpus that consists

of both discussion forum documents and news articles, tune the hyper-parameters corresponding

to ILP using 50 news articles5 from the KBP 2015 corpus and evaluate our system on news articles

from the official KBP 2016 and 2017 evaluation corpora6 respectively. For direct comparisons,

the results reported for the baselines, including the previous state-of-the-art model, were based on

news articles in the test datasets as well.

4.3.2 Event Mention Identification

We use an ensemble of multi-layer feed forward neural network classifiers to identify event

mentions [Choubey and Huang, 2017b]. All basic classifiers are trained on features derived from

the local context of words. The features include the embedding of word lemma, absolute difference

between embeddings of word and its lemma, prefix and suffix of word and pos-tag and dependency

relation of its context words, modifiers and governor. We trained 10 classifiers on same feature

sets with slightly different neural network architectures and different training parameters including

5KBP 2015 dataset consists of 181 and 179 documents from discussion forum and news articles respectively. We
randomly picked 50 documents from news articles for tuning ILP hyper-parameters and the remaining 310 documents
for training classifiers.

6There are 85 and 83 news articles in KBP 2016 and 2017 corpora respectively.

36



Lu and Ng [2017] Ours
Corpus Untyped Typed Untyped Typed
KBP 2016 60.13 49.00 60.03 45.45
KBP 2017 - - 62.89 49.34

Table 4.2: F1 scores for event mention extraction system [Choubey and Huang, 2017b] on the KBP
2016 and 2017 corpus. Reprinted with perimission from Choubey and Huang [2018].

dropout rate, optimizer, learning rate, epochs and network initialization. All the classifiers use

relu, tanh and softmax activations in the input, hidden and output layers respectively. We use

GloVe vectors [Pennington et al., 2014] for word embeddings and one-hot vectors for pos-tag and

dependency relations in each individual model. Pos-tagging, dependency parsing, named entity

recognition and entity coreference resolution are performed using Stanford CoreNLP [Manning

et al., 2014]

Table 4.2 shows the event mention identification results. We report the F1 score for event

mention identification based on the KBP scorer, which considers a mention correct if its span,

type, and subtype are the same as the gold mention and assigns a partial score if span partially

overlaps with the gold mention. We also report the event mention identification F1 score that

only considers mention spans and ignores mention types. We can see that compared to the recent

system by [Lu and Ng, 2017] which conducts joint inferences of both event mention detection and

event coreference resolution, detecting types for event mentions is a major bottleneck to our event

extraction system.

4.3.3 Baseline Systems

We compare our document-structure guided event coreference resolution model with three

baselines.

Local classifier performs greedy merging of event mentions using scores predicted by the lo-

cal pairwise coreference resolution classifier. An event mention is merged to its best matching

antecedent event mention if the predicted score between the two event mentions is highest and
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greater than 0.5.

Clustering performs spectral graph clustering [Pedregosa et al., 2011], which represents com-

monly used clustering algorithms for event coreference resolution. We used the relation between

the size of event mentions and the number of coreference clusters in training data for pre-specifying

the number of clusters. Its low performance is partially accounted to the difficulty of determining

the number of coreference clusters.

Joint learning uses a structured conditional random field model that operates at the document

level to jointly model event mention extraction, event coreference resolution and an auxiliary task

of event anaphoricity determination [Lu and Ng, 2017].

4.3.4 Our Systems

We gradually augment the ILP baseline with additional objective functions and constraints

described in sub-sections 4.2.3, 4.2.4, 4.2.5 and 4.2.6. In all the systems below, we combine

objective functions with their corresponding coefficients (as described in sub-section 4.2.7).

The Basic ILP System formulates event coreference resolution as an ILP optimization task. It

uses scores produced by the local pairwise classifier as weights on variables that represent ILP

assignments for event coreference relations. (Equations 6.3, 4.2).

+Topic structure incorporates the topical structure and the characteristics of main event chains in

baseline ILP system (Equations 6.3-4.5).

+Cross-chain adds constraints and objective function defined for cross-chain inference to the Top-

ical structure system (Equations 6.3-4.8).

+Distribution further adds distributional patterns to the Cross-chain system (Equations 6.3-7.1).

+Subevent (Full) optimizes the objective function defined in equation 4.12 by considering all the

constraints defined in 6.3-4.11, including constraints for modeling subevent structures.

4.3.5 Results and Analysis

Table 4.3 shows performance comparisons of our ILP systems with other event coreference

resolution approaches including the joint learning approach [Lu and Ng, 2017] which is one of the
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KBP 2016
Model B3 CEAFe MUC BLANC AV G
Local classifier 51.47 47.96 26.29 30.82 39.13
Clustering 46.97 41.95 18.79 26.88 33.65
Basic ILP 51.44 47.77 26.65 30.95 39.19
+Topic structure 51.44 47.94 28.86 31.87 40.03
+Cross-chain 51.09 47.53 31.27 33.07 40.74
+Distribution 51.06 48.28 33.53 33.63 41.62
+Subevent 51.67 49.1 34.08 34.08 42.23
Joint learning 50.16 48.59 32.41 32.72 40.97

KBP 2017
Local classifier 50.24 48.47 30.81 29.94 39.87
Clustering 46.51 40.21 23.10 25.08 33.72
Basic ILP 50.4 48.49 31.33 30.58 40.2
+Topic structure 50.39 48.23 33.08 31.26 40.74
+Cross-chain 50.39 47.67 35.15 31.88 41.27
+Distribution 50.42 48.67 37.52 32.08 42.17
+Subevent 50.35 48.61 37.24 31.94 42.04

Table 4.3: Results for our heuristics-based event coreference resolution systems on the KBP 2016
and 2017 corpus. Joint learning results correspond to the actual result files evaluated in [Lu and
Ng, 2017]. Reprinted with perimission from Choubey and Huang [2018].

best performing models on the KBP 2016 corpus. For both datasets, the full discourse structure

augmented model achieved superior performance compared to the local classifier-based system.

The improvement is observed across all metrics with an average F1 gain of 3.1 for KBP 2016 and

2.17 for KBP 2017. Most interestingly, we see over 28% improvement in the MUC F1 score which

directly evaluates the pairwise coreference link predictions. This implies that the document level

structures, indeed, help in linking more coreferent event mentions, which otherwise are difficult

with the local classifier trained on lexical and surface features. Our ILP based system also outper-

forms the previous best model Lu and Ng [2017] on the KBP 2016 corpus consistently using all

the evaluation metrics, with an overall improvement of 1.21 based on the average F1 scores.

In Table 4.3, we also report the F1 scores when we increasingly add each type of structure in

the ILP baseline. Among different scoring metrics, all structures positively contributed to the MUC

and BLANC scores for KBP 2016 corpus. However, subevent-based constraints slightly reduced
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the F1 scores on KBP 2017 corpus. Based on our preliminary analysis, this can be accounted to

the simple method applied for subevent extraction. We only extracted 31 subevents in KBP 2017

corpus compared to 211 in KBP 2016 corpus.

4.4 Conclusions

We have presented an ILP based joint inference system for event coreference resolution that

utilizes scores predicted by a pairwise event coreference resolution classifier, and models sev-

eral aspects of correlations between event coreference chains and document level topic structures,

including the correlation between the main event chains and topic transition sentences, interde-

pendencies among event coreference chains, genre-specific coreferent mention distributions and

subevents. We have shown that these structures are generalizable on news documents by con-

ducting experiments on both the KBP 2016 and KBP 2017 datasets. Our model outperformed the

previous state-of-the-art model across all coreference scoring metrics.
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5. DISCOURSE AS A FUNCTION OF EVENT: PROFILING DISCOURSE STRUCTURE IN

NEWS ARTICLES AROUND THE MAIN EVENT1

Detecting and incorporating discourse structures is important for achieving text-level language

understanding. Several well-studied discourse analysis tasks, such as RST [Mann and Thomp-

son, 1988] and PDTB style [Prasad et al., 2008] discourse parsing and text segmentation [Hearst,

1994], generate rhetorical and content structures that have been shown useful for many NLP ap-

plications. But these widely applicable discourse structures overlook genre specialties. In this

chapter, we focus on studying content structures specific to news articles. We believe that genre-

specific discourse structures can effectively complement genre independent discourse structures

and are essential for achieving deep story-level text understanding.

What is in a news article? Normally, we expect a news article to describe well-verified facts

of newly happened events, aka the main events. However, almost no news article limits itself to

reporting only the main events. Most news articles also report context-informing contents, includ-

ing recent precursor events and current general circumstances, that are meant to directly explain

the cause or the context of main events. In addition, they often contain sentences providing further

supportive information that is arguably less relevant to main events, comprising of unverifiable

or hypothetical anecdotal facts, opinionated statements, future projections, and historical back-

grounds. Apparently, the relevance order of sentences is not always aligned with their textual

order, considering that sentences in a news article are ordered based on their vague importance that

is generally determined by multiple factors, including content relevance as well as other factors

such as the focus of an article, the author’s preferences, and writing strategies.

While a number of theoretical studies for news discourse exist, little prior effort has been put

into computational modeling and automatic construction of news content structures. We introduce

1Reprinted with permission from “Discourse as a Function of Event: Profiling Discourse Structure in News Articles
around the Main Event” by Prafulla Kumar Choubey, Aaron Lee, Ruihong Huang, and Lu Wang. Proceedings of the
58th Annual Meeting of the Association for Computational Linguistics, pages 5374–5386, July 5 - 10, 2020. Copyright
2020 by Association for Computational Linguistics.
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a new task and a new annotated text corpus for profiling news discourse structure that catego-

rizes contents of news articles around the main event. The NewsDiscourse corpus consists of 802

news articles (containing 18,155 sentences), sampled from three news sources (NYT, Xinhua and

Reuters), and covering four domains (business, crime, disaster and politics). In this corpus, we la-

bel each sentence with one of eight content types reflecting common discourse roles of a sentence

in telling a news story, following the news content schemata proposed by Van Dijk [Teun A, 1986,

Van Dijk, 1988a,b] with several minor modifications.

Next, we present several baselines for automatically identifying the content type of sentences.

The experimental results show that a decent performance can be obtained using a basic neural

network-based multi-way classification approach. The sentence classification performance can

be further improved by modeling interactions between sentences in a document and identifying

sentence types in reference to the main event of a document.

5.1 Elements of Discourse Profiling

We consider sentences to be units of discourse and define eight schematic categories to study

their roles within the context of the underlying main event. The original Van Dijk’s theory was

designed for analyzing discourse functions of individual paragraphs with respect to the main event

and the pilot study done by Yarlott et al. [2018] also considered paragraphs as units of annotations.

Observing that some paragraphs contain more than one type of content, we decided to conduct

sentence-level annotations instead to minimize disagreements between annotators and allow con-

sistent annotations2.

Table 5.1 contains an example for each content type. Consistent with the theory presented by

Van Dijk [1988a], the categories are theoretical and some of them may not occur in every news

article.
2Our two annotators agreed that the majority of sentences describe one type of content. For a small number of

sentences that contain a mixture of contents, we ask our annotators to assign the label that reflects the main discourse
role of a sentence in the bigger context.
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Main Content Fine-grained
type

(1) U.S. President Donald Trump tried on Tuesday to calm a storm over his failure
to hold Russian President Vladimir Putin accountable for meddling in the 2016
U.S. election, saying he misspoke in a joint news conference in Helsinki.

Main Event

(2) The rouble fell 1.2 percent on Tuesday following Trump’s statement. Consequence
Context-informing Content Fine-grained

type
(3) Trump praised the Russian leader for his “strong and powerful” denial of the
conclusions of U.S. intelligence agencies that the Russian state meddled in the
election.

Previous Event

(4) Special Counsel Robert Mueller is investigating that allegation and any possible
collusion by Trump’s campaign.

Current Con-
text

Additional Supportive Content Fine-grained
type

(5) Congress passed a sanctions law last year targeting Moscow for election med-
dling.

Historical
Event

(6) “The threat of wider sanctions has grown,” a businessman told Reuters, declin-
ing to be named because of the subject’s sensitivity.

Anecdotal
Event

(7) Republicans and Democrats accused him of siding with an adversary rather than
his own country.

Evaluation

(8) McConnell and House Speaker Paul Ryan, who called Russia’s government
“menacing,” said their chambers could consider additional sanctions on Russia.

Expectation

Table 5.1: Examples for eight fine-grained content types used for news discourse profiling.
Reprinted with permission from Choubey et al. [2020].

5.1.1 Main Contents

Main content describes what the text is about, the most relevant information of the news article.

It describes the most prominent event and its consequences that render the highest level topic of

the news report. Main Event (M1) introduces the most important event and relates to the major

subjects in a news report. It follows strict constraints of being the most recent and relevant event

and directly monitors the processing of remaining document. Categories of all other sentences in

the document are interpreted with respect to the main event. Consequence (M2) informs about the

events that are triggered by the main news event. They are either temporally overlapped with the

main event or happens immediately after the main event.
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5.1.2 Context-informing Contents

Context-informing sentences provide information related to the actual situation in which the

main event occurred. It includes the previous events and other contextual facts that directly explain

the circumstances that led to the main event. Previous Event (C1) describes the real events that

preceded the main event and now act as possible causes or pre-conditions for the main event.

They are restricted to events that have occurred very recently, within the last few weeks. Current

Context (C2) covers all the information that provides context for the main event. They are mainly

used to activate the situation model of current events and states that help to understand the main

event in the current social or political construct. They have temporal co-occurrence with the main

event or describe the ongoing situation.

5.1.3 Additional Supportive Contents

Finally, sentences containing the least relevant information, comprising of unverifiable or hypo-

thetical facts, opinionated statements, future projections, and historical backgrounds, are classified

as distantly-related content. Historical Event (D1) temporally precedes the main event in months

or years. It constitutes the past events that may have led to the current situation or indirectly relates

to the main event or subjects of the news article. Anecdotal Event (D2) includes events with spe-

cific participants that are difficult to verify. It may include fictional situations or personal accounts

of incidents of an unknown person especially aimed to exaggerate the situation. Evaluation (D3)

introduces reactions from immediate participants, experts, or known personalities that are opin-

ionated and may also include explicit opinions of the author or those of the news source. They

are often meant to describe the social or political implications of the main event or evaluation of

the current situation. Typically, it uses statements from influential people to selectively emphasize

their viewpoints. Expectation (D4) speculates on the possible consequences of the main or con-

textual events. They are essentially opinions, but with far stronger implications where the author

tries to evaluate the current situation by projecting possible future events.
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M1 M2 C1 C2
Business 336(8.5) 40(1.0) 225(5.8) 1,041(26.6)
Crime 374(10.4) 78(2.2) 271(7.5) 941(26.1)
Disaster 407(10.6) 206(5.3) 223(5.8) 1,032(26.8)
Politics 475(10.4) 21(0.4) 218(4.8) 954(20.9)

D1 D2 D3 D4 N/A
Business 238(6.1) 70(1.8) 1,049(26.8) 545(13.9) 368(9.4)
Crime 510(14.2) 77(2.1) 816(22.7) 204(5.7) 328(9.1)
Disaster 139(3.6) 330(8.6) 741(19.2) 405(10.5) 368(9.5)
Politics 228(5.0) 85(1.9) 1,492(32.7) 679(14.9) 414(9.1)

Table 5.2: Distribution of content type labels (discourse profiling) across domains, with percent-
ages shown within parentheses. Reprinted with permission from Choubey et al. [2020].

M1 M2 C1 C2
NYT 492(8.4) 97(1.7) 342(5.8) 1401(24.0)
Xinhua 667(13.6) 95(1.9) 361(7.4) 1249(25.5)
Reuters 624(8.4) 195(2.6) 391(5.1) 1837(24.8)
NYT_KBP 191(8.6) 42(1.9) 157(7.0) 519(23.3)

D1 D2 D3 D4 N/A
NYT 714(12.2) 197(3.4) 1876(32.1) 532(9.1) 197(3.3)
Xinhua 214(4.4) 96(2.0) 953(19.5) 525(10.7) 736(15.0)
Reuters 571(7.7) 316(4.3) 1867(25.2) 924(12.5) 686(9.3)
NYT_KBP 384(17.3) 47(2.1) 598(26.9) 148(6.7) 141(6.3)

Table 5.3: Distribution of content type labels (discourse profiling) across media sources, with
percentages shown within parentheses. Reprinted with permission from Choubey et al. [2020].

5.1.4 Speech vs. Not Speech

In parallel with discourse profiling annotations, we also identify sentences that contain direct

quotes or paraphrased comments stated directly by a human and label them as Speech. We assign

a binary label, Speech vs. Not Speech, to each sentence independently from the annotations of

the above eight schematic discourse roles. Note that Speech sentences may perfectly be annotated

with any of the eight news discourse roles based on their contents, although we expect Speech

sentences to serve certain discourse roles more often, such as evaluation and expectation.
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5.1.5 Modifications to the Van Dijk Theory

The Van Dijk’s theory was originally based on case studies of specific news reports. To ac-

commodate wider settings covering different news domains and sources, we made several minor

modifications to the original theory. First, we label both comments made by external sources (la-

beled as “verbal reactions” in the original theory) and comments made by journalistic entities as

speech and label speech with content types as well. Second, we added a new category, anecdotal

event (D2), to distinguish unverifiable anecdotal facts from other contents. Anecdotal facts are

quite prevalent in the print media. Third, we do not distinguish news lead sentences that summa-

rize the main story from other Main Event (M1) sentences, considering that lead sentences pertain

to the main event and major subjects of news.

5.2 Dataset Creation and Statistics

The NewsDiscourse corpus consists of 802 openly accessible news articles containing 18,155

sentences3 annotated with one of the eight content types or N/A (sentences that do not contribute to

the discourse structure such as photo captions, text links for images, etc.) as well as Speech labels.

The documents span across the domains of business, crime, disaster, and politics from three major

news sources that report global news and are widely used: NYT (USA), Reuters (Europe), and

Xinhua (China). We include 300 articles each (75 per domain) from Reuters and Xinhua that are

collected by crawling the web and cover news events between 2018-‘19. NYT documents are

taken from existing corpora, including 102 documents from KBP 20154 [Ellis et al., 2015] and 100

documents (25 per domain) from the annotated NYT corpus [Evan, 2008].

We trained two annotators for multiple iterations before we started the official annotations. In

the beginning, each annotator completed 100 common documents (Eight from each of the domains

and sources and four from the KBP) within the corpus to measure the annotator’s agreement.

3Note that only sentences within the body of the news article are considered for annotation and headlines are
considered as independent content. We used NLTK [Bird et al., 2009] to identify sentence boundaries in the body text.
Occasionally, one sentence is wrongly split into multiple sentences, the annotators were instructed to assign them with
the same label.

4KBP documents are not filtered for different domains due to the small size of the corpus.
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The two annotators achieved Cohen’s κ score [Cohen, 1968] of 0.69144, 0.72389, and 0.87525

for the eight fine-grained, three coarse-grained, and Speech label annotations respectively. Then,

the remaining documents from each domain and news source were split evenly between the two

annotators.

Detailed distributions of the created corpus, including distributions of different content types

across domains and media sources, are reported in Tables 5.2 and 5.3 respectively. We find that

distributions of content types vary depending on either domains or media sources. For instance,

disaster documents report more consequences (M2) and anecdotal events (D2), crime documents

contain more previous events (C1) and historical events (D1), while politics documents have the

most opinionated contents (sentences in categories D3 and D4) immediately followed by business

documents. Furthermore, among different sources, NYT articles are the most opinionated and de-

scribe historical events most often, followed by Reuters. In contrast, Xinhua articles have relatively

more sentences describing the main event.

Speech labels and content type labels are separately annotated and each sentence has both a

content-type label and a speech label (binary, speech vs. not speech). In the created corpus, 5535

out of 18,155 sentences are labeled as speech.

5.3 Document-level Neural Network Model for Discourse Profiling

A wide range of computational models has been applied for extracting different forms of dis-

course structures. However, across several tasks, neural network methods [Ji and Eisenstein, 2015,

Becker et al., 2017] are found the most effective, with relatively superior performance obtained by

modeling discourse-level context [Dai and Huang, 2018a,b].

As an initial attempt, we use a hierarchical neural network to derive sentence representations

and document encoding, and model associations between each sentence and the main topic of

the document when determining content types for sentences. Shown in Figure 5.1, it first uses

a word-level bi-LSTM layer [Hochreiter and Schmidhuber, 1997] with soft-attention over word

representations to generate intermediate sentence representations which are further enriched with

the context information using another sentence-level bi-LSTM. Enriched sentence representations
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Figure 5.1: Neural-network architecture incorporating document encoding for news discourse pro-
filing. Reprinted with permission from Choubey et al. [2020].

are then averaged with their soft-attention weights to generate document encoding. The final pre-

diction layers model associations between the document encoding and each sentence encoding to

predict sentence types.

Context-aware sentence encoding: Let a document be a sequence of sentences {s1, s2..sn},

which in turn are sequences of words {(w11, w12..) .. (wn1, wn2, ..)}. We first transform a sequence

of words in each sentence to contextualized word representations using ELMo [Peters et al., 2018]

followed by a word-level biLSTM layer to obtain their hidden state representations Hs. Then,

we take weighted sums of hidden representations using soft-attention scores to obtain interme-

diate sentence encodings (Si) that are uninformed of the contextual information. Therefore, we

apply another sentence-level biLSTM over the sequence of sentence encodings to model interac-

tions among sentences and smoothen context flow from the headline until the last sentence in a

document. The hidden states (Ht) of the sentence-level bi-LSTM are used as sentence encodings.
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Hsi = biLSTMword(si) ∈ Rni×2drnn

αsi [k] = Ws1(tanh(Ws2hsi [k] + bs2)) + bs1 ∈ R

Asi = softmax(αsi) ∈ Rni

Si =
∑
k

Asi [k].Hsi [k] ∈ R2drnn

Ht = biLSTMsentence([S1, S2..Sn]) ∈ Rn×2drnn

(5.1)

Document Encoding: We generate a reference document encoding, as a weighted sum over sen-

tence encodings using their soft-attention weights.

αt[i] = Wd1(tanh(Wd2ht[i] + bd2)) + bd1 ∈ R

At = softmax(αt) ∈ Rn

D =
∑
i

At[i].Ht[i] ∈ R2drnn

(5.2)

Modeling associations with the main topic: Sentence types are interpreted with respect to the

main event. However, while the sentence-level biLSTM augments sentence representations with

the local context, they may be still unaware of the main topic. Therefore, we compute element-

wise products and differences between the document encoding and a sentence encoding to measure

their correlations and further concatenate the products and differences with the sentence encoding

to obtain the final sentence representation (ti) that is used for predicting its sentence type.

ti = [ht[i];D − ht[i];D ∗ ht[i]] (5.3)

Predicting Sentence Types: First, we use a two-layer feed-forward neural network as a regular

classifier to make local decisions for each sentence based on the final sentence representations.

In addition, news articles are known to follow inverted pyramid [Bell, 1998] or other commonly

used styles where the output labels are not independent. Therefore, we also use a linear chain CRF

[Lafferty et al., 2001] layer on the output scores of the local classifier to model dependence among

discourse labels.
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5.4 Evaluation

We split 802 documents into training/dev/test sets of 502/100/200 documents. The training set

includes 50 documents from each domain in Reuters and Xinhua, 9 documents from each domain

in NYT, and 66 documents from KBP; the dev set includes 8 documents from each domain and

source and 4 documents from KBP; and the test set includes 17 documents from each domain in

Reuters and Xinhua, 8 documents from each domain in NYT and 32 documents from KBP. The

dataset is released with the standard split we used in our experiments. For evaluation, we calculate

the F1 score for each content type as well as micro and macro F1 scores.

5.4.1 Baseline Models

Feature-based (SVM) uses linear SVM classifier [Pedregosa et al., 2011] over features used by

Yarlott et al. [2018], including bag of words, tf-idf and 100-dimensional paragraph vectors obtained

through Doc2Vec [Le and Mikolov, 2014] implementation in Gensim [Řehůřek and Sojka, 2010].

Following Yarlott et al. [2018], we set minimum α to 0.01, minimum word count to 5 for Doc2Vec

model and train it for 50 epochs. All three features are built on the entire training corpus and the

value of C in SVM classifier is set to 10.

Basic Classifier uses only the word-level bi-LSTM with soft-attention to learn sentence representa-

tions followed by the local feed forward neural network classifier to make content type predictions.

5.4.2 Proposed Document-level Models

Document LSTM adds the sentence-level BiLSTM over sentence representations obtained from

the word-level BiLSTM to enrich sentence representations with local contextual information.

+Document Encoding uses document encoding for modeling associations with the main topic and

obtains the final sentence representations as described previously.

+Headline replaces document encoding with headline sentence encoding generated from the word-

level biLSTM. Headline is known to be a strong predictor for the main event [Choubey et al., 2018].

CRF Fine-grained and CRF Coarse-grained adds a CRF layer to make content type predictions
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for sentences which models dependencies among fine-grained (eight content types) and coarse-

grained (main vs. context-informing vs. supportive contents) content types respectively.

5.4.3 Implementation Details

We set the dimension of the hidden state to 512 for both word-level and sentence-level biL-

STMs in all our models. Similarly, we use two-layered feed-forward networks with 1024-512-1

units to calculate attention weights for both the BiLSTMs. The final classifier uses two-layer feed-

forward networks with 3072-1024-9 units for predicting sentence types. All models are trained

using Adam [Kingma and Ba, 2014] optimizer with the learning rate of 5e-5. For regularization,

we use dropout [Srivastava et al., 2014] of 0.5 on the output activations of both BiLSTMs and all

neural layers. Word embeddings are kept fixed during the training. All the neural model are trained

for 15 epochs and we use the epoch yielding the best validation performance.

To alleviate the influence of randomness in neural model training and obtain stable experi-

mental results, we run each neural model ten times with random seeds and report the average

performance.

5.4.4 Results and Analysis

Tables 5.4 and 5.5 show the results from our experiments for content-type and speech label

classification tasks. We see that a simple word-level biLSTM based basic classifier outperforms

features-based SVM classifier [Yarlott et al., 2018] by 10.5% and 11.8% on macro and micro

F1 scores respectively for content-type classification. Adding a sentence-level BiLSTM helps

in modeling contextual continuum and improves performance by additional 4.4% on macro and

2.7% on micro F1 scores. Also, as content types are interpreted with respect to the main event,

modeling associations between a sentence representation and the referred main topic representation

using the headline or document embeddings improves averaged macro F1 score by 0.6% and 1.2%

respectively. Empirically, the model using document embedding performs better than the one

with headline embedding by 0.6% implying skewed headlining based on recency which is quite

prevalent in news reporting.
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Models M1 M2 C1 C2 D1 D2 D3 D4
F1 Scores

Feature-based (SVM) 34.0 8.0 18.0 44.0 45.0 14.0 52.0 44.0
Basic Classifier 42.5 24.7 18.2 55.4 59.6 28.5 66.1 52.5
Document LSTM 49.3 27.3 20.2 57.0 63.6 45.8 67.4 55.6

+Headline 49.8 30.0 21.8 56.7 63.2 42.7 66.8 58.7
+Document encoding 49.6 27.9 22.5 58.1 64.1 48.1 67.4 57.6

CRF Fine-grained 47.7 26.4 22.2 56.0 63.3 45.2 66.4 55.2
CRF Coarse-grained 48.4 29.3 21.6 55.9 62.9 47.2 66.7 54.2

Models Macro Micro F1
P R F1

Feature-based (SVM) 39.1 37.9 38.3 45.7
Basic Classifier 52.6 47.9 48.8(±0.8) 57.5(±0.6)
Document LSTM 56.6 52.6 53.2(±0.7) 60.2(±1.0)

+Headline 57.3 52.9 53.8(±0.7) 60.4(±1.0)
+Document encoding 56.9 53.7 54.4(±0.8) 60.9(±0.7)

CRF Fine-grained 55.4 52.9 52.9(±1.4) 59.4(±1.1)
CRF Coarse-grained 55.6 53.4 53.5(±0.9) 59.6(±0.7)

Table 5.4: Performance of different systems on fine-grained discourse content type classification
task. All results correspond to average of 10 training runs with random seeds. In addition, we
report standard deviation for both macro and micro F1 scores. Reprinted with permission from
Choubey et al. [2020].
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Systems P R F1
Feature-based (SVM) 61.0 71.0 69.0
Basic Classifier 81.6 80.7 81.2(±0.4)
Document LSTM 80.7 83.6 82.2(±0.7)

Table 5.5: Performance of different systems on speech label classification task. Reprinted with
permission from Choubey et al. [2020].

We further aim to improve the performance by using CRF models to capture interdependencies

among different content types, however, CRF models using both fine-grained and coarse-grained

label transitions could not exceed a simple classifier model. The inferior performance of CRF

models can be explained by variations in news content organization structures (such as the inverted

pyramid, narrative, etc.), further implying the need to model those variations separately.

Similarly, for speech label classification task, word-level biLSTM model achieves 12.2% higher

F1 score compared to the feature-based SVM classifier which is further improved by 1.0% with

document-level biLSTM.

5.5 Conclusion

We have created the first broad-coverage corpus of news articles annotated with a theoretically

grounded functional discourse structure. Our initial experiments using neural models ascertain the

computational feasibility of this task.
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6. IMPROVING EVENT COREFERENCE RESOLUTION BY INCORPORATING NEWS

DISCOURSE STRUCTURES1

In chapter 4, we proposed the first holistic approach that captures several specific distributional

patterns of coreferential event mentions using heuristics, to address the problem of severe distri-

butional sparsity with event coreference resolution. The heuristics-based approach yielded clear

empirical improvements over conventional clustering-based methods.

We further argue that many of the distributional patterns observed in chapter 4 can be explained

and systematically identified by examining the functional structure of news discourse described in

chapter 5. In order to verify this proposition, we associate event coreferences with news discourse

structure in two ways. First, whether an event mention occurs as a singleton or a part of corefer-

ence chain depends on the nature of the event that is constrained by the discourse function of the

sentence containing the event mention. For instance, the main event is often repeated several times

in a news article while old historical events might only be mentioned once in sentences dedicated

for describing historical backgrounds. Second, the number and locations of coreferential mentions

are governed by the discourse role of an event and sentences containing the event as well, consid-

ering that the main event may appear in sentences focused on introducing the main event as well

as sentences informing the general circumstances, while context events may only be mentioned in

context-informing sentences.

We take the annotated KBP 2015 subset of NewsDiscourse corpus and analyze the dependency

between event structure and document-level content structure. Further, we train the hierarchical

content structure classifier, described in section 5.3, on the 2015 subset to identify discourse roles

of sentences and another content-structure aware singleton classifier that distinguishes singletons

from coreferential mentions. We then use predicted sentence content types and singleton predic-

1Reprinted with permission from “Discourse as a Function of Event: Profiling Discourse Structure in News Articles
around the Main Event” by Prafulla Kumar Choubey, Aaron Lee, Ruihong Huang, and Lu Wang. Proceedings of the
58th Annual Meeting of the Association for Computational Linguistics, pages 5374–5386, July 5 - 10, 2020. Copyright
2020 by Association for Computational Linguistics.
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M1 M2 C1 C2 D1 D2 D3 D4
51% 91% 79% 84% 86% 95% 84% 83%

Table 6.1: Percentages of singleton events in sentences of each content type in the subset of KBP
2015 corpus with discourse profiling annotations. Reprinted with permission from Choubey et al.
[2020].

tions along with pairwise coreference scores from a typical pairwise event coreference resolution

classifier to jointly predict all event coreference clusters in an ILP formulation. Experimental re-

sults on the benchmark event coreference resolution datasets, the KBP 2016 [Ellis et al., 2016]

and KBP 2017 [Getman et al., 2017] corpora, show that our systematic approach of identifying

and incorporating content structure in an event coreference resolution system greatly improves the

performance over the previous best heuristics-based approach.

6.1 Correlations between Event Coreferences and Content Structure

We investigate uses of news discourse profiling for event coreference resolution by analyzing

102 documents from the KBP 2015 corpus included in our NewsDiscourse Corpus. We analyze the

lifespan and spread of event coreference chains over different content types. First, table 6.1 shows

the percentage of events that are singletons out of all the events that appear in sentences of each

content type. We can see that in contrast to main event sentences (M1), other types of sentences

are more likely to contain singleton events.

We further analyze characteristics of non-singleton events to identify positions of their coref-

erential mentions and the spread of coreference chains in a document. Motivated by van Dijk’s

theory, we hypothesize that the main events appear in each type of sentence, but the likelihoods of

seeing the main events in a sentence may vary depending on the sentence type. We consider events

that appear in the news headline to approximate the main events of a news article. As shown in

Table 6.2, around 58%2 of main event sentences (M1) contain at least one headline event, in ad-
2While all the main event sentences are expected to mention some main event, we use headline events to approx-

imate main events and headline events do not cover all the main events of a news article. As shown in our previous
work [Choubey et al., 2018], identifying main events is a challenging task in its own right and main events do not
always occur in the headline of a news article. In addition, event annotations in the KBP corpora only consider a
limited set of event types, seven types specifically, therefore, if main events do not belong to those seven types, they
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M1 M2 C1 C2 D1 D2 D3 D4
58% 15% 23% 15% 10% 9% 14% 14%

Table 6.2: Percentages of sentences of each content type that contain a headline main event in the
subset of KBP 2015 corpus with discourse profiling annotations. Reprinted with permission from
Choubey et al. [2020].

M1 M2 C1 C2 D1 D2 D3 D4
13% 0% 33% 49% 69% 100% 49% 13%

Table 6.3: Percentages of intra-type events out of non-singleton events in sentences of each con-
tent type in the subset of KBP 2015 corpus with discourse profiling annotations. Reprinted with
permission from Choubey et al. [2020].

dition, context-informing sentences (C1+C2), especially sentences focusing on discussing recent

pre-cursor events (C1), are more likely to mention headline events as well.

Other than the main events, we observe that many events have all of their coreferential mentions

appear within sentences of the same content type. We call such events intra-type events. In other

words, an intra-type event chain starts from a sentence of any type and dies out within sentences of

the same content type. Table 6.3 shows the percentage of intra-type event chains out of all the event

chains that begin in a certain type of sentence. We can see that non-main contents (e.g., content

types C2-D3) are more likely to be self-contained from introducing to finishing describing an

event. In particular, historical (D1) and anecdotal (D2) contents exhibit an even stronger tendency

of having intra-type event repetitions compared to other non-main content types.

6.1.1 Comparisons with Heuristics from Chapter 4

We draw associations between event coreferences and the news discourse profiling and accord-

ingly, present a systematic method for identifying and incorporating content structure for event

coreference resolution. When compared to heuristics in chapter 4, we observe the following two

correspondences.

are not annotated as events, which also contributes to the imperfect percentage of main event sentences containing a
headline event.
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• In chapter 4, we hypothesized that the main event often appears in topic transition sentences,

but after noting that fine-grained topic segmentation within a document is difficult, we simply

identified topic transition sentences as sentences that are mutually similar to each other by

using a sentence similarity metric. Those topic transition sentences are akin to sentences

of the main event content type, and here we present a systematic approach to identify the

content type of any sentence (Section 6.2).

• Secondly, our heuristic rules distinguished local coreference chains from global coreference

chains by using the stretch3 of an event chain. But they failed to explain the nature of events

featuring local coreference chains. With news discourse profiling, it becomes clear that local

coreference chains correspond to events that are historical or anecdotal etc., that often appear

within sentences of one non-main content type.

6.2 Content Structure-aware Singleton Classifier

We adjust the hierarchical discourse profiling system (Figure 5.1), to identify discourse roles

of sentences as well as event singletons with shared model architecture (Figures 6.1). Given the

enriched sentence representation (ti) from equation 5.3, we first use a single-layer feed-forward

neural network to obtain final sentence representations (T ).

Ti = tanh(WDti + bD)) ∈ Rdrnn (6.1)

Identifying Discourse Role of Sentences we simply apply a linear classification layer over the

final sentence representation from the shared model (Ti) to identify its content type.

Identifying Event Singletons we use a separate word-level biLSTM layer to encode event token

along with its context in the sentence. We then combine the contextualized event representation

with its final sentence representation (Ti) and document representation (D) and apply a two-layer

feed-forward neural network to identify singletons. Let ‘e’ denotes the index of an event mention

3Defined as the number of sentences between the first and the last event mention based on their textual positions.
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Figure 6.1: Neural-network model for discourse profiling and singleton event classification.

in sentence si, our singleton classifier is described as:

HE = biLSTMevent(si) ∈ Rni×2drnn

E = [hE [e];D;Ti] ∈ R6drnn

P = WE1(tanh(WE2E + bE2)) + bE1 ∈ R

(6.2)

6.3 ILP for Event Coreference Resolution

Let λ refers the set of all event mentions in a document and pij equals the score from the local

pairwise classifier denoting event mentions ‘i’ and ‘j’ are coreferential. Similar to chapter 4, we

formulate the baseline objective function that minimizes equation 6.3.

ΘB =
∑

i∈λ,j∈λ
−log(pij)xij − log(1− pij)(¬xij)

s.t. xij ∈ {0, 1}

(6.3)

We then add constituent objective functions (equation 6.4) and new constraints to the baseline ob-

jective to incorporate document-level content structure, including repetitions of headline events in

main content (ΘM ) as well as in consequence, previous event and current context (ΘC), intra-type
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coreference chains in non-main contents (ΘL) and exclusion of singletons from event coreferential

chains (ΘS) while reinforcing non-singletons to have more coreferential mentions (ΘN ).

Θ = ΘB +KMΘM +KCΘC +KLΘL +KSΘS +KNΘN (6.4)

The weighting parameters for all the constituent objective functions were obtained through grid

search. We first preset all the values to 0.5 and then searched each parameter in the multiples of

0.5 over the range from 0.5 to 5. We found that the best performance was obtained for KM=3.0,

KC=1.0, KS=2.5, and KN=0.5. Also, the best values for KL are 0.5 for content types M2-C1 and

1.0 for content types C2-D8.

6.3.1 Infusing Singletons Score in the ILP Forumlation

Intuitively, coreferential event mentions and singletons are exclusive to each other. However,

enforcing such mutual exclusion would be extremely unstable when both system predicted single-

tons and event coreference scores are imperfect. Therefore, we simply discourage singletons from

being included in any coreference chains and encourage non-singletons to form more coreferential

links in our model by adding two constituent objective functions ΘS and ΘN (equation 6.5).

ΘS =
∑

i∈λ,j∈λ,i∨j∈S
xij ; ΘN = −

∑
i∈λ,j∈λ,i∧j∈N

xij (6.5)

Where S andN are predicted singletons and non-singletons from content-structure aware singleton

classifier. The relaxed ΘS and ΘN based implementation allows violations for predicted singletons

when its pairwise coreference score with an event mention is high.

6.3.2 Incorporating Content Types in the ILP Forumlation

As evident from the analysis, main, consequence, previous event and current context content

types favor coreferential event mentions with headline event. Furthermore, if an event chain starts

in one of the C1-D4 content types, it tends to have coreferential event mentions within the same

content type or sometimes in the main content. We model the above correlations between main and

non-main content types and event coreference chains through their respective objective functions

and constraints.
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Main Events: for the event pairs with the first event mention from headline and the second one

from main content sentences, we define a simple objective function (equation 6.6) that add the

negative sum of their indicator variables to the main objective function.

ΘM = −
∑

i∈ξH ,j∈ξM

xij (6.6)

Here, ξH and ξM indicate event mentions in headline and main content sentences respectively.

By minimizing ΘM in global objective function, our model encourages coreferential mentions

between the headline and main content sentences.

Similarly, we define ΘC that encourages coreferential mentions between the headline and sen-

tences from consequence, previous event and current context content types (equation 6.7).

ΘC = −
∑

i∈ξH ,j∈ξR

xij (6.7)

Here, ξR indicate event mentions in one of the consequence, previous event or current context

content types.

Intra-type Events: for each non-main content type T , we define the objective function ΘL and

corresponding constraint (equation 6.8) to penalize event chains that start in that non-main content

type sentence but include event mentions from other non-main type sentences.

ΘL =
∑
i∈ξT

Yi

s.t. Γi − Yi ≤Mγi

Γi =
∑

i∈ξT ,j /∈(ξM∪ξT )

xij ; γi =
∑

k/∈ξT ,i∈ξT

xki

(6.8)

First, we define an ILP variable Yi for each event i in ξT , where ξT represents events in a non-main

content type T ∈ C1-D4, and add that to the objective function ΘL. Then, through the constraint

in equation 6.8, we set the value of Yi to Γi when λi is 0. Γi equals the number of subsequent

coreferential event mentions of event i in sentences of other non-main types. γi equals the number

of antecedent coreferential even mentions of event i in sentences of main or other non-main types.

By minimizing Yi in ΘL, we discourage an event chain starting in a C1-D4 content type-sentence

from forming coreferential links with subsequent event mentions in other non-main types.
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6.3.3 Experimental Settings

We adopt the experimental settings used in chapter 4 for both development and evaluation of

our ILP system. We use the same event mentions and pairwise event coreference scores for direct

comparisons of all the results. In addition, we train our content type classifier on 102 documents

annotated with the content types using 15 documents as the development set and the rest as training

data. The singleton classifier was trained and tuned on training and evaluation documents from

KBP 2015 [Ellis et al., 2015] respectively.

Model Implementation Details: We set hidden state dimensions of all biLSTMs (drnn) to 512 in

both content type and singleton classifiers and use two-layered feed-forward networks with 1024-

512-1 neurons to calculate attention weights for both word- and sentence-level BiLSTMs. Also,

both models are trained using the dropout rate [Srivastava et al., 2014] of 0.5 over all BiLSTMs

and neural layers. Adam [Kingma and Ba, 2014] optimizer with the learning rate of 3e-4 was used.

Word embeddings are kept fixed during the training. Both models are trained for 30 epochs, and

the final results correspond to the model with the best validation performance.

The weighting parameters for all the constituent objective functions are obtained through grid

search. We first preset all the values to 0.5 and then search each parameter in the multiples of

0.5 over the range from 0.5 to 5. We found that the best performance was obtained for KM=3.0,

KC=1.0, KS=2.5, and KN=0.5. Also, the best values for KL are 0.5 for content types T2-T3 and

1.0 for content types T4-T8.

6.3.4 Our Systems

Full System: represents our content structure-guided model defined by the objective function in

equation 6.4. It is optimized by considering all the constraints described in equations 6.3-6.5 and

uses content type and event singleton classifiers that are fully trained from scratch.

- Structures: removes constraints and the constituent objective functions corresponding to that

specific structure (singletons, main and non-main) from the full system.

Pretrained-Shared: uses the same ILP formulation as Full System. But it uses an event singleton
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KBP 2016
Model B3 CEAFe MUC BLANC AV G
Heuristics 51.67 49.1 34.08 34.08 42.23
Full System 52.78 49.7 34.62 34.49 42.9
-Singletons 51.47 47.96 31.42 32.89 40.94
-Main 52.65 49.35 32.56 33.69 42.06
-Non-main 52.62 49.63 32.97 34.07 42.32
Pretrained-Shared 52.82 49.82 34.04 34.58 42.81
Local Singleton 52.72 49.77 31.68 33.33 41.88

KBP 2017
Heuristics 50.35 48.61 37.24 31.94 42.04
Full System 51.68 50.57 37.8 33.39 43.36
-Singletons 51.17 49.67 38.01 32.94 42.96
-Main 51.4 50.05 35.13 31.92 42.12
-Non-main 51.62 50.45 37.54 33.42 43.26
Pretrained-Shared 51.5 50.31 37.69 33.01 43.13
Local Singleton 51.3 50.07 36.66 32.4 42.61

Table 6.4: Results for event coreference resolution systems incorporating discourse-profiling struc-
ture on the benchmark evaluation datasets (KBP 2016 and 2017). Reprinted with permission from
Choubey et al. [2020].

classifier with the shared model architecture pre-trained for content type prediction.

Local Singleton: another variant of the Full System which uses a singleton classifier trained on

local features. Specifically, the singleton classifier replaces the final sentence and document rep-

resentations from the shared model architecture with a local sentence representation obtained by

summing hidden states of biLSTMevent through scalar soft-attention weights.

6.3.5 Results and Analysis

As shown in Table 6.4, our content-structure aware model outperforms heuristics-based model

consistently across all the evaluation metrics, with average F1 gains of 0.67% and 1.32% on KBP

2016 and KBP 2017 corpora respectively. In line with the heuristics-based model, the superior

performance of our model comes from the significant improvement in the MUC F1 score. This

implies that systematically identifying and incorporating both content-type and singleton structures

is more competent in recognizing difficult coreferential mentions that are unidentifiable by the local
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pairwise classifier as well as the previous heuristics-based system [Choubey and Huang, 2018].

To further evaluate the importance of Singletons, Main and Non-main structures, we perform

ablation experiments by removing each structure from the full model. Based on the results in Table

6.4, structures pertaining to singletons and main-content type contribute the most to coreference

performance. Specifically, the performance of full model drops by around 2% on KBP 2016 corpus

when the singletons structure was removed. On the contrary, performance drop on KBP 2017

corpus was limited to 0.4% only. It is interesting to note that the event mention identification

system has significantly lower precision on KBP 2016 (58.17%) compared to KBP 2017 (70.29%).

We believe that the singleton classifier is capable of eliminating event mentions that are incorrectly

identified by an event mention identification system.

The significant role of content-structure aware singleton classifier is also evident from the last

two rows in Table 6.4, incorporating a local singleton classifier clearly hurt the performance of

the system on the KBP 2017 corpus. This suggests the necessity of document-level cues for ex-

tracting event singletons. Lastly, the singleton classifier trained from the scratch used in full model

allows the classifier to learn low-level features suitable for this task and thus has slightly better

performance than the Pretrained-Shared model.

6.4 Conclusion

We have presented our approach of systematically identifying and incorporating content struc-

tures for event coreference resolution that employs all event, sentence, and document level rep-

resentations to identify sentence content types and singleton events. The event coreference reso-

lution system incorporating content structure constraints using an ILP based inference framework

outperformed the heuristics-based model across all coreference scoring metrics on the KBP 2016

and KBP 2017 English corpora.
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7. AUTOMATIC DATA ACQUISITION FOR EVENT COREFERENCE RESOLUTION1

In this chapter, we aim to improve the effectiveness of event coreference resolution systems

by automatically acquiring coreferential event pairs from many documents requiring minimal su-

pervision. Specifically, as noted in chapter 6, coreferential event mentions are associated with the

discourse function of sentences in a news document. Next, we propose to use them to identify

sentence pairs that are likely to contain coreferential event mentions as well as sentence pairs that

are likely to contain non-coreferential event pairs. Consider the two example sentence pairs below,

each pair having an event pair with synonymous trigger words.

(1): [People living in absolute poverty in rural areas of the eight regions and provinces reduced

to 14.52 million from 30.76 million over the last decade.] [Yang admitted , however , that ethnic

minority regions still lagged far behind the developed eastern regions and the government still faced

serious challenges to reduce poverty.]

(2): [At least 30,000 war-displaced people camped in Angola’s central province of Kwanza-sul

are being resettled in productive areas, the official news agency angop reported here on Friday.]

[The resettlement is being carried out jointly by the local municipal authorities of Seles, located in

southern Kwanza-sul, and the charity organization German Agro Action, the news agency said.]

In example (1), the first sentence describes a historical event about the reduction in poverty dur-

ing the last decade, while the second sentence projects the challenges of further reducing poverty

in the coming years. Here, the two reduce events are non-overlapping in the temporal space and

are non-coreferential. On the contrary, in example (2), both mentions for the event resettle refer

to the same real-world event and can be so ascertained by knowing that both sentences describe

the same main event in a news article. In general, we can recognize pairs of sentences in news

1Reprinted with permission from “Automatic Data Acquisition for Event Coreference Resolution” by Prafulla Ku-
mar Choubey, and Ruihong Huang. Proceedings of the 16th Conference of the European Chapter of the Association for
Computational Linguistics, pages 1185–1196, April 19 - 23, 2021. Copyright 2021 by Association for Computational
Linguistics.
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articles that are likely to contain coreferential or non-coreferential event mention pairs by knowing

the sentence’s discourse function following news discourse profiling.

To ascertain our hypothesis, we first use the discourse profiling dataset introduced in chapter 5

and build a new improved model to identify the discourse role for each sentence in a news article.

Then, we use multiple rules to capture the distributional correlation between event coreference

chains and discourse roles of sentences and collect a diverse set of 9,210 coreferential and 232,135

non-coreferential event pairs2. To assess the reliability of the proposed data augmentation strategy,

we perform manual validation on subsets of both coreferential and non-coreferential event pairs.

Then, we train event coreference resolution systems using the acquired data alone or using the

acquired data to augment a human-annotated training dataset.

We evaluate trained systems on two datasets, the news portion of the widely used benchmark

evaluation corpus KBP 2017 as well as the news portion of the Richer Event Description (RED)

corpus [O’Gorman et al., 2016]. Unlike the KBP corpora that only consider eight event types

for event coreference annotations, the RED corpus comprehensively annotates all the event types

that appear in a document and is arguably the only comprehensively annotated corpus of event

coreference relations. Assuming the automatically acquired event coreference data is not available,

we also train a supervised event coreference resolution system using the KBP 2015 corpus3. On the

KBP 2017 corpus, the event coreference resolution system trained on the acquired data performs

slightly worse than the system trained using the KBP 2015 corpus, the human-annotated in-domain

training data. But, on the RED corpus, both the systems trained on either the annotated KBP 2015

corpus or the acquired data obtain roughly the same evaluation results. Further, the system trained

on combined annotated KBP 2015 and automatically acquired data yields the best results on both

the KBP 2017 dataset and the RED dataset.

Lastly, we evaluate all the trained systems on a different text genre, discussion forum articles

from the KBP 2017 corpus, and found that all the systems obtain comparable results. Overall, the

2The acquired coreferential and non-coreferential event pairs are available at https://github.com/
prafulla77/Event-Coref-EACL-2021

3We only use the news articles from KBP 2015 to train the supervised system.
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performance gain of all the trained systems on discussion forum documents is marginal compared

to a simple trigger word match baseline. Thus, increasing training data size does not improve the

performance of an event coreference resolution system on a new text genre. We suspect that, for

generalization across different text genres, we may require specialized learning algorithms, e.g.,

text style adaptation, which is not in the scope of this dissertation.

7.1 Event Coreference Data Acquisition

To acquire coreferential event-pairs without direct supervision, we first collect event trigger

words along with their potential set of coreferential event mentions using The Paraphrase Database

(PPDB 2.0) [Ganitkevitch et al., 2013, Pavlick et al., 2015]4. Then, we use high precision rules

informed by the functional news discourse structures [Teun A, 1986, Choubey et al., 2020] to

identify seed coreferential and non-coreferential event pairs followed by a single bootstrapping

iteration to collect additional non-coreferential event pairs.

7.1.1 Identifying Coreferential Event Trigger Words using The PPDB Database

We collect lexically diverse candidate coreferential event pairs using the paraphrases from

PPDB-2.0-s-lexical [Pavlick et al., 2015] database. The corpus5 contains 213,716 highest scor-

ing lexical paraphrase pairs, each annotated with one of the equivalence, forward or reverse en-

tailment, and contradiction relation classes. First, we extract all the verb paraphrase pairs as the

potential event trigger words. While event mentions can take other part of speech types, we limit

our paraphrase pairs to verbs to ensure high precision among the collected event trigger words.

Additionally, many of the verb paraphrase pairs include nominalization (e.g., investing and invest-

ment), which adds to the syntactic diversity in the event pairs without compromising their quality.

Then, among all verb paraphrase pairs, we filter out only three relation classes, namely equiva-

lence, reverse entailment and forward entailment, as the potential coreferential event pairs. The

forward and reverse entailment relations characterize hyponym and hypernym relations, which are

4A contemporary work by Meged et al. [2020] has also studied the potential correlation between coreferential event
trigger words and predicate paraphrases.

5http://nlpgrid.seas.upenn.edu/PPDB/eng/ppdb-2.0-tldr.gz

66

http://nlpgrid.seas.upenn.edu/PPDB/eng/ppdb-2.0-tldr.gz


not semantically equivalent but can often be coreferential and thus, add diversity to the pairs. Fi-

nally, we manually remove noisy event trigger words and cluster the remaining event pairs through

pivoting, based on a common event trigger word shared between two paraphrase pairs6. Overall,

we obtain 1023 clusters with an average of 3.375 event trigger words per cluster.

7.1.2 Post-Filtering Paraphrase-based Event Pairs using Functional News Discourse Struc-

ture

To generate the news discourse structure proposed, we first build a new discourse profiling

system discussed in section 7.2. Note that the discourse profiling task classifies each sentence

in a document into one of the eight content types where each content type describes the specific

role of a sentence in describing the main event, context informing events, and other historical or

future projected events. Among the eight content types, events described in main event sentences

are central to the main news topic. They routinely appear in headline and sentences of other

content types and consequently are more likely to form event coreference chains. On the contrary,

events in the historical event content type are restricted to describing certain historical background

and might only be mentioned once in the document. Additionally, events mentioned in previous

event sentences tend to happen before those in main event and consequence sentences, and are

unlikely to be coreferential with the events from the later two content types. Overall, content types

provide cues for determining whether the events from a certain sentence possess coreferential event

mentions and we leverage them to locate both coreferential and non-coreferential event pairs in a

news article. Our event coreference data acquisition method works in two phases.

Rule-based Filtering to extract Coreferential and Non-coreferential Event Pairs: In the first

phase, we extract both coreferential and non-coreferential event mention pairs based on their re-

spective rules. Specifically, two event mentions from the headline or main event sentences with

synonymous event trigger words are identified as coreferential event pairs. Considering that coref-

erential event mentions are very sparsely distributed, simple trigger-word matching is extremely

noisy and damaging when used to train an event coreference classifier. However, narrowing coref-

6The processed event clusters are available at https://git.io/JtnMf
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erential event mention pairs to synonymous event trigger words from main event sentences or

headline significantly eliminates false coreferential event pairs. To get non-coreferential event

pairs, we require both trigger words to be non-synonymous and belong to either the same sentence

or two sentences of different non-main content types. Further, considering that events in historical

event sentences tend to precede the main event by months and years, we identify non-synonymous

event pairs with one mention in a historical event sentence and another mention in a main event

sentence as non-coreferential. The latter rule allows us to also acquire non-coreferential event pairs

with one event from main event sentences, adding to the overall diversity of the acquired dataset.

Distilling Non-coreferential Event Pairs with Synonymous Trigger Words: All the non-coreferential

event pairs acquired in phase one have non-synonymous trigger words. However, we know that

many of the synonymous words are non-coreferential. Therefore, to further diversify the acquired

event coreference data, we use the second-phase bootstrapping to extract non-coreferential pairs

with synonymous trigger words. We once again leverage the temporal separation between his-

torical and other content types. We first identify synonymous event pairs that have one men-

tion in a historical sentence and another mention in any non-historical sentence as candidate non-

coreferential pairs. Then, we use an event coreference classifier trained on the dataset extracted

in phase one to filter out high scoring non-coreferential event pairs (likelihood ≥ 0.9) from the

candidate pairs.

7.1.3 Statistics of Acquired Coreference Data

We use Xinhua news articles7 from the English Gigaword [Napoles et al., 2012] corpus to ac-

quire coreferential and non-coreferential event pairs using the proposed methodology. We limit the

number of coreferential and non-coreferential event pairs for each trigger word to 20 and 200, re-

spectively, to ensure diversity and reduce repetitions of common event trigger words. We compare

our acquired event pairs with the KBP 2015 corpus, which has 179 news documents annotated

with eight event types and 38 event subtypes. It is the most widely used corpus for training a

7The discourse profiling system obtains the best performance on Xinhua news articles compared to NYT and
Reuters
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Data # Coref # Non-Coref
Rule-based (Phase I) 9210 226776
Distillation (Phase II) 0 5359
KBP 2015 4401 106383

Table 7.1: Number of coreferential and non-coreferential events pairs acquired through the pro-
posed paraphrases with discourse profiling-based rules and the human annotated KBP 2015 corpus.
Reprinted with permission from Choubey and Huang [2021].

Row Data Prec. 80% CI
1 Synonyms: Coref 49.0 45.3-52.6
2 Synonyms: Non-Coref 51.0 47.3-54.6
3 Phase I: Coref 83.0 80.3-85.6
4 Phase I: Non-Coref 99.3 98.6-100
5 Phase II: Non-Coref 93.0 90.0-96.0

Table 7.2: Precision (Prec.) and bootstrap 80% confidence interval (80% CI) score of precision
for acquired event pairs based on human evaluation. Reprinted with permission from Choubey and
Huang [2021].

within-document event coreference resolution system. Table 7.1 shows the number of event pairs

obtained in the first and second phases of our data acquisition strategy and the human-annotated

KBP 2015 corpus. Overall, the total number of extracted coreferential event pairs is more than

twice the number of pairs in news documents from the KBP 2015 corpus. Note that we can in-

crease the number of acquired pairs by expanding the synonymous event trigger word list or the

unlabeled news article collection.

7.1.4 Manual Evaluation of Acquired Event Pairs

We randomly selected 300 event pairs from each of the coreferential and non-coreferential

samples extracted in the first phase, 100 event pairs from non-coreferential samples distilled in the

second phase, and 300 event pairs having synonymous event trigger words to evaluate the proposed

data acquisition methodology. Then, we asked a human annotator to validate all the 1000 samples

manually.
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Figure 7.1: Neural-network architecture, including gradient flow paths, for incorporating document
level content structures in a discourse profiling system.

Table 7.2 shows the precision and bootstrapped 80% confidence interval of precision for event

pairs from each category. Rows 1 and 2 show that only 49% of synonymous event pairs are

coreferential while the remaining are non-coreferential. By comparing rows 1 and 3, we can see

that limiting coreferential event pairs to the synonymous event trigger words from the headline

and main event sentences improves the precision from 49% to 83%. As shown in rows 4 and

5, our rules achieve high precision in identifying non-coreferential event pairs as well, achieving

99.3% for event pairs with non-synonymous trigger words acquired in the first phase and even

93% for event pairs with synonymous trigger words acquired in the second phase. Note that the

high precision of non-coreferential event pair identification in both phases is partly due to the

distributional sparsity of event coreference chains.

7.2 A New Improved Discourse profiling Model

Our new model tackles the discourse profiling task in a two step process. Given a news doc-

ument X : {H, x1, x2, .., xn} comprising of headline H and n sentences with their content-type

labels Y : {y1, y2, .., yn}, we aim to learn a model f : X → Y that classifies each sentence xi in
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the document X to its content type yi. In the first step, a latent function fT : X → T ∈ {0, 1}n, a

binary classifier, is used to identify transition sentences in the document. The transition sentences

are used to partition documents into multiple subtopics. In the second step, a classification func-

tion fC : [X,T ]→ Y combines the output of latent function fT with the sentences X in document

to perform final content-type classification (Figure 7.1). Overall, the model consists of two sets of

sentence encoders, a biLSTM-based [Hochreiter and Schmidhuber, 1997] hierarchical encoder (§

7.2.1) to obtain contextualized sentence representations used by both fT and fC , and two weighted

bag-of-words and biLSTM-based sentence encoders to model local textual continuity (§ 7.2.2) that

are exclusively used by fT .

7.2.1 Learning Contextualized Sentence Representations

We use a hierarchical encoder, similar to chapter 5, to learn local context-aware sentence rep-

resentations. Given a word sequence xi represented by {wi1, wi2, .., wim}, we first transform the

sequence to contextualized word embeddings Ei using the pre-trained ELMo [Peters et al., 2018].

Then, we use a word-level biLSTM layer over Ei to obtain hidden state representations Hi and

take their weighted average to obtain the local sentence embedding SL. Weights for hidden states

are obtained using a two-layered feed-forward neural network (eq. 7.1).

[Ei1, Ei2, .., Eim] = ELMo([wi1, wi2, .., wim])

[Hi1, Hi2, ..,Him] = biLSTML([Ei1, Ei2, .., Eim])

αi[k] = Wα1(tanh(Wα2Eik + bα2)) + bα1 ∈ R

Ai = softmax(αi) ∈ Rm

SLi =
∑
k

Ai[k]Hik ∈ R2drnn

(7.1)

Finally, we apply another sentence-level biLSTM over the sequence of local headline and sentence

embeddings {HL, SL1 , S
L
2 , .., S

L
n } to obtain the contextualized sentences representations SC that

are later used in both the sub-modules fT and fC (eq. 7.2).

[HC , SC1 , .., S
C
n ] = biLSTMC([HL, SL1 , .., S

L
n ]) (7.2)
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7.2.2 Modeling Local Continuity to Identify Transition Sentences

In addition to the contextualized sentence representations defined in § 7.2.1, we derive separate

sentence representations that are especially useful for identifying transition sentences, considering

that transition sentence identification is dependent on detecting breaks of local textual continuity

different from the final task of discourse profiling that classifies sentences based on their functional

discourse roles. Specifically, we learn two separate representations for every pair of adjacent sen-

tences (Ei−1, Ei) in a document that aims to measure local coherence CR
i and cohesion CS

i . Both

representations are learned using dual encoder architecture [Cho et al., 2019] that helps to preserve

the asymmetry of coherence and cohesion properties.

Encoding Local Coherence: Coherence encoder uses weighted averaging over the word embed-

dings sequence to capture only high-level semantic information and measure relatedness between

two adjacent sentences. First, we use a feed-forward neural network over word-embeddings to

obtain mixture weights for all words in a sentence. Then, we sum all the word-embeddings with

their respective weights and apply another single neural layer to obtain the weighted bag-of-words

(W-BoW) representation, Swbi , for a sentence Ei (eq. 7.3).

αi[k] = Wb1(tanh(Wb2Eik + bb2)) + bb1 ∈ R

Ai = softmax(αi) ∈ Rm

Swbi =
∑
k

Ai[k]Eik ∈ R2drnn

(7.3)

We use two different encoders, defined by equations 7.3, to obtain W-BoW embeddings for each

of the current (Swbi ) and previous (Swbi−1) sentences. Then, we take the element-wise difference and

product of the previous and current sentence embeddings to model the local coherence (eq. 7.4).

CRi = [Swbi ∗ Swbi−1; Swbi − Swbi−1] ∈ R4drnn (7.4)

Note that the ELMo representations, despite being static, are pre-contextualized and W-BoW is

not an absolute bag-of-word representation. However, they were found empirically superior to the

GloVe [Pennington et al., 2014] embeddings in our models.
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Encoding Local Cohesion: Because cohesion is determined by explicit lexical and syntactic con-

sistency [Todirascu et al., 2016], cohesion encoder incorporates the word order information when

encoding a sentence. It follows the weighted-sum formulation used in word-level biLSTM encoder

in the hierarchical model (eq. 7.1) to obtain sentence embedding. Then, similar to the coherence

encoding, we use two different encoders to obtain cohesion embeddings for each of the current

(Scsi ) and previous (Scsi−1) sentences and take element-wise difference and product of the two sen-

tence embeddings to model the local cohesion (eq. 7.5).

CSi = [Scsi ∗ Scsi−1; Scsi − Scsi−1] ∈ R4drnn (7.5)

7.2.3 Identifying Transition Sentences

In order to identify transition sentences, we use a two-layered feed-forward neural network that

takes element-wise difference and product between contextualized sentence representations for the

current SCi and preceding SCi−1 sentences together with the local coherence CR
i and cohesion CS

i

representations and outputs the transition-likelihood of current sentence. Overall, the feed-forward

network (eq. 7.6) along with contextualized sentence encoder (eq. 7.1,7.2), and local coherence

(eq. 7.4) and cohesion (eq. 7.5) encoders represent our fT model which primarily measures content

correlation between consecutive sentences and identify transition boundaries.

ti = [SCi ∗ SCi−1; SCi − SCi−1;CRi ;CSi ] ∈ R12drnn

Ti = softmax(Wt1(tanh(Wt2ti + bt2)) + bt1) ∈ R2
(7.6)

7.2.4 Discourse Profiling

Given the list of transition sentences TL : {Ti|Ti ≥ 0.5} and contextualized sentence rep-

resentations [HC , SC1 , .., S
C
n ], we use scalar soft-attentions (αs) over sentence representation, as

described in eq. 7.7, to learn local subtopic (T ) and global document (D) representations. Finally,

we combine sentence, local subtopic and document representations through element-wise prod-

uct and differences (ui) and use a two-layered feed-forward neural network to predict the labels.

The networks defined in eq. 7.7 together with the contextualized sentence encoding network in

equations 7.1 and 7.2 make the discourse profiling network fC .
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7.2.5 Learning fT through Subtopic Structures-guided Critic

Our goal is to train the neural network-based transition sentence scorer fT model using indirect

supervision derived from the performance of fC on the discourse profiling task. Intuitively, RE-

INFORCE algorithm [Williams, 1992], which has shown success in a range of NLP tasks, offers a

suitable mechanism to train our fT model. However, the vanilla reinforce is known to suffer from

the problem of high variance. Therefore, we propose a new variant of actor-critic [Konda and

Tsitsiklis, 2000] model which defines critic through a known subtopic structure.

Specifically, we consider fT as the actor network that gives the output score T indicating the

likelihood that each sentence represents a subtopic boundary. Given, the output score π(xi;X; fT ),

which indicates the likelihood that sentence xi represents a subtopic boundary, we sample an action

Ii according to categorical distribution to obtain transition sentences TS (eq. 7.8).

αs[i] = Ws1(tanh(Ws2S
C
i + bs2)) + bs1 ∈ R

AT = softmax(αs[TL[j] : TL[j + 1]) ∈ RTL[j]−TL[j+1]

T =

TL[j+1]∑
k=TL[j]

AT [k].SC [k] ∈ R2drnn

As = softmax(αs) ∈ Rn

D =
∑
i

As[i].Hs[i] ∈ R2drnn

ui = [SCi − T ;SCi ∗ T ;T −D;T ∗D] ∈ R8drnn

ŷi = softmax(Wc1(tanh(Wc2ui + bc2)) + bc1) ∈ R9

(7.7)

Ii ∼ Categorical(π(xi;X; fT ))

TS = {xi|Ii = 1}
(7.8)

To calculate the reward, we use sampled transition sentences TS to partition the news document

and use eq. 7.7 to identify content-types Ŷ : {ŷ1, .., ŷn} for all the sentences. We calculate the

average of micro and macro F1 scores of the predicted content types Ŷ and use that as the reward

RA for our actor network. Following the same steps with reference transition sentences TR that are

derived from a known subtopic structure, we also obtain the reward RC for our critic system and
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use eq. 7.9 to derive training loss LRL for training our transition scorer.

LRL = (RA −RC)(
∑
i∈TS

−log(T 1
i ) +

∑
i/∈TS

−log(T 0
i )) (7.9)

At every iteration, the RL loss term forces the fC model to perform at least as good as the model

with known subtopic structure-based reference transition sentences TR. The fC model thus con-

verges to parameters that obtain higher reward than its counterpart with reference transition sen-

tences. For the fT model, if it chooses good transition sentences TS , that give a higher reward

than TR, it further increases the likelihood for TS . When it chooses bad TS , the negative reward

(RA < RC) discourages the identified TS . For the latter case, while the loss term knows the tran-

sition sentences that are undesirable, it does not know what transition sentences can increase the

reward since the critic computes the exact reward values based on TR that is independent of the ac-

tor model. Therefore, we add a regularization loss LT , defined in eq. 7.10, with a small coefficient

to the LRL to encourage policy exploration towards the reference transition sentences. Overall,

our combined loss for fC and fT constitutes average over the cross-entropy loss on discourse pro-

filing task (LC) and weighted average over LRL and LT as described in equation 7.10. Note that

subtracting the critic’s reward gives an unbiased estimate of the reward of actor in expectation.

LC =

n∑
i

∑
c∈labels

−yci log(ŷci )

LT =
∑
i

−log exp(TR[i])∑
Tk∈TR[i−1:] exp(Tk)

Lfull = 0.5(LC + (1− λ)LRL + λLT )

(7.10)

7.2.6 Known Sub-topical Structure to Define the Critic

To define the critic, we consider inverted pyramid structure [Po¨ ttker, 2003], which is most

often used in news media. It organizes the news content in decreasing order of relevance, placing

the most relevant information at the top and then arranging the remaining details in decreasing

order of relevance. While the inverted pyramid is a global content organization structure, we made

a simplifying assumption that a document consists of smaller sequences of segments that locally

follow the inverted pyramid structure. We identify a sentence as representing a transition boundary
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if it breaks the non-increasing relevance order of preceding sentences, i.e. its relevance lies higher

than its preceding sentences on the relevance scale. Given that the relevance order of sentences

is not always aligned with their textual order, it provides an accessible proxy to define subtopical

boundaries.

Specifically, since the eight discourse content types align with the relevance order of content in

a document, with M1 being the most relevant and central to the document, followed by immediate

consequences (M2) and causes (C1) and then the general context, opinions, and expectations

(C2, D3, D4), it allows us to use the content types of sentences to extract transition sentences

and partition a document into smaller subtopical segments. For instance, a main event sentence

following context-informing or supportive contents will make the main event sentence a subtopic

transition sentence. With the above rationales, we first identify the first sentence of a document

as a transition sentence. Then, given a document and content labels (xi, yi) ∈ X , we identify

new transition sentences xi following the rules defined in Algorithm 2. Note that we dissociated

historical (D1) and anecdotal (D2) content types from the relevance ordering as they are frequently

used to set the tone for a news article or to highlight the main argument with personal experiences

or historical events.

Algorithm 2 Rules: Identifying Transitions

1: xi ∈ {M1} and xi−1 ∈ {M2−D4}

2: xi ∈ {M2} and xi−1 ∈ {C1−D4}

3: xi ∈ {C1} and xi−1 ∈ {C2−D4}

4: xi ∈ {D1, D2} and xi−1 /∈ {D1, D2}

5: xi /∈ {D1, D2} and xi−1 ∈ {D1, D2}

7.3 Event Coreference Resolution System

We design a neural network-based mention-pair classifier for event coreference resolution. We

represent each event pair using 50 context words to the left and right of the first and second event
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trigger words respectively, and with the maximum of 200 words in between the two event words8.

Given the event context (w1, ., e1, ., e2, ., wn), we first transform the context words sequence

to word embeddings sequence (bw1, ., be1, ., be2, ., bwn) using the pre-trained Bert-Large-uncased

model [Devlin et al., 2019]. Then, we model the semantic associations between two event mentions

by measuring the similarity between their event embeddings (be1, be2) through element-wise prod-

uct and difference. Further, we obtain context embedding (C) through maxpool operation over

the word embeddings sequence to model contextual cues. While the context provides important

cues for identifying coreferential event mentions, it may not always be relevant for resolving coref-

erence links. For instance, many event trigger word pairs such as (“injuries”, “recommended”)

are extremely unlikely to exhibit coreferential relations irrespective of their context. Therefore,

we use the similarity between event embeddings to control the context input and use them only in

the scenarios where event trigger words are likely to possess coreferential link. To achieve so, we

apply a linear neural layer over element-wise product and differences of two event mention embed-

dings followed by the sigmoid activation, and multiply them with context embedding C. Finally,

we concatenate the resulting set of embeddings and then use a three-layer feed-forward neural

network classifier to score the coreference likelihood. The exact formulation of the coreference

classifier is described in Eq. 7.11.

(bw1.be1.be2.bwn) = BERT [(w1.e1.e2.wn)] ∈ Rn×1024

C = maxpool(bw1, ., be1, ., be2, ., bwn) ∈ R1024

s1 = sigmoid(W s
1 (bw1 � bw2) + bs1) ∈ R1024

s2 = sigmoid(W s
2 (bw1 − bw2) + bs2) ∈ R1024

R = [bw1 � bw2; bw1 − bw2; s1 � C; s2 � C] ∈ R4096

ŷi = W3(gelu(W2(gelu(W3R+ b3)) + b2)) + b3 ∈ R

(7.11)

We train the model using binary cross-entropy loss. During inference, we use the best-first

clustering approach, where we select the antecedent having the highest pairwise coreference score
8We take 100 context words to the right and left of the first and second event trigger words respectively when the

number of context words in between them exceeds 200.
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based on the coreference classifier, to build event chains.

7.4 Experiments

7.4.1 Datasets and Evaluation Setup

We use the news documents from the KBP 2016 for validation, and use news documents from

KBP 2017 and RED corpora as well as discussion forum documents from the KBP 2017 corpus to

evaluate the usefulness of our acquired data. KBP 2016, KBP 2017 and RED corpora contain 85,

83, and 30 news documents respectively, and KBP 2017 has 84 discussion forum documents. KBP

corpora have been widely used for evaluating in-document event coreference resolution systems.

We further evaluate our models on the RED corpus to examine systems’ performance across dif-

ferent event types. KBP 2016 and 2017 corpora are annotated using a subset of 20 subtypes from

38 subtypes used in KBP 2015. On the contrary, RED documents are comprehensively annotated

with event coreference relations with no restriction on event types or subtypes, thus, allowing us

to evaluate coreference resolution performance on a broad range of events. Besides, we evaluate

the performance of models across text genres by evaluating our models trained with news articles

on KBP 2017 discussion forum documents.

7.4.2 Implementation Details

We use an ensemble of multi-layer feed-forward neural network classifiers to identify event

mentions [Choubey and Huang, 2017a] for both news and discussion forum documents in KBP

2017 corpus. For the RED corpus, we use gold event mentions as that event extraction system can

identify events from only eight event types annotated in KBP 2015 corpus. The coreference classi-

fier uses a three-layer feed-forward neural network with 1024-512-1 units for scoring coreference

likelihood. Two single-neural layers, used to transform element-wise dot product and difference

between two event embeddings used for controlling context input, use 1024 units each. All hidden

activations are followed by dropout with the rate of 0.1 for regularization [Srivastava et al., 2014].

All models are trained using AdamW optimizer [Loshchilov and Hutter, 2017, Kingma and Ba,

2014] with four different learning rates (1e-4, 5e-5, 1e-5, 5e-6) and for maximum of 100,000 up-
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dates. We use the batch size of 16 and evaluate the model after every 5,000 steps. The epoch and

learning rate yielding the best validation performance, average F1 score on KBP 2016 news docu-

ments, are used to obtain the final model. The BERT model is kept fixed during the training. All

experiments are performed on NVIDIA GTX 2080 Ti 11GB using PyTorch 1.2.0+cu92 [Paszke

et al., 2019] and HuggingFace Transformer libraries [Wolf et al., 2020].

7.4.3 Baseline Systems

Trigger Match (+Paraphrase): It links event mentions with the same trigger word (or are lexical

paraphrases) as coreferential. Trigger match is a strong baseline for event coreference resolution.

DP-ILP: The full-model from chapter 6 that models correlations between event coreference chains

and document topic structures.

7.4.4 Our Systems

KBP 2015, Paraphrase-based pairs, Post-Filtering Paraphrase pairs and KBP 2015+Post-

Filtering Paraphrase pairs: The mention pair model, proposed in § 7.3, trained on different

combinations of acquired and human-annotated datasets. KBP 2015 is trained on event pairs from

news documents in the KBP 2015 corpus. Paraphrase-based pairs is trained on paraphrase event

pairs without rules-based filtering (§7.1.1). Post-Filtering Paraphrase pairs is trained on para-

phrase event pairs that are filtered using rules defined over news discourse structure (§7.1.2). KBP

2015+Post-Filtering Paraphrase pairs is trained on aggregation of KBP 2015 and Post-Filtering

Paraphrase event pairs.

Student Training: The mention pair model trained using the recently proposed self-training ap-

proach with a student network [Xie et al., 2020]. We first train a teacher mention pair model on the

KBP 2015 corpus, then use the teacher model to annotate samples from unannotated news articles.

We use the same set of event pairs from Xinhua articles in the Gigaword corpus, set the same upper

bound of 20 coreferential and 200 non-coreferential pairs per event trigger word. Also, to allow

fair comparisons, we selected only high scoring event pairs (likelihood≥ 0.9) and collected 11,390

coreferential and 272,083 non-coreferential pairs. Finally, we train a new student network with the
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combined KBP 2015 and teacher-annotated event pairs.

Masked Training: The mention pair model trained on all annotated and automatically acquired

(or teacher annotated in case of student training model) event pairs. However, to limit the over-

dependence on lexical features9, we replace both the event trigger words with the [MASK] token

for all acquired event pairs. Annotated event pairs from KBP 2015 are left unchanged.

7.4.5 Results and Analysis

The first segment in Table 7.3 shows the results for all models on KBP 2017 news articles

corpus. The mention-pair model trained on KBP 2015 corpus using pre-trained language model

and larger event context outperforms both local feature-based as well as the discourse-structure

aware previous model, outperforming DP-ILP model by 0.94 points in average F1 score. The

improvement is consistent across all metrics. Specifically, the used mention pair model gains

MUC F1 score by 9.76 and 2.77 points over feature-based and discourse-aware systems, indicating

that BERT-based embedding is more effective in resolving coreference links without exclusively

modeling event-arguments or discourse-related features. The model trained on event pairs acquired

following the proposed automatic strategy performs comparably to DP-ILP model, obtaining 0.68

points higher on MUC F1 than the DP-ILP. However, this model does worse than the equivalent

model trained on KBP 2015 data, which can be explained by the related distribution of KBP 2015

and KBP 2017 datasets. Overall, training the model on KBP 2015 data combined with the acquired

event pairs performs the best, outperforming both models trained on KBP 2015 only and the one

trained with student training by 1.04 and 0.14 points respectively.

As shown in the second segment of Table 7.3, the improvement in the average F1 of the model

trained on KBP 2015 over the trigger match baseline reduces to 2.3 points on the RED news articles

corpus, compared to 5.69 points on KBP 2017 news articles. Mainly, RED annotates all event types

while KBP has only 8 event types, and the change in event domains affects the overall performance

gain of a model. The model trained on our Post-Filtering Paraphrase event pairs performs similarly

to the one trained on KBP 2015, implying that the former generalizes similarly to the model trained

9All acquired event pairs are either synonyms or exhibit hypernym or hyponym relations
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Model b3
F1 ceafeF1 mucR mucP mucF1 blancF1 AV GF1

KBP 2017 News Articles
Trigger Match 48.96 45.67 26.16 36.63 30.52 29.30 38.61
Trigger Match+Paraphrase 48.92 45.35 27.36 36.41 31.25 29.83 38.84
Feature-based Classifier 50.24 48.47 - - 30.81 29.94 39.87
DP-ILP 51.68 50.57 - - 37.8 33.39 43.36
KBP 2015 51.57 50.90 33.91 50.49 40.57 34.15 44.30
Paraphrase-based pairs 48.10 42.36 38.05 37.01 37.52 31.64 39.91
Post-Filtering PP 50.94 47.81 31.77 48.77 38.48 33.19 42.60
KBP 2015+Post-Filtering PP 52.29 50.50 35.24 55.23 43.03 35.53 45.34

Masked Training 52.10 50.72 36.31 53.02 43.10 35.51 45.36
Student Training 51.85 49.91 38.18 49.73 43.20 35.83 45.20

Masked Training 51.91 50.12 37.11 50.82 42.90 35.50 45.11
RED News Articles

Trigger Match 88.07 84.21 42.63 35.14 38.52 64.34 68.78
Trigger Match+Paraphrase 87.18 83.09 47.16 33.87 39.43 64.88 68.65
KBP 2015 88.33 85.48 52.38 39.08 44.76 65.77 71.08
Paraphrase-based pairs 82.01 76.74 68.02 30.39 42.01 63.09 65.96
Post-Filtering PP 89.25 86.70 47.39 41.63 44.32 63.75 71.0
KBP 2015+Post-Filtering PP 89.25 86.96 56.00 43.40 48.91 66.74 72.96

Masked Training 89.16 86.90 58.04 43.31 49.61 67.50 73.29
Student Training 87.91 84.95 59.18 39.30 47.23 66.70 71.70

Masked Training 88.11 84.92 58.50 39.69 47.29 67.44 71.94
KBP 2017 Discussion Forum Documents

Trigger Match 37.29 39.15 20.36 19.06 19.69 18.25 28.59
Trigger Match + Paraphrase 36.94 38.52 21.26 19.13 20.14 18.14 28.44
KBP 2015 38.11 38.67 25.33 23.76 24.52 20.10 30.35
Paraphrase-based pairs 35.58 34.30 28.65 21.37 24.48 19.19 28.39
Post-Filtering PP 39.12 41.52 17.34 20.75 18.89 18.81 29.59
KBP 2015+Post-Filtering PP 37.43 38.16 26.24 22.27 24.09 20.01 29.92

Masked Training 38.33 39.64 21.71 20.68 21.19 19.19 29.59
Student Training 36.80 36.68 28.80 22.68 25.38 20.08 29.73

Masked Training 37.06 38.01 22.77 20.00 21.29 17.51 28.47

Table 7.3: Results for event coreference resolution systems on the KBP 2017 and RED corpora.
Feature-based classifier results are directly taken from Choubey and Huang [2018]. The results are
statistically significant using bootstrap and permutation test [Dror et al., 2018] with p<0.01 be-
tween Post-Filtering Paraphrase pairs and Paraphrase-based Pairs and p<0.002 between KBP
2015+Post-Filtering Paraphrase pairs+Masked Training and KBP 2015 models on both KBP
2017 and RED news articles test sets. Further, results for KBP 2015+Post-Filtering Paraphrase
pairs+Masked Training are statistically significant compared to both Student Training and Student
Training+Masked Training with p<0.002 on the RED news test set. Reprinted with permission
from Choubey and Huang [2021].
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on human-annotated data when applied to new data out of the training data distribution. Similar to

the performance gain on KBP 2017 news articles, combining both KBP 2015 and acquired event

pairs improves the average F1 on RED news articles, achieving the highest average F1 gain of 3.98

points against the trigger match baseline. Note that student training also improves performance on

RED news articles. However, it is 1.26 points lower on average F1 score than the KBP 2015+Post-

Filtering Paraphrase pairs model.

In the third segment of Table 7.3, we compare the performance of all models on a different

text genre by evaluating them on the discussion forum documents from the KBP 2017 corpus.

With shared event types, the model trained on KBP 2015 achieves the best result with 1.76 points

improvement in the average F1 score over the lemma match baseline. The model trained using

acquired event pairs, Post-Filtering Paraphrase pairs, achieves performance comparable to the

model trained on KBP 2015. However, combining the KBP 2015 data with acquired event pairs

(the model KBP 2015+Post-Filtering Paraphrase pairs) does not further improve the performance.

Overall, we observe that none of the models obtain substantial performance improvement. The

smaller improvements for all models on discussion forum documents, with the increased data size,

also indicate the need for specialized learning algorithms to build a model that can generalize to a

new text genre.

Post-Filtering Paraphrase Filtering and Masked Training: The model trained on Post-Filtering

Paraphrase event pairs outperforms the one trained on paraphrase-based pairs by 2.69 and 5.04 av-

erage F1 points on KBP 2017 and RED news articles test sets respectively. Using news discourse

structure-based rules to first constrain coreferential event paraphrase pairs within main sentences

or headline and then add non-coreferential event paraphrase pairs from historical sentences in-

hibits the model from exclusively relying on lexical features. Further, masked training helps to

completely circumvent any bias induced in a model by limiting coreferential event pairs to lexical

paraphrases, which slightly improved the average F1 score.

Distributional Analysis of Predicted Coreferential Event Pairs across different Discourse

Content Type Pairs: Finally, we analyze the distribution of predicted coreferential event pairs
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Figure 7.2: Distributions of predicted coreferential event pairs across different discourse content
type pairs. Reprinted with permission from Choubey and Huang [2021].

across sentence pairs with different discourse content types on the validation dataset. We use the

gold coreferential event pairs to identify the top 10 content type pairs of sentences that most fre-

quently contain coreferential event mention pairs. Then, for the models trained on KBP 2015, Post-

Filtering Paraphrase pairs and their combination with masked training, we report true-positive,

false-positive, and false-negative predictions, shown in Figure 7.2. To ensure uniformity with rules

used in §7.1.2, we merge the headline with main sentences.

Contrary to the rule that exclusively acquires coreferential event pairs from main sentences

or headline, the classifier trained on acquired event pairs predicts coreferential event pairs across

all discourse content type pairs. Notably, the Post-Filtering Pairs model predicted a comparable

number of coreferential event pairs, 248, 244 and 240, in the (M1, M1), (M1, D3) and (D3, D3)

content type pairs respectively. However, the number of true positives in (M1, M1) content pair is

more than twice the number in either of the (M1, D3) or (D3, D3). This is expected given that the

distribution of gold coreferential event pairs is normally skewed towards (M1, M1).

In comparison, models trained on KBP 2015 or combined KBP 2015 and Post-Filtering pairs
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have lower false-positives while exhibiting similar distributions for true-positive predictions. Intu-

itively, despite second phase bootstrapping to include non-coreferential paraphrase pairs, the model

trained solely on acquired event pairs focuses on lexical features more than the model trained on

human-annotated corpus. On the other hand, masked training effectively overcomes excessive

reliance on lexical cues and helps achieve a higher true positive rate without increasing false posi-

tives.

7.5 Conclusions and Future Work

We presented an automatic data acquisition strategy for event coreference resolution by min-

ing the news discourse profiling structure. We performed both qualitative and empirical studies

to determine the effectiveness of our proposed strategy. We found that the model trained on auto-

matically acquired event pairs performs similarly to the model trained on human-annotated corpus

when evaluated on the test set covering general event domains. Further, augmenting acquired event

pairs to existing human-annotated data improves the performance of the model on both training-

domain and broader domain test sets.
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8. CONCLUSION AND FUTURE WORK

8.1 Research Summary

In this dissertation, through focused studies on news articles, we observed that discourse struc-

tures can be used to address the problems arising from both distributional and annotational spar-

sity of event coreference relations. The traditional approach of directly extracting and using fine-

grained event information such as its temporal and spatial positions for event coreference resolution

suffers from the problem of distributional sparsity. Knowing that the distributional sparsity arises

by design where a concise and coherent discourse tends to avoid repetition of lesser relevant details

when they are deducible from the context, we show that discourse cues can partially make up for

the missing information. Secondly, to address the annotational sparsity, we have seen that aug-

menting news discourse profiling structure-based rules to the lemma match baseline can be used to

automatically acquire event coreference resolution dataset that, when used to train a pairwise clas-

sifier, easily outperforms the lemma match model. Further, the acquired event coreference dataset,

when used to augment existing human-annotated corpus to train the pairwise event coreference

classifier, is empirically shown useful for improving event coreference resolution performance for

news articles. When evaluated on discussion forum documents, we observe that acquired event

pairs are not immediately useful, and it may require new training algorithms to improve the gen-

eralization capability of models trained on acquired event pairs on a new text genre. In § 8.2.1, I

discuss future experiments to assess generalization capabilities of new models trained on acquired

event pairs.

While most experiments in this dissertation are limited to the news genre, I believe that event is

one of the most fundamental discourse units and genre-specific discourse structure will be benefi-

cial for event coreference resolution for any new text genre. In § 8.2.2, I discuss a known theoretical

discourse structure that may benefit event coreference resolution for discussion forum documents.

Nonetheless, for most text genres, plenty of theoretical research on discourse structure has been
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done. Through careful analyses, one should be able to identify an appropriate discourse structure

that can benefit event coreference resolution.

Besides, one of the most significant contributions of this dissertation is the newly introduced

task and dataset for news discourse profiling around the main event. I believe that news discourse

profiling can benefit many challenging downstream NLP applications. For instance, it can help

in building a comprehensive document-level event graph that identifies relation between every

pair of event mentions. Secondly, news discourse profiling can benefit NLP applications that re-

quire sentence-level relevance ordering, such as document summarization or simplification. In

sections 8.2.3, I briefly discuss potential approaches to leverage news discourse profiling for build-

ing document-level event graph and text summarization respectively.

8.2 Future Directions

8.2.1 Genre Adaptive Event Coreference Resolution System

In chapter 7, we observed that both human-annotated and automatically acquired datasets for

event coreference resolution are only marginally effective on discussion forum documents. Unlike

well-structured expository texts (e.g. news articles), discussion forum documents are hybrid of

both expository and conversational styles. Secondly, discussion forums are asynchronously written

by multiple participants resulting in highly non-linear content organization, very different from

news discourse. Therefore, I believe that a pairwise classifier trained on news documents may

only be able to use local event features when used on discussion forum documents. In addition,

local features may not necessarily contribute proportionally to the final prediction for news and

discussion forum documents.

There are several known ways that can be explored to leverage acquired event pairs for improv-

ing performance on discussion forum documents or any new text genre. One can try unsupervised

text style transfer [Yang et al., 2018] to rephrase acquired event pairs to a new text genre style and

use them to train the final model. Alternatively, one can use adversarial learning to learn domain

invariant features [Ganin et al., 2016] on acquired event pairs followed by fine-tuning on human-
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annotated data from the new genre, or use knowledge distillation techniques [Hinton et al., 2015] to

train a student network that distills knowledge from multiple teacher models [Currey et al., 2020]

trained on our acquired event pairs, genre-specific human-annotated data, and human-annotated

data from other genres.

8.2.2 Discourse Act Categorization for Event Coreference Resolution in Discussion Forum

As a preliminary approach to incorporate discourse cues for resolving event coreference rela-

tions in discussion forum documents, one could investigate whether separating expository com-

ponents from each comment and separately modeling its discourse structure helps in resolving

local (comment-level) event coreference relations. A more systematic method could be to directly

analyze the association between known discourse structure and event coreference relations. For

instance, Zhang et al. [2017] proposed categorization of comments in discussion thread into pre-

defined coarse discourse acts1. In addition, Zhang et al. [2017] proposed to potentially link some

discourse acts with another (e.g. answer act relates to question act, announcement act is not related

to any other act, etc.). The resulting discourse-act structure has the potential to benefit the event

coreference resolution task. As an example, related answer and question acts are likely to contain

coreferential event mentions. On the contrary, announcement comments may introduce new events

that are not coreferential to any event from the preceding comments.

8.2.3 Downstream Applications of News Discourse Profiling

8.2.3.1 News Discourse Profiling and Event Relations

Intuitively, news discourse profiling can help in identifying other inter-sentence event relations,

such as temporal and causal relations, and thus disentangling complete event structures. For in-

stance, events occurring in previous event sentences are probable cause for the main event which

in turn causes events in Consequence sentences (the same rationale can be applied for temporal

order). Besides possible applications in identifying pair-wise event temporal and causal relations,

one can leverage discourse profiling when building complex temporal dependency structures such

1The discourse act categories include question, answer, announcement, agreement, appreciation, disagreement,
negative reaction, elaboration, and humor.
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Figure 8.1: Temporal structures induced by different content types from the news discourse profil-
ing. DCT: Document Creation Time.

as graph [Yao et al., 2020] or tree [Zhang and Xue, 2018]. For temporal dependency graph or

tree, each event and time expression is referenced to only one time expression (or additionally an

event). Thus, identified temporal relations represent the most salient relations that can potentially

be used to infer additional temporal relations through transitivity or commonsense reasoning [Yao

et al., 2020]. This makes identifying reference time expression and event more challenging, espe-

cially when they are mentioned across sentences, and one could explore discourse-level temporal

cues for the same. Specifically, as shown in Figure 8.1, news discourse profiling induces different

time frames relevant to a news story. For instance, mentions in historical sentences have temporal

adjacency with other mentions in the historical sentences but are likely to be distant from mentions

in other content types. Similarly, mentions in previous event sentences may have temporal adja-

cency with mentions from previous event, main event, or current-context sentences but are likely

separated from mentions in historical, expectation, or consequence sentences. The induced time

frames can help to locate reference time expressions or reference events that are mentioned across

sentences.

8.2.3.2 News Discourse Profiling and Text Summarization

Given that content types are roughly ordered based on their relevance to the main news event,

one can use them to perform text summarization. For instance, oracle summaries for extractive

summarization generally contain the most relevant sentences while minimizing the repetitions.
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Knowing that the main contents are the most relevant followed by context informing and distantly

related, we can first pick the first main event sentence from a document as a summary. Consecu-

tively, we can pick the first context informing sentence as the second sentence in summary followed

by the first sentence from a distantly related content type. Apart from this simple baseline, one can

also explore recent deep neural networks or reinforcement learning techniques to incorporate news

discourse profiling in a text summarization system. Recently, Chen and Bansal [2018] proposed

a policy network (extractor) to extract few salient sentences from a document followed by an ab-

stractor network to generate summaries. We can explore some known or new techniques, such as

knowledge distillation [Hinton et al., 2015], to use a discourse profiling model to guide the training

of the extractor policy network.
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APPENDIX A

ANNOTATION GUIDELINES FOR THE DISCOURSE PROFILING

A.1 General Rules

• We label each sentence in a news article based on its relevance in describing the main story.

• The first category Main story (M) covers sentences that describe the main story, including

main events and their real consequences.

• The second category Context-informing contents (C) covers sentences that directly explain

the context of the main story

• The third category Distantly-related contents (D) covers sentences that provide further sup-

porting context for the main story

• Lastly, we also have a category for not applicable sentences (N).

A.2 Main Story (M)

A.2.1 Main Event (M1)

• Sentences describing main event that directly relates to the major subject of an article. Main

event is the most recent event (trigger event) that gave rise to a news report. Generally, main

event should have happened already. However, main event can be a projected event since

some news articles focus on events that are to happen soon.

• Statements rephrasing the main event made by entities that are directly related to the main

event.

A.2.2 Consequences (M2)

• Sentences describing the real consequences of main events that often happen right after main

events and are due to main events.
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A.3 Context-informing Content (C)

A.3.1 Previous Event (C1)

• Sentences describing previous events that are specific, have occurred recently and inform the

cause of main events. Note that sentences describing events that acted as the pre-condition

for main event also belong to this category.

A.3.2 Current Context (C2)

• Sentences describing any general circumstances that inform the cause of main events.

• Sentences describing actual situation in which the main event took place. They should have

temporal co-occurrence with the main event or talk about the ongoing situation.

A.4 Distantly-related Content (D)

A.4.1 Historical Event (D1)

• Sentences describing previous events that have not occurred recently, at least 2 months prior

to the main event.

• Sentences describing events that occurred in previous years with no specification of time

elapsed.

A.4.2 Anecdotal Event (D2)

• Sentences describing events that are anecdotal, such events may happen before or after main

events. Anecdotal events are specific events with specific participants that are uncertain (may

happen in future) or can’t be verified (happened in past).

• If the statement was made in a private discussion (verbal or written) and is unverifiable.

A.4.3 Evaluation (D3)

• Sentences that are explicitly an opinion and comment on any events in the story.
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A.4.4 Expectations (D4)

• Sentences describing expectations about the resolution or possible consequences of any

events in the future.

A.5 N/A (N)

• Sentence that’s not a part of the news article. For instance, “slideshow (images) and cap-

tions”, “editing by XYZ”, “visit news.org”, etc.
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