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Catching Credit Card Fraud

271,823 reports in US in 2019

(This paper, 1997) cites

• $700M/year US

• $10B worldwide

Two types

• Card stolen

• Card number stolen



Catching Fraud

• People behave fairly consistently

– Look for anomalies!

– (Except when you don’t)



Neural Network Topology

• Visual Basic GUI

– # input units, hidden units, output units, weight initial value, 

activation functions

– Three layer (not configurable)



Optimization

• Min/Max epochs, learning rate, momentum, tolerances

• Momentum moves weights in direction of last correction



Synthetic data



Neural Network

• Auto-associator

– Reproduce input pattern on output layer

– Network produces “legal” patterns, but not “fraudulent” ones

• N-2 binary values categories

– Amount of $ spent

– Time elapsed since last purchase

– 7-4-7 architecture (5 categories)



Autoassociative Neural Nets

“Autoassociative neural networks are feedforward nets trained 

to produce an approximation of the identity mapping between 

network inputs and outputs using backpropagation or similar 

learning procedures. The key feature of an autoassociative

network is a dimensional bottleneck between input and output. 

Compression of information by the bottleneck results in the 

acquisition of a correlation model of the input data, useful for 

performing a variety of data screening tasks.”

M.A.Kramer – Computers and Chem Eng, April 1992



Neural Net Architecture



Test data

• Created 323 transactions

– Used first 264 for training (3 categories)

– Last 20% reserved for testing along with generated “fraudulent 

transactions”



Metric for fraud

• RMSE >= 0.16 means fraud

– Test data valid was < 0.05 and fraudulent was > 0.18



Results



Their Conclusions

• Downside- one network per customer

• Make into general-purpose anomaly detection system
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Types of fraud



Scope of transactions

• 120M new cards in 2004 in Germany

• €375B in 2004

• $7T in US in 2019 https://www.federalreserve.gov/paymentsystems/2019-December-The-

Federal-Reserve-Payments-Study.htm

• UK £423M losses in 2006

• US “Card not present” $4.57B in 2016 https://www.washingtonpost.com/business/think-

your-credit-card-is-safe-in-your-wallet-think-again/2019/09/11/05e316e4-be0e-11e9-b873-63ace636af08_story.html

https://www.federalreserve.gov/paymentsystems/2019-December-The-Federal-Reserve-Payments-Study.htm
https://www.washingtonpost.com/business/think-your-credit-card-is-safe-in-your-wallet-think-again/2019/09/11/05e316e4-be0e-11e9-b873-63ace636af08_story.html


Scope of transactions



Bankruptcy Fraud

• Using a credit card while insolvent

– Purchaser knows they won’t be able to pay

• Foster & Stine (2004)

– Regression models



Foster and Stine

• 67,160 variables

• Built step-wise regression including all pairwise 

interactions

– Pairs are key (including only 2-3 outperforms 100 best linear 

predictors)



Results



Results



Theft fraud/counterfeit

• Using a card that’s not yours, or a fake card 

(e.g. card not present)



Application fraud

• Apply for card with fake info



Skewed Data Problem

• Dealing with skewed data (far more legitimate than 

fraudulent entries)

• This means you could always predict legit and be 

“successful”!

• Solutions

– Meta-learning (apply different algorithms)

– Manipulate class distribution (use fraudulent entries more often)



Phua’s Minority Report



Three “Precogs”

• Naïve Bayesian

• C4.5

– Decision tree rule induction

• Backpropagation Neural Network



Decision Tree



C4.5

• This algorithm has a few base cases.

– All the samples in the list belong to the same class. When this 
happens, it simply creates a leaf node for the decision tree 
saying to choose that class.

– None of the features provide any information gain. In this case, 
C4.5 creates a decision node higher up the tree using the 
expected value of the class.

– Instance of previously-unseen class encountered. Again, C4.5 
creates a decision node higher up the tree using the expected 
value.



C4.5 Recursive case

• For each attribute a, find the normalized information gain 

ratio from splitting on a.

• Let a_best be the attribute with the highest normalized 

information gain.

• Create a decision node that splits on a_best.

• Recurse on the sublists obtained by splitting on a_best, 

and add those nodes as children of node.



Entropy of coin flip

The expected value of the information gain is the mutual 

information I(X;A) of X and A – i.e. the reduction in the 

entropy of X achieved by learning the state of the 

random variable A.



Consider the Cost



Behavioral Fraud

• Details of legitimate cards obtained fraudulently 

(phone and e-commerce)



Detection Techniques

• Decision Tree

• Genetic Algorithms

• Clustering Techniques

• Neural nets



Genetic Algorithms

• Metaheuristic inspired by natural selection

• Need

– Genetic representation of solution

– Fitness function for solution

• Process

– Initialize with random solutions

– Select “best” to breed new generation
• Might also add “elitism” (keep best of previous generation)

– Apply crossover (mixing two solutions) and mutation (changing parts 
of a solution)



Bentley et al. Tree



Bentley et al Genetic Alg



Bentley et al Results



Behavior-cluster … Credit Card Fraud 
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Big Idea

• We need to cluster data first before doing sampling 

to address class imbalance



Class Imbalance

• Far more genuine than fraud

– Hurts traditional machine learning

• Data-level

– Sampling and cost-sensitive methods

• Model-level

– Ensemble classifiers divide majority into subsets and train with 

minority class



What’s the Imbalance

• Volume of data

– Authors posit complexity of data is ignored (i.e. some users 

look like fraud)

• Example – multiple large transactions in short time frame

• Authors define as “behavior noise”



Proposed Solution

• Behavior-cluster based under-sampling

– Divide two classes into multiple subsets (clusters)

– Reduce noise in each cluster

– Hierarchically under-sample each cluster w/o noise



Cluster Sampling Ratio



Dataset

• 5M transactions from financial institution

• 18 UCI data sets

– https://archive.ics.uci.edu/ml/datasets.php?task=cla&are

a=bus&type=&view=list



Behavior Noise (I)

• Points of opposite label in feature space or outliers



Behavior Noise (II)

• Points of opposite label in feature space or outliers



Data Flow



KMeans clustering (review)

1. Choose k cluster centers randomly

– From k random points or k random patterns

2. Assign each pattern to closest cluster center

3. Recompute centers

4. If haven’t converged, 

repeat from step 2



Noise Reduction

For each cluster, compute 

farthest distance from center

 is threshold value

Delete other class items <= 

*max distance



5-fold Cross Validation
Split into 5 folds, each fold is used as testing set at some point

1.Shuffle the dataset randomly.

2.Split the dataset into k groups

3.For each unique group:

1. Take the group as a hold out or test data set

2. Take the remaining groups as a training data set

3. Fit a model on the training set and evaluate it on the test set

4. Retain the evaluation score and discard the model

4.Summarize the skill of the model using the sample of model evaluation scores



More on k-fold cross validation

• It is also important that any preparation of the data prior to fitting the model 

occur on the CV-assigned training dataset within the loop rather than on the 

broader data set. This also applies to any tuning of hyperparameters. A 

failure to perform these operations within the loop may result in data 

leakage and an optimistic estimate of the model skill.

• Despite the best efforts of statistical methodologists, users frequently 

invalidate their results by inadvertently peeking at the test data.

— Page 708, Artificial Intelligence: A Modern Approach (3rd Edition), 2009.

https://machinelearningmastery.com/data-leakage-machine-learning/
http://amzn.to/2thrWHq


Under-sampling

• Select a small number from each majority class

– More samples from near center of cluster

– Number of samples from each cluster is related to proportion 

of positive and negative transactions

• All negative samples aggregated



Data Attributes



AUC/ROC

• “AUC” = “area under curve”, specifically receiver 

operating characteristics graph (ROC)

• ROC

– Used to depict trade-off between hit rate and false alarms

– Especially useful with skewed class distribution!



Refresher on F1



Receiver Operating Characteristic Graph (ROC) (I)

• True positive on Y, false positive on X

• Perfect is top left

• (0,0) – just say no

• (1,1) – always say yes

• Diagonal is random

– (x,x) guess yes x%

• Bottom right worse



Receiver Operating Characteristic Graph (ROC) (II)

• Obtain curve from changing threshold



ROC vs precision-recall

A,B – balanced 1:1

C,D – increased no by 10x



Example ML ROC curves



CC experiments

Note lower accuracy of CNMP, but higher AUC

Authors claim recall is more important – ability to detect fraud, but low 

precision means a lot of false positives….



18 UCI Datasets
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