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ABSTRACT

In recent years, unmanned aerial vehicles (UAVs) have found applications in many diverse
fields encompassing commercial, civil, and military sectors. These applications include surveil-
lance, search and rescue operations, aerial photography, mapping of geographical areas, aerial
cargo delivery, to name a few. This research addresses how to develop next-generation UAV sys-
tems, namely, effective modeling of UAVs, robust control techniques, and non-linear/robust state
estimation.

The first part addresses modeling and control of a six-degree-of-freedom unmanned aerial ve-
hicle capable of vertical take-off and landing in the presence of wind disturbances. We design a
hybrid vehicle that combines the benefits of both fixed-wing and rotary-wing UAVs. A non-linear
model for the hybrid vehicle is built, combining rigid body dynamics, the aerodynamics of the
wing, and the dynamics of the motor and propeller. Further, we design an H, optimal controller to
make the UAV robust to wind disturbances. It is easy to achieve robustness in this design frame-
work with respect to wind gusts. The controller is determined by solving a convex optimization
problem involving linear matrix inequalities and simulated with a non-linear hybrid UAV model
developed in the first section, with a wind gust environment. Further, we compare its results against
that of PID and LQR-based control. Our proposed controller results in better performance in terms
of root mean squared errors and time responses during two scenarios: hover and level-flight.

In the second part of the research, we discuss robust Proportional-Integral-Derivative (PID)
control techniques for the quadcopters. PID control is the most commonly used algorithm for
designing controllers for unmanned aerial vehicles (UAVs). However, tuning PID gains is a non-
trivial task. A number of methods have been developed for tuning PID gains but these methods
do not handle wind disturbances, which is a major concern for small UAVs. In this paper, we
propose a new method for determining optimized PID gains in the 5 optimal control framework,
which achieves improved wind disturbance rejection. The proposed method compares the classical

PID control law with the H, optimal controller to determine the H, optimal PID gains and involves
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solving a convex optimization problem. The proposed controller is tested in two scenarios, namely,
vertical velocity control, and vertical position control. The results are compared with the existing
LQR based PID tuning method.

A good performance of the controller requires an accurate estimation of states from noisy mea-
surements. Therefore, the third part of the research concentrates on the accurate attitude estimation
of UAVs.

Most UAV systems use a combination of a gyroscope, an accelerometer, and a magnetometer
to obtain measurements and estimate attitude. Under this paradigm of sensor fusion, the Extended
Kalman Filter (EKF) is the most popular algorithm for attitude estimation in UAVs. In this work,
we propose a novel estimation technique called extended H filter that can overcome the limita-
tions of the EKF, specifically with respect to computational speed, memory usage, and root mean
squared error. We formulate our attitude-estimation algorithm using two distinct coordinate repre-
sentations for the vehicle’s orientation: Euler angles and unit quaternions, each with its own sets
of benefits and challenges. The H, optimal filter gain is designed offline about a nominal operat-
ing point by solving a convex optimization problem, and the filter dynamics is implemented using
the nonlinear system dynamics. This implementation of this H, optimal estimator is referred to
as the extended Ho estimator. The proposed technique is tested on four cases corresponding to
long time-scale motion, fast time-scale motion, transition from hover to forward flight for VTOL
aircrafts and an entire flight cycle (from take-off to landing). Its results are compared against that
of the EKF in terms of the aforementioned performance metrics.

Last but not least, in this research, we propose a robust Kalman filtering framework for systems
with probabilistic uncertainty in system parameters. We consider two cases, namely discrete-time
systems, and continuous-time systems with discrete measurements. The uncertainty, characterized
by mean and variance of the states, is propagated using conditional expectations in a framework
based on polynomial chaos expansion. The results obtained using the proposed filter are compared
with existing robust filters in the literature. The proposed filter demonstrates better performance in

terms of root mean squared error and rate of convergence.
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1. INTRODUCTION TO THE PROBLEM

1.1 On demand UAVs

The UAVs Market Report 2019 from the corporation of UAVs Industry Insight projects the
global UAVs market to grow from 14 billion in 2018 to over 43 billion in 2024 at a CAGR (Com-
pound Annual Growth Rate) of 20.5 shown in Fig. 1.1. Further, in the military domain, applica-
tions of UAS have grown far beyond the normally expected scope of operations, as per the report

of Unmanned Systems Integrated Road ma p 2017-2042 [12].
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Figure 1.1: Drone market size and forecast reprinted from [1]



1.2 Problems on demanding various type of application of UAVs

Unmanned aerial vehicles (UAVs) have found applications in many diverse fields encompass-
ing commercial, civil, and military sectors [13]. Their popularity is increasing in applications such
as surveillance, search and rescue, aerial photography, mapping of geographical areas, and aerial
cargo delivery, to name just a few [14, 15]. To meet the requirements of such varied applications

[16], many types of UAVs have been developed [17].

Figure 1.2: Developed hybrid drones in major companies reprinted from [2, 3, 4, 5]

Broadly speaking, there are two categories of UAVs based on configuration: rotary-wing and
fixed-wing. Each has its own sets of advantages and disadvantages, and either one is picked de-
pending on the operational aims of the user. Rotary wing UAVs can take-off and land vertically
and also hold a single position (hovering). Therefore, they need little more than a small space for
takeoff and landing. However, these UAV's cannot move fast and fly long distances as they are not
energy efficient. Fixed-wing UAVs are more power-efficient because of the lift-producing wing.
It can fly longer duration of time and with longer flight ranges as well. Despite these advantages,

fixed-wing UAVs are limited by their need for a runway to take-off and land. A hybrid UAV, on



the other hand, intelligently combines the advantages of these two configurations without being
burdened by the limitations of either. Major companies are opting to design in this direction, as

shown in Fig. 1.2.
1.3 Problems on control algorithm

At present, the PID (Proportional-Integral-Derivative) control method is the most-used in the
market because it is far simpler than other controllers to set up. However, they may not work in
the presence of uncertainties and disturbances. In fact, wind is a major concern for small UAVs,
resulting in undesired trajectories of the vehicle as shown in Fig. 1.3. Therefore, designing a wind-
resistant controller is a challenging problem. Algorithms for tuning PID gains robustly are hence,

quite important for operating UAVs on an industrial scale.

e NO Wind

] " e Constant Wind

101 sl Turbulent Flow
T == Wind Shear

- = Propeller Vortex
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97 _
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100
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Figure 1.3: UAV flight paths in different wind fields reprinted in [6]

1.4 Problems on estimation algorithm

Firstly, as unmanned air vehicles keep getting smaller and cheaper with MEMS sensors [18],
the need for efficient attitude estimation is exploding. Attitude estimation is a crucial component

of the flight control and navigation system [19, 20, 21, 22]. While we can recover states relating



to translational motion from sensor data, we cannot get the orientation of a vehicle from the same.
In that context, developing efficient and fast sensor-fusing non-linear algorithms to estimate the
attitude/orientation of these vehicles is challenging.

Secondly, every dynamic system is prone to modeling uncertainties. Although many researchers
try to achieve an accurate model as close to the real world, there are limitations. Moreover, every
measurement has uncertainties since sensors are riddled with noise. Thus, the problem of quanti-

fying the uncertainties and handling them with robustness is necessary to solve.



2. MODELING AND ROBUST CONTROL OF HYBRID UAVS*

This chapter addresses modeling and control of a six-degree-of-freedom unmanned aerial ve-
hicle capable of vertical take-off and landing in the presence of wind disturbances. We design a
hybrid vehicle that combines the benefits of both the fixed-wing and the rotary-wing UAVs. A non-
linear model for the hybrid vehicle is rapidly built, combining rigid body dynamics, aerodynamics
of wing, and dynamics of the motor and propeller. Further, we design an H, optimal controller
to make the UAV robust to wind disturbances. We compare its results against that of PID and
LQR-based control. Our proposed controller results in better performance in terms of root mean
squared errors and time responses during two scenarios: hover and level-flight. This chapter is

written based on paper [7].
2.1 Introduction

Researchers and tech companies are developing different UASs to serve various applications
[16, 17]. We divide UAVs into two categories on the basis of their configurations: the rotary-wing
UASs and the fixed-wing U ASs. Rotary wing UAVs can take-off,land vertically, and hover at one
position[23]. While they need a small space for takeoff and landing, these UAVs can neither move
fast nor fly long distances since they are not energy e fficient. Compared to them, a fixed-wing of
UAV is more power-efficient, hence it can fly for a longer duration of time and for further distance
[24]. Despite these advantages, fixed-wing UAVs cannot take-off and land in small spaces because
they need a runway to do so. Our proposed hybrid design aims to combine the advantages of the
rotary-wing and the fixed-wing design.

There are several hybrid UAV concepts [25] such as a the dual system (combining fixed wing
and rotary-wing), the tail-sitter, and the tilt-rotor. We classify these concepts according to their
thrust direction. The simplest structure involves a dual system, which is a combination of two

thrust directions: vertical and forward. In the tail sitter case, the heading of the vehicle is same

"Reprinted with permission from “Modeling and optimal control of hybrid uavs with wind disturbance,” by Sunsoo
Kim, N. Das, and R. Bhattacharya, arXiv preprint arXiv:2006.11192, 2020.
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as that of the thrust direction. A tail sitter vehicle takes off vertically and then rotates pitch angle
of body for the level flight. Unlike the tail-sitter type, in a tilt rotor/wing type of vehicle, it is the
actuators that control the thrust direction. It takes-off, tilts the wing or rotor direction for level
flight [26, 27], and lands vertically. For our research, we focus on the dual system type of UAV
shown in Fig. 2.1. This is because the vehicle is mechanically simpler than the other hybrid UAVs
and has the capability for VTOL and level flight. This UAV can take-off and land in smaller areas
while having a large range of operation.

For the modeling of our hybrid UAV, we start with a conceptual design that satisfies our pre-
liminary requirements. First, we calculate the forces and moments coefficients on the wing using
the vortex lattice method (VLM). After this aerodynamic analysis, we move on to the propulsion
system. Here, we experimentally gather data on the thrust and torque from motor-propeller pair
and generate a lookup table for our final model. Next, we formulate the equations of motions based
on rigid body dynamics. We use the detailed 3D model of our vehicle which includes properties
like mass and inertia to complete our modeling. To perform simulations on this rigid body, we
import the CAD (Computer Aided Design) model and lookup tables generated during propulsion
analysis to SimScape [28]. We exploit the built-in functionality of SimScape to import 3D design
parameters and experimental data into the dynamic model of our UAV.

For UAV control, we mostly use the PID control method because of its ease of implemen-
tation [29, 30, 31]. However, tuning PID gains to achieve the desired performance is a fairly
challenging problem. Experimental methods involving trial and error are used to tune these gains
[32, 33]. Thus, when UAVs encounter multiple uncertain stimuli such as wind gust, actuator noise,
or just modeling errors, the controller may not work properly. Therefore, we need a more robust
controller. Researchers have developed adaptive control algorithms using model identification to
handle uncertainties in the inertia and motor failure scenario [34, 35]. They have also applied the
robust control methods to handle the uncertainty in the system parameters like mass, inertia [36],
and actuator characteristics [37]. However, there is little or no work on controller to reject wind

disturbances with H, control. Therefore, in this research, we focus on a robust optimal control of



our hybrid UAV, which can reject wind disturbance.

The chapter is organized as follows. In section §2.2, we present modeling of our proposed
hybrid UAV. Here, wing and thrust dynamics are presented in detail. This is followed by the
control algorithms, i.e. PID, Linear Quadratic Regulator (LQR), and H5 control in section §2.3. In

section §2.4, we introduce the simulation setup and show the results, followed by conclusions.
2.2 Modeling of the hybrid UAV

In this chapter, we consider both fixed and rotary wing dynamics for our hybrid UAV. We
choose the flying wing shape, which does not have a tail wing as shown in Fig. 2.1. In this
section, we are going to first discuss its design (its payload and flight characteristics), followed by

its non-linear dynamics. A linearized dynamics model is also developed at the end of this section.
2.2.1 Aircraft design

Aircraft design is based on the desired capabilities we specify for our vehicle. Our aim is to
develop a hybrid UAV which combines the advantages of both fixed wing and rotary wing type
UAVs. The desired capabilities of the vehicle are set for a multi-functional application and are
listed in Table 2.1. They encompass that which is required broadly for applications such as drone

deliveries, air surveillance and aerial photography, etc. = We start with an initial configuration.

Table 2.1: Vehicle desired capabilities reprinted from [7]

Type of operation | VITOL || Growth weight 32 kg

Flight time 30 min Range 3km

Level flight speed | 22 m/s || Flight control | Auto Flight

This configuration is able to sustain level flight, desired range, and satisfy payload characteristics.
The final design of our UAV is selected after aerodynamic analysis of the initial configuration and

through successive iterations of analysis.



Aerodynamic stability analysis of the initial hybrid UAV configuration is an important step. We
used a numerical method called Vortex lattice method (VLM). This is a university-level technique
used in computational fluid dynamics, which aids in the early stages of aircraft design. In this
work, AVL (Athena Vortex Lattice) [38, 39] and XFLRS [40] softwares are used to implement
VLM. This numerical method models a wing, the primary lifting surface, as an unbounded thin
sheet of discrete vortices and calculates the induced drag and lift coefficients. It is also capable of
calculating the air profile around an arbitrary wing with its rudimentary configuration alone.

For our UAV, we create batch codes and check the stability of our preliminary designs, followed
by calculating forces and moments coefficients. One can see in Fig. 2.1 that our UAV does not
have a tail wing, for the ease of manufacturing. Hence, achieving longitudinal stability turns out
to be the most challenging aspect of our design iterations. To address this problem, we select the
re-flexed airfoil, Martin Hepperle (MH) 45 [41] and place the center of gravity (CG) in front of
the neutral point (NP). The optimal CG point is finally fixed. The corresponding level flight speed
characteristics are shown in Table 2.2.

For other payloads, we place the flight controller over the CG of the vehicle. The flight con-
troller consists of an IMU (Inertial Measurement Unit) with integrated 3 axes accelerometer and
gyroscope to measure accelerations and angular velocities. A telemetry radio for communication,
RC receivers for manual controls, and a 6-cell LIPO battery for the power supply are placed in
the vehicle. To ensure both hover flight and level flight, four propellers with a diameter of 9 inch
and one propeller with a diameter 12 inch are chosen, which are rotated by 1100 (kv) brush-less-
electric motors. In the following subsection, we are going to first develop the rigid-body dynamics
followed by modeling the wing dynamics and the thrust dynamics, which are then all combined to

generate the full non-linear model for our proposed UAV.
2.2.2 Rigid body dynamics modeling

We used Newton-Euler equations to develop the rigid body dynamics of the UAV. The 6-DoF
dynamic model is shown in Fig. 2.1 with the inertial frame (1., 1, 1,) and body frame (B,, B,,

B.) which follow the North-East-Down (NED) coordinate system. ¢, 6,1 are the Euler angles



Table 2.2: Wing configuration reprinted from [8]

Wing span (b) | 120 cm Wing area (.5) 3360 cm?
Root chord (C,.) | 28 ¢em || Mean Aerodynamics Chord | 21.2 em
Tip chord (Cy) | 15cem Xca 15 em
Sweep angle 25° Height of winglet 15 cm?

Figure 2.1: Hybrid UAV configuration reprinted from [7]

in the inertial frame, and p, ¢, r are angular velocities in the body frame about each axis. These 6
variables are the states for the rotational motion of the UAV. Similarly, x, y, z are the position in
the inertial frame, and u, v, w are velocities in the body frame about each axis. These 6 variables
are states for translational motion. Hence a total of 12 states of the vehicle dynamics are defined

as

T
€T = (ma Yy, 2z, u, v, w, ¢a 97 %Z% b, g, ’I"> ' (21)

2.2.3 Wing dynamics modeling

The VLM is used to generate the aerodynamic coefficient of the wing body. The vortex lattice

methods are based on solutions to Laplace’s Equation. Although VLM is a classical method in



computational fluid dynamics, it can derive quite accurate results of aerodynamics for 3D Lifting
surface, especially, in subsonic flow which we are concerning for modeling [42]. The VLM cal-
culations are mainly processed with the boundary condition and Kutta-Joukowski theorem [43].
The wing is discretized to small panels as Fig. 2.2. Vortices are placed on each panel and the
corresponding strength I'; is obtained to satisfy the boundary condition theorem. Finally, forces

and moments are computed by the Kutta-Joukowski theorem, which are presented as

L; = pVoo x T';Ab;  (Lift of the panel 1), (2.2a)
N

L= L; (Liftof the Wing) (2.2b)
i=1

D; = pV, x I';Ab; (Drag of the panel i), (2.2¢)
N

D =) "D; (Dragof the Wing) (2.2d)

=1

where, p is the air density, V. is the free stream velocity, I'; is the vortex strength in panel ¢, and b is

the length of the vortex segment along the quarter-chord line. The AVL software is used to obtain

Figure 2.2: The vortex lattice method panel reprinted from [7]

the aerodynamic variables of the wing. The result sets, which depend on seven input variables,
are made up of a look-up table. The seven input factors are as follows: angle of attack, side slip
angle, roll/pitch/yaw rate, elevator, and aileron deflection angle. One of the aerodynamic results

from AVL is shown in Fig. 2.3. The resulting coefficients are then used to calculate the forces and
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moments for each body axis using

F, = qxSCF,, Fy = quSCE,, F. = ¢:oSCF,, (2.3a)

Mx = qooSC'ME, My = qooSCMy, Mz = QOOSCsz (23b)

where ¢..the dynamic pressure is ¢, = % pVZ2.

0.034
0.2
-0.02
0
o* o 0.0335 oY
-0.04 -0.2
-0.4
0.033
-0.06
-4 -2 0 2 4 6 8 -4 -2 0 2 4 6 8 -4 -2 0 2 4 6 8
AoA (degree) AoA (degree) AoA (degree)
04 -0.008
0.02
0.015 0.2 -0.01
x N N
= = =
0.01 0 -0.012
0.005 }
02 -0.014
-4 -2 0 2 4 6 8 -4 -2 0 2 4 6 8 -4 -2 0 2 4 6 8
AoA (degree) AOA (degree) AoA (degree)

Figure 2.3: Aerodynamic coefficients: angle of attack varies from -5 to 8 ° reprinted from [7].

2.2.4 Thrust dynamic modeling

Since the hybrid UAV is intended to perform level flights, free stream velocity should be con-
sidered when the thrust and torque of propellers are derived. Conventionally, DC motor parameter
identification and blade element theory [44] are applied to get dynamic model. However, for more
accurate modeling, we use the experimental method to derive brushless DC motor and propellers
performance data, wind tunel test data [45], and generate lookup tables. The result of experiment
on brushless DC motor with varying pulse width modulation (PWM) signal input is shown in Fig.
2.4.

The results of thrust and torque from the propeller 12 x 6 SF (Slow Flight) that depend on
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Figure 2.4: The motor RPM result from the experiment with motor reprinted from [7]

wind velocity acting on the wing (free stream velocity) and RPM of motor are shown in Fig 2.5b.

60

T
RPM 1000
RPM 2000
RPM 3000 | ]
RPM 4000
RPM 5000
RPM 6000
RPM 7000 | |
RPM 8000
RPM 9000
RPM 10000 | {

50 -

40t

Thrust (N)

25
Air speed (m/s)

30 35 40 45

———RPM 9000 ||

T
RPM 1000
RPM 2000
RPM 3000 |
RPM 4000
RPM 5000
RPM 6000 |
RPM 7000
RPM 8000

RPM 10000

20
Air speed (m/s)

25 30 35

40 45

(a) Thrust values according to air speed and propeller (b) Torque values according to air speed and pro-

RPM reprinted from [7]

peller RPM reprinted from [7].

Figure 2.5: The 12 x 6 propeller thrust and torque from the propeller performance data reprinted

from [7]

2.2.5 Final non-linear model

Our hybrid vehicle is developed as a 3D model using CAD. This 3D model which include mass,

inertia, and coordinate information is imported to Simscape software in Simulink [28]. The final

non-linear 3D model is constructed by combining wing, motor, and propeller dynamics which are

12



previously discussed as shown in Fig. 2.6. This is the rapid modeling representing the equations

of motion of UAVs.
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Figure 2.6: 6-DOF non-linear simulation of the hybrid UAV reprinted from [7]

2.2.6 Linearized model

We linearize the non-linear model of our hybrid UAV. Our aim is to design the controller for
the attitude control during level flight and during hovering. The following linear model is used
in designing a H, optimal control to make the system robust to wind gusts. Since we are only
interested in attitude control, we consider the corresponding state space [0 u w ¢]T for level flight
(Longitudinal motion) and [¢ 6 ¢ p ¢ r]* for hover flight. We calculate the linearized dynamics

separately for level flight and hovering. For level flight, trim states are:

and for hovering, trim states are

13



The linearized error dynamics about the trim points are modeled as

xz(t) = Ax(t) + B,u(t) + B,w(t), (2.6a)

y(t) = Cz(t), (2.6b)

with states & := (30 du dw dq)” for level flight and = := (3¢ 66 5¢ 6p 5q 6r)* for hovering, which
are perturbations on states about trim point. The system matrices for level flight are

0 0 0 1 0
0 0.0002 —0.0235 —0.1360 0.0009
A= y 13u - s
0 0.0011 —0.1793 20.4845 —0.0407
0 0.0135 —2.1745 —3.2657 —0.6544
T
B, = [0 0 0 1} , C =T, (2.7)

where u(t) is elevon deflection (J.). And for hover flight

03x4
A 03435 Isx3 B —153.5 153.5 153.5 —153.5 |
0345 Osy3 36.9 —37.1 36.9 —37.1
~1.8 -1.8 1.8 1.8
T
szlo 00 11 1} , C = Igyq, (2.8)

where u(t) is four motor input (PW M;,i = 1 ~ 4).
2.3 Control

In this chapter, we present a H, optimal controller for our proposed novel hybrid UAV. Our

hybrid vehicle harnesses the advantages of both fixed wing and rotor wing UAVs. We consider the

14



following linear system which models the error dynamics about the trim points

z(t) = Ax(t) + B,w(t) + B,u(t), (2.9a)
z(t) = C,x(t) + D,u(t), (2.9b)
y(t) = Cyx(t), (2.9¢)

where x € R"*, y € R", z € R" are the state vector, the measured output vector, and the output
vector of interest, respectively. Variables w € R"™ and u € R™ are the disturbances and the
control vectors, respectively.

We are interested in designing a full state feedback H5 optimal controller for the system in Eq.

29, 1e.,

u(t) = Kx(t), (2.10)

such that the closed loop system is stable and the effect of the disturbance is attenuated to a desired
level. We perform a comparative study of the performance of the 5 optimal control with that of
the conventional PID control and the LQR, when applied to our system. Hs control is expected to
achieve better control performance in presence of disturbances since it incorporates the disturbance

term B,, inside the optimization process. Now, we briefly discuss the three controllers.
2.3.1 PID controller

PID (Proportional-Integral-derivative) control is a model-free control algorithm. A PID con-
troller calculates an error value as the difference between the desired set point and measured point
and then applies a correction based on a proportional, integral, and derivative terms as

de(t)
dt

t
u(t) = Kpe(t) + Ki/ e(t)dt' + Ky (2.11)
0
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Most UAV systems currently use the PID controller for attitude control [29]. Feedback measure-
ment or estimated Euler angles and angular velocities [46] are compared with the desired angle
and angular velocity, respectively. The PID control generates an input value to eliminate the error.
PID control framework for the attitude control is shown in Fig. 2.7. For PID gain tuning, one can

refer to [32, 33] for a more detailed analysis.

PID Attitude control

X
PID PID m. P
Attitude - Y Linearized
. + » Euler angle Angular rate . X
Setpoint = Attitude System mw
Controller Controller

Figure 2.7: Attitude control structure of UAVs using PID control reprinted from [7]

2.3.2 LQR optimal control

The linear quadratic regulator (LQR) is a method used in determining the state feedback con-

troller u = K ;grx. This controller is designed to minimize the cost function, J, defined as
J = / (" Qz + u" Ru)dt (2.12)
0

where Q > 0 and R > 0 are symmetric weighting matrices. These matrices are the main design
parameters for defining the the control objective so that the state error and control energy is min-
imized. This cost function is solved with MATLAB function 1gr (). The LQR problem can be

converted to the LMI (Linear Matrix Inequality) form as given by the following theorem.
Theorem 1 ([47]). The following two statements are equivalent:
1. A solution K 1qr to the LOR controller exists.

2. Jamatrix Y, a symmetric matrix W, and a symmetric matrix Y = P~ such that:

16



AY +YAT + W'BT + B.W +YQY + W/RW <0 (2.13)

The optimal LOR control gain, K 1qg, is determined by solving the following optimization prob-

lem.

An, trace (P) subject to (2.13).

The gain K or is recovered by K o = WY .

This optimal gain minimizes the cost function (2.12). To solve this optimized solution, we used

CVX [48] and MATLAB tool box [49].
2.3.3 H, optimal control

With the linear system (2.9) and control law (2.10), the H; control closed-loop has the follow-

ing form,

(t) = (A+ B, K)z(t) + B.w(t), (2.14a)

2(t) = (C, + D K)z(t), (2.14b)

Therefore, the influence of the disturbance w on the output z is determined in frequency domain
as z = G,,(s)w(s) where G, (s) is the transfer function from the disturbance w to the output z

given by
G..(s)=C.(C.+ D,K)[sI — (A+ B,K)| 'B,. (2.15)

The problem of H, optimal control design is then, given a system (2.15) and a positive scalar

v, find a matrix K = K, such that

|G ow(8)|l2 < 7. (2.16)

17



where ||G(.)]|2 is the corresponding 2-norm of the system. The formulation to obtain K3, is given

by the following theorem.
Theorem 2 ([47, 50, 51]). The following two statements are equivalent:
1. A solution Ky, to the H, controller exists.

2. da matrix W, a symmetric matrix Z, and a symmetric matrix X such that:

AX + B,W +(AX + B.W)" + B,Bl <0

—-7Z C,X+DW
<0

* —X

trace(Z) < ~* (2.17)

The minimal attenuation level vy is determined by solving the following optimization problem

WI{l}l{I’lZ v subjectto (2.17).

The H; optimal control gain is recovered by Ky, = WX ',

This optimal gain ensures that the closed-loop system is asymptotically stable and attenuates
the disturbance. To solve this optimization problem, we use CVX [48] and Matlab tool box [49].

LQ R and H, control framework for the attitude control is shown in Fig. 2.8.

Attitude XS;_ Lor /.Hz U Linearized Xm
Setpoint H Tnacking " “| Attitude System
Gain (G)
LQR /3C,
Control
Gain (K)

Figure 2.8: Attitude control structure of UAVs using L) R and H5 controller reprinted from [7]
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2.4 Results
2.4.1 Simulation set up

The proposed H, optimal control is applied to attitude control of the linearized dynamics of
our UAV as modeled by Eq. 2.6. We compare its performance with the PID controller and LQR.
The comparison is done with respect to the control input, system response, and the amount of wind
disturbance rejection, in a Simulink based simulation environment, as shown in Fig. 2.10. In this
simulation, the Dryden wind turbulence model was used to generate the wind disturbance. The
generated wind disturbance is 10 m/s from north. Angular velocity components of the wind along

X and Y axes are shown in Fig. 2.9.

0.15 0.1

0.05

0.05

Wind velocity (rad/s)
Wind velocity (rad/s)

0 -0.05

0 2 4 6 8 10 12 14 16 18 20 "o 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
=====================

Figure 2.9: Angular velocity component of wind disturbance about the X (Left), Y (Middle) and,
Z. (Right) axis generated by the Dryden wind turbulence model in the Simulink software reprinted
from [7]

The final simulation environment which includes the UAV system, controller, and disturbance
model is shown in Fig. 2.10.

We simulated two cases: Case I — Level flight (Longitudinal motion) which considers param-
eters in Eq. (2.7) for level flight trim states in Eq. (2.4). Input of the system is deflection angle of
elevon surface and measurement is angular velocity ¢. Initial deviation of angular velocity about
Y axis in body frame p, is 0.5 rad/sec. Case II- Hover flight which consider parameters in Eq.
(2.8) for hover at trim states in Eq. (2.5). Input to the system is the PWM signals of four motors
and, measurement are all state, Euler angle and angular velocity. Initial deviation of pitch angle 6,
is 10°. LQR (2.13), PID (2.11), and H5 (2.17) controllers are designed with these two linearized

systems and then tested in the non-linear model in Fig 2.10.
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Figure 2.10: 6-DOF non-linear simulation of the hybrid UAV with disturbance reprinted from [7]

2.4.2 Simulation results

We examine the performance of the H, control by comparing it with that of the PID controller
and LQR in terms of root mean squared (RMS) error and time response.

Case I: Level flight — The simulation results for the proposed H5 control, the PID, and the
LQR are shown in Fig. 2.11 and TABLE 2.3. The proposed H- control has the least RMS error
than the other controllers, as shown in TABLE 2.3. The time response and overshoot of 5 control
is noted to be shorter than one of the PID controller and the LQR.

Table 2.3: RMS error for level flight: case I reprinted from [7]

Algorithm LQR | PID Ho

Anular rate, ¢ (rad/sec) || 0.0573 | 0.0859 | 0.0457

Case II: Hover flight — The simulation results for the proposed 5, control, PID, and the LQR
are shown in Fig.2.12, 2.13 and TABLE 2.4. The proposed H, control has the least RMS error
compared to the other controllers, as shown in TABLE 2.4, especially in yaw angle (/). The time
response of proposed H, control is comparable with one from the PID controller and LQR. Here,
note that H, is implicitly a better algorithm to deal with disturbance since it include disturbance as

a design factor.
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Figure 2.11: Error comparison of LQR, PID, and H, control with wind disturbance in level flight
reprinted from [7]

Table 2.4: RMS error for the hover flight: case II reprinted from [7]

Algorithm || Roll angle (°) | Pitch angle (°) | Yaw angle (°)
LQR 0.8964 1.9441 3.0217
PID 0.0349 1.3169 5.7745

Ho 0.1878 1.5935 0.4370

2.5 Conclusions of chapter

This chapter presents an approach to design a vertical take-off and landing hybrid UAV. We
elaborately describe its modeling and controller design that will make it robust to wind distur-
bances. We discuss methods that rapidly implements the modeling of our proposed hybrid UAV
satisfying the requirements with sufficient accuracy. We also propose a robust controller based on
‘H, optimal theory for our hybrid UAV. This controller achieves better performance while rejecting

wind gusts compared to that of the PID and the LQR controller. For the future work, discrete time
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Figure 2.12: Error comparison of LQR, PID, and H, control with wind disturbance in hover flight
reprinted from [7]

system of UAV will be developed and tested in physical UAV model.
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Figure 2.13: Input comparison of LQR, PID, and H, control with wind disturbance in hover flight
reprinted from [7]
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3. Ho OPTIMIZED PID CONTROL OF QUAD-COPTER PLATFORM
WITH WIND DISTURBANCE*

Proportional-Integral-Derivative (PID) scheme is the most commonly used algorithm for de-
signing the controllers for unmanned aerial vehicles (UAVs). However, tuning PID gains is a non
trivial task. A number of methods have been developed for tuning the PID gains for UAV systems.
However, these methods do not handle wind disturbances, which is a major concern for small
UAVs. In this chapter, we propose a new method for determining optimized PID gains in the Hy
optimal control framework, which achieves improved wind disturbance rejection. The proposed
method compares the classical PID control law with the 5 optimal controller to determine the
optimal PID gains, and involves solving a convex optimization problem. The proposed controller
is tested in two scenarios, namely, vertical velocity control, and vertical position control. The re-
sults are compared with the existing LQR based PID tuning method. This chapter is written based

on paper [8].
3.1 Introduction

PID control is still the most popular algorithm among these algorithms in the industry because
of its ease of implementation. Therefore, a number of algorithms have been developed to control
for the quadcopters [52]. However, tuning PID gains in order to achieve the desired performance is
a fairly challenging problem. In general, experimental methods involving trial and error are used
to tune these gains [32, 33].

There exist several methods to tune PID gains in quadcopters to achieve better performance in
stability, transient response, and steady-state accuracy. For example, the classic Ziegler-Nichols
method[53] was used in [54]. LQR control can also be implemented to obtain optimized PID gains

by solving the Riccati equation [55]. LQR-based tuning methods for quadcopters are discussed

"Reprinted with permission from “H2 optimized pid control of quad-copter platform with wind disturbance” by
Sunsoo Kim, V. Deshpande, and R. Bhattacharya, arXiv preprint arXiv:2003.13801, 2020. And this paper is accepted

in 2020 ICUAS conference.
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further in [56, 57]. In [23], PID gains are determined using the direct synthesis method [58], which
is also an optimization-based method with constant variation in time rate. Robust PID control
for quadcopters is discussed in [59], which analyzes the sensitivity to achieve robustness from
uncertainties like time delays incurred in actuation systems. However, there is little or no work
on algorithmically tuning PID gains to reject wind disturbances experienced in real-time flight. In
this chapter, we propose an Hs optimal PID controller that can reject the wind disturbance, and
compare the performance of the proposed controller with the existing LQR based tuning method
[56].

The rest of the chapter is organized as follows. We first present the details of the quadcopter
model in Section 3.2 followed by a brief discussion on the conventional 5 optimal control frame-
work in Section 3.3. In Section 3.4, we discuss the proposed Ho-optimal method for tuning the
PID gains. Simulation results obtained using the proposed controller are presented and compared
with the LQR-based controller in Section 3.5. Concluding remarks and future research directions

are provided in Section 3.6.
3.2 Quadcopter models

In this section, we discuss quadcopter configuration and the mathematical model relevant to this
work. Detailed mathematical models for a quadcopter can be found in the references mentioned in
Section 3.1.

For the purpose of this paper, we adopt the quadcopter model linearized about the hover state
discussed in [60]. The lateral, longitudinal, directional, and vertical controllers can be decoupled
in this model as shown in Fig. 3.2. The controller designed using this linearized model performs
well in the nonlinear model. We compare the results of the proposed controller with the one based

on LQR from [56] which also uses the same dynamics model.
3.2.1 Configuration

A quadcopter configuration is presented in Fig. 3.1, which has four motors and propellers that

generate force and torque at each position. Here, €2 is the rotor angular velocity used to control the
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Figure 3.1: The quadcopter configuration and frames of reference reprinted from [8]

3.2.2 Dynamics

Newton-Euler equations are used for representing the rigid body dynamics of the quadcopter.
The 6-DoF dynamics model is shown in Fig. 3.1 with the Inertial frame (I, 1,,1.) and Body
frame (B, By, B.). ¢, 0,1 are Euler angles in the inertial frame, and 