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ABSTRACT

Brain imaging is an indispensable tool in neuroscience research. In many cases, research in

this field involves capturing images of thin slices of animal brains using powerful high-resolution

microscopes. The brain consists of billions of neurons interconnected in a highly sophisticated

manner. To understand the role of a group of neurons in animal behavior, target neurons are

fluorescently labeled. Then the brain images are compared to standard brain atlases to identify

the spatial regions in the brain where these target neurons are expressed. Brain atlases consist

of structural outlines labeling the different regions in the brain. Deforming an atlas to align the

regions in a brain image is also known as image registration. In this work, we explore techniques

to automatically identify the atlas that a brain image belongs to, register the atlas to the brain image,

and count the number of expressed neurons in the sub-regions of the brain. The final deliverable is

a software application capable of performing all the tasks with minimal human supervision.
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1. INTRODUCTION

1.1 Brain Imaging

Brain imaging or neuroimaging has been a powerful tool used in neuroscience research. It is

the use of various techniques to either directly or indirectly image the structure, function, or phar-

macology of the nervous system. This enables neuroscience researchers to observe the response of

regions in the brain to different stimuli.

Researchers in the labs headed by Dr. Jun Wang and Dr. Lee Shapiro of the Department of

Neuroscience & Experimental Therapeutics at the Texas A&M University analyze rodent brains.

A schematic diagram of a mouse brain highlighting the major regions in the brain is shown in

figure 1.1. The left and right sides of the brain image shown belong to the anterior ans posterior

portion of the brain respectively. The subjects used in their experiments are rats and mice. One

of their research projects involves understanding drug addiction; alcohol addiction in particular.

The dorso-medial striatum in the brain has been linked to reward based learning and addiction.

Neural activity in this region has been shown to be upregulated during addiction in rodent models.

To validate these results, different genetic tools are used to target neural populations that send

synapses to a desired neural population. One such technique is rabies tracing which aims to label

the target neurons using specific colors. The rabies virus is infused into a rodent and its brain

neurons are visualized by sacrificing it a week after the infusion. Using a cryostat the brain of

the rodent is cut into thin slices each having a width roughly equal to 50 microns. The naming

convention for the slices that we followed in this study is shown in figure 1.2. The brain sections

were cut along the plane perpendicular to the plane of the figure. The slices were named according

to their distance from the bregma which is indicated by the axis at the top in the figure. The distance

of the brain slice from the bregma is called anteroposterior 1 (AP) number or atlas ID. The brain

slices are mounted on a slide to perform confocal microscopy which gives high resolution images

of the brain slices. Examples of brain slice images obtained using this process is shown in figure

1In anatomy, anteroposterior means from front to back.

1



1.3.

Figure 1.1: Schematic diagram of the mouse brain (reprinted from [1])

Figure 1.2: Naming convention for mouse brain slices (reprinted from [2])
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AP -0.94 mm AP -0.22 mm

AP -0.22 mm
AP 0.86 mm

AP 1.54 mm AP -1.54 mm

Figure 1.3: Sample mice brain slice images
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The brain image slices with the labeled neurons are used for analysis. The major goal of this

procedure is to identify the spatial regions in the brain where the labeled neurons are expressed.

This is achieved by taking line drawings illustrating the sub-regions of the image. In neuroscience

literature these are called atlases. These atlases are overlapped on the brain slice images to iden-

tify the spatial regions in the brain where the expressed neurons are present. To achieve this,

researchers in both the laboratories overlay the atlases on their corresponding brain slice images

using software applications such as Adobe Photoshop. In most of the cases the brain images and

their corresponding atlases don’t align perfectly. This could be attributed to the variation in the

structure of the brain from one subject to another and deformation introduced during the brain

cutting procedure. The solution currently being employed to overcome the challenge is to manu-

ally deform the atlas to align it with the outer contour and the internal structures of the brain slice

images using Adobe Photoshop. The atlas generated after manual deformation is shown in Figure

1.4. Figure 1.5 shows a few sample brain images with their corresponding matching atlases.

Atlas for AP 0.28 mm
Deformed atlas

Figure 1.4: Manual atlas alignment

After aligning the atlas with the brain image, researchers manually mark the labeled colored

neurons in the brain. This step requires an expert as it can be difficult for an algorithm to figure out
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the number of neurons within a cluster of colored neurons. The number of neurons in each region

of the deformed atlas is then counted manually. The number of marked neurons in a brain image

can vary between 100 and 300.

1.2 Challenges

Although the process works well, it is extremely time-consuming and error-prone. It takes

about 15 − 30 minutes to manually deform an atlas to align it with its corresponding brain slice

image. Photoshop also doesn’t allow users to make minute modifications to the fit as the spacing

between the grid lines is fixed. This makes the task cumbersome and introduces error in the fit.

The large number of marked neurons makes the process of neuron counting extremely time

consuming and error-prone. The error may be introduced due to human involvement in the count-

ing process which is tedious taking close to 30 minutes. The error in the count of neurons can vary

between 0 and 50 neurons.

In this work we have addressed the following three major challenges faced by the researchers

in the laboratories with regards to neuron counting:

1. Identifying the correct atlas for a given brain slice image.

2. Registering the atlas to the brain slice image.

3. Counting the number of expressed neurons in the sub-regions of the brain slice image.

1.3 Research Questions

The purpose of this study is to develop a framework that assists nueroscientists by reducing the

time and the discrepancy in neuron counting. Given a brain slice image for analysis, we formulated

the research questions as listed below:

1. Which are the feature-based methods suitable for retrieving its matching atlas?

2. How can feature-based methods be used for registering the atlas to the image?

3. How can we automatically count the number of labeled neurons?

5



Brain image for AP -0.94 mm Atlas for AP -0.94 mm

Brain image for AP -0.22 mm Atlas for AP -0.22 mm

Brain image for AP 0.86 mm Atlas for AP 0.86 mm

Brain image for AP 1.54 mm Atlas for AP 1.54 mm

Figure 1.5: Sample brain image and atlas pairs
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1.4 Organization of the Thesis

The remainder of the thesis is organized into 7 sections. Section 2 provides a bird’s eye-view of

the existing literature addressing medical image retrieval and medical image registration. Section

3 explains our approach for automatic brain image retrieval. Section 4 talks about the methods we

adopted for automatic image registration. Section 5 is a brief discussion on how we performed the

region-wise automatic counting. Section 6 describes our evaluation metrics. Section 7 contains

snapshots of the user interface. Section 8 addresses in detail our findings during the course of the

study, the strengths and limitations of our approach and presents possible future research directions.
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2. RELATED WORK

This chapter discusses the existing work related to medical image retrieval and medical image

registration.

2.1 Medical Image Retrieval

The retrieval techniques relevant to our problem are content based. Content based techniques

can consist of global features or local features or both. In this section we look at content-based

retrieval and classification methods pertinent to medical images.

[4], [5], [6] used the texture, color, and gray level features for content-based retrieval. Local

and global features were employed in [7]. It used color histograms and Gabor filters that are used

for texture classification for the image retrieval task.

Convolutional neural networks (CNNs) have been shown to achieve astonishing results on

image classification problems as can be seen in [8], [9], [10], [11], [12]. The deep neural networks

(DNNs) developed in these works obtained state-of-the-art classification results on the ImageNet

[13] dataset. [14] used a modified pre-trained GoogLeNet [10] to determine if the orientation

of the chest X-ray images belonged to the frontal or lateral view. This approach showed that

CNNs pre-trained on a widely different dataset from medical images are robust enough to perform

simple classification tasks related to medical images. [15] used a modified network introduced

in [12] called CheXNet to classify 14 different types of diseases observed in chest x-rays. The

network was trained on 112, 000 images from the ChestXray14 dataset [16] achieving state-of-the-

art performance on the test data. [17] used CNNs along with support vector machine (SVM) and

random forest (RF) classifiers to determine whether lung nodules were benign or malignant. An

extensive study on the use of DNNs for the analysis of medical images can be found in [18].

2.2 Medical Image Registration

Medical image registration is a field that has been thoroughly studied over the past few years.

[19] used a hierarchical transformation approach for breast Magnetic Resonance Image (MRI)
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registration. The MR images were contrast enhanced and normalized mutual information was used

to measure the similarity between pixels of the images being registered. Affine transformation was

used to capture the global motion between the images. B-splines were used to model the local

motion. [20] added spatial information based on the gradients of the images to be registered to

make the registration more robust.

When the images to be registered have been obtained in vastly different modalities, finding

pixel-wise correspondences between them becomes challenging. In these cases, it is much more

pragmatic to use interesting points and regions that are present in both the images. Then a trans-

formation function mapping the set of points in both the images can be used for registration.

Region-based features are detected using segmentation methods. [21] presented maximally

stable extremal regions (MSERs) based on homogeneity of image intensities. Elongated anatomic

structures described in [22] were used as line features for medical images. Canny edge detector

[23] and Laplacian of Gaussian [24], which are methods for edge detection were used for line

feature detection. Point feature detectors are often used to find corners in images due to their

invariance to imaging geometry. Harris corner detector [25] is a widely popular algorithm to detect

corners in images. Scale invariant feature transform (SIFT) [26] is a local feature detector and

descriptor that identifies key-points by finding the maxima and minima of the result of difference

of Gaussians function applied at various scales to a series of smoothed and resampled images.

Speeded-up robust features (SURF) [27] is another feature detector and descriptor that is based on

similar principles and steps as SIFT. The authors claim that it is much faster than SIFT and more

robust against various image transformations.

Area-based feature matching techniques such as mutual information (MI) are popular for mul-

timodal image registration. Mutual information is a quantity that measures how much a random

variable tells us about another random variable. It can be thought of as the reduction in uncer-

tainty about one random variable given knowledge of another. High mutual information indicates

a large reduction in uncertainty; low mutual information indicates a small reduction; and zero

mutual information between two random variables indicates that the variables are independent.
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More information about the intuition and math behind mutual information can be found here:

http://www.scholarpedia.org/article/Mutual_information. [28] contains a

thorough discussion on the use of mutual information for registration of medical images. [29],

[30], [20], [31] are some the most significant works that have used mutual information and its

variants for image registration.

Feature-based matching methods involve finding correspondences between the set of features

obtained on both the images to be registered. Invariant feature descriptors are useful in creating

descriptors that are not sensitive to small deformations. [32] proposed a method to select features

according to the reliability of their possible matches. [33] and [34] use feature descriptors based on

the image intensity in the neighborhood of the feature points. The feature matching was done by

calculating the cross-correlation (CC) between the feature descriptors. CC measures the similarity

between the intensities in the pixels in 2 windows. A more robust metric is normalized CC [35]

which is less sensitive to changes in intensities between the 2 windows. [36] used histogram of

oriented gradients (HOG) [37] for creating feature descriptors. This made the feature descriptors

less sensitive to changes in intensities and rather focused on the orientation of the edges around the

feature point. SIFT feature descriptors are invariant to uniform scaling, orientation, illumination

changes, and partially invariant to affine distortion. The descriptors are created by considering the

magnitude and orientation values of samples within a window of size 16× 16 around a key-point.

SURF feature descriptors are also created by using a window around a key-point and Haar wavelet

[38] responses are extracted from these windows.

In practice, points that are invariant and discriminative are employed as feature points. In

conclusion, area-based feature matching is preferred when both the images to be registered do

not contain many details and the distinctive information is obtained from the pixel intensities.

On the other hand, feature-based matching methods are generally employed when local structural

information dominates the image intensity information. They are also helpful in registering images

that have entirely different modalities and contain local distortions between the images.

After the feature matching step the feature points are treated as the control points (CPs) for
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finding the transformation or mapping function. The reference image is transformed and overlaid

on the analysis image. The transformation function is determined using 2 methods: global trans-

formation and local transformation. The global transformation function is found using a global

model which uses all the CPs to estimate one set of parameters for the transformation function for

the entire image. The local transformation function is determined by estimating parameters for

small patches in the images. The patches are defined by the location of the CPs. Affine transforms,

perspective transforms, and polynomial transforms and their variations were used in approaches

covered in [39] to find the global transformation function. However, global transformations have

a hard time handling images that contain local deformation. [40], [41], [42], [43] showed better

registration performance using locally sensitive registration methods. These methods introduced

slight variation to the process of global transformation estimation by adding weighted least square

and weighted mean methods [40]. Thin plate splines (TPS) [44] and B-slines belong to the class

of radial basis functions that have been shown to be effective for registration of images having

local defomation. [45] discusses the application of TPS in medical image registration. [19], [46],

[47] have shown that B-splines perform well in image registration. Recently, [36] has used a tech-

nique to find the brain slice cutting angle and have used bilinear model instead of B-splines for

registration. The authors used a multi-level grid point placement strategy to handle large and small

deformations.

Recent works have focused using deep learning techniques for medical image registration. Us-

ing deep learning techniques in our case is not possible as of now due to the lack of availability

of a large dataset. For the sake of completeness, we will discuss some of the work here that have

garnered significant attention from the medical imaging community. [48] introduced a CNN that

can be trained end-to-end in an unsupervised manner for image registration. The dataset in this

case consisted of unlabelled MNIST [49] and cardiac MR images. The CNN regressor maxi-

mized the normalized CC between the deformed image and the corresponding reference image.

[50] used fully convolutional networks (FCNs) to learn the transformations between the images

to be registered directly without knowing the transformation functions. It did so by estimating
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the transformations between the images to be registered by maximizing an image-wise similarity

metric between them. The authors in [51] trained a CNN for 3D medical image registration the

parameters of which were used for registering a pair of new images.

Although, there are a plethora of research articles on image registration, the novelty in our case

is the data that we are dealing with. As far as our knowledge, there haven’t been any approaches

that have aimed to solve the problem that we are aiming to tackle in this study. We combined

approaches mentioned in this section and experimented with a few techniques of our own. The

subsequent chapters will dive into the details of our approach and implementation.
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3. BRAIN ATLAS LOCALIZATION

In this section we discuss the approaches we used for the automatic retrieval of brain atlases

corresponding to the given brain slice images. The major motivation behind addressing this chal-

lenge was that it requires plenty of practice for a human to match a given analysis image to its

atlas. This can be seen in figure 3.1, it can be extremely hard even for a human without sufficient

amount of subject matter expertise to assign adjacent brain image slices to their exact atlases.

3.1 Manual Interest Point Placement

Initially for experimentation, we used a crude technique to find the matching atlas for a given

query or analysis image. We manually placed 45 points of interest on the images of the atlas and

saved them in a database. The user was asked to place the same number of points of interest on the

analysis image. We then calculated the sum of squared distance (SSD) between the points placed

on the analysis image and the points placed on all the atlases in the database. SSD is a metric

used to find the similarity between two arrays. It is proportional to the Euclidean distance between

the two arrays. It is calculated by taking the sum of squares of differences of corresponding val-

ues in the two arrays. If x and y represent the two arrays both containing N elements, then the

mathematical expression for SSD is given by 3.1.

SSD =
N∑
i=1

(xi − yi)
2 (3.1)

The AP number for which the SSD was the lowest among all the atlases was considered as the best

matching AP number for the analysis image. Figure 3.2 shows the SSD curve for all the atlases

with respect to a random analysis image. In this example, the analysis image belongs to AP 0.98

mm. The horizontal axis contains the list of AP numbers present in the database while the vertical

axis has the SSD values for each of the AP numbers. In this example SSD is the lowest for AP

1.18 mm followed by the correct AP 0.98 mm. But, at the same time it can be seen that there are

multiple troughs or local minima obtained at other AP numbers too. This could be major concern
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Analysis image

Figure 3.1: Candidate atlases for a given analysis image

if there are major deformations while cutting the brain slices. In these cases there could be local

minima obtained at multiple Ap numbers and the AP number for which the global minimum occurs

might be far away from the correct match. Handling deformations was a major important aspect
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that had to be taken into consideration since obtaining perfect brain slices during the brain cutting

process is not always possible. Also, manually placing points of interest on the analysis image is

tedious and time-consuming. It is also subjective as the placement of the points of interest depends

on the discretion of the user. This made the results inconsistent making it vary from user to user.

Figure 3.2: SSD curve for atlas retrieval

The limitations of the approach mentioned in this section led us to explore methods that are

more robust to deformations. One of our major goals was also to minimize the amount of human

effort involved in the atlas retrieval process. The rest of the sections in this chapter explain our

approach to make the brain atlas retrieval process fully automatic.
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3.2 Data Pre-processing

The task of directly identifying the correct matching atlas for a given an analysis image is

not very straightforward. Part of the reason is that analysis images look very different from atlas

images. The analysis images in our case are brain slice images stained in different colors. Figure

1.3 contains examples of a few analysis images. As can be observed, these images vary a lot in

the way they are stained. The level of staining and contrast in the images is not consistent. This

heavily depends on the goal of the experiments conducted by neuroscience researchers.

We performed a few data cleaning and pre-processing operations on the images to make them

more suitable for image retrieval. First of all, instead of directly identifying the matching AP num-

ber for a given analysis image we assigned a few brain slice images belonging to the AP number

and referred to them as reference images. Secondly, we removed all the spurious images from

the background that weren’t of any interest to us. As explained in the previous paragraph, color

in our case doesn’t provide any additional information. In some cases color may even obfuscate

algorithms since similar images may have different colors depending on the staining. So, we con-

verted all the brain images into single channel grayscale images. In the next step, we performed

contrast limited adaptive histogram equalization (CLAHE) on all the grayscale images to improve

their contrast. CLAHE is a variant of adaptive histogram equalization (AHE) in which the contrast

amplification is limited to reduce the problem of noise amplification. Histogram equalization is

technique in which the contrast of an image is improved by distributing the intensity values of the

pixels over a wider range of intensity values. The method aims to transform the intensity values

at each pixel location in such a manner that the distribution of the intensity values in the inten-

sity histogram is as close to a uniform distribution. AHE computes several histograms on smaller

sections of the image instead of the whole image and then redistributes the intensity values of the

image. This makes AHE suitable for improving the contrast over a local region. The downside

of AHE is that it has a tendency to overamplify noise in relatively homogeneous regions of an

image. CLAHE addresses this issue by limiting the contrast amplification by clipping the intensity

histogram at a predefined value. The dataset consisting of the contrast enhanced images are then
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split into training and test sets. The training set consisted of 80% of the examples and the test

set included the remaining 20% of the examples. Specifically we had 8 images per AP number

in the training dataset and 2 images per AP number in the test dataset. We applied heavy data

augmentation to the training and test dataset. The data augmentation included randomly applying

varying levels of brightness, lateral flipping, and non-rigid deformations. This was achieved using

an open source implementation for applying data augmentation on images which can be accessed

here: https://github.com/mdbloice/Augmentor. Our final dataset consisted of 50

examples in the training dataset and 10 examples in the test dataset.

3.3 Key-point Extraction

Images with rich content contain interesting points that can be used as one of the metrics in

comparing similar images. Extracting these interesting points have been shown to be helpful in

image retrieval tasks. As can be seen in the brain images we are working with, there are not a

lot of interesting points that can be identified as key-points. Barring the presence of ventricles,

anterior commisure, and the external capsule, all the brain images have the same texture. Figure

3.3 highlights the interesting regions and locations in 2 sample brain images.

Harris corner detector and SIFT are popular feature detectors widely used to identify interesting

points in images. Harris corner detector identifies corners in an image. Corners are regions in the

image with large variation in intensity in all the directions. Recently SIFT has been patented and

is not available in MATLAB. Hence, we used the SURF detector instead to identify interesting

points. SURF is in general less accurate but much faster than SIFT. Although few in number, we

obtained matching key-points on the analysis image and the reference brain images in the database.

This was obtained by constructing feature descriptors around the points of interest (key-points).

Reference images with more feature descriptor matches with the analysis image were further used

to narrow down the search region for the matching reference image. The locations of the feature

point matches were stored to be used in the subsequent steps.

In the next section we explain in detail the final step of our approach in the image retrieval

process.
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Figure 3.3: Interesting regions in brain images

3.4 Deep Features

CNNs have achieved state-of-the-art results on various image classification tasks. Although

our problem can also be termed as an image classification problem, the variations in our images
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are much more subtle. This is especially true if the thickness of the brain image slices is small.

This makes it very tough for CNNs to match the analysis image to its exact reference image by

only looking globally at the images.

A major drawback in our case that heavily limited the applicability of applying CNNs to the

brain images is the lack of availability of a large similar dataset. This reduced our scope of using

deep learning methods to solve our problem.

Despite the challenges outlined above, we experimented with a few approaches using pre-

trained CNNs. Specifically, we used a VGG-16 CNN [9] pre-trained on the ImageNet [13] dataset.

ImageNet is a publicly available large dataset that contains images of objects usually encountered

by us in everyday life. It contains over 1.2 million images belonging to 1000 categories. It is

widely used in academia as the de facto benchmark used to report the performance of computer

vision classification algorithms. VGG-16 achieved 92.7% top-5 test accuracy on the ImageNet

dataset. The architecture of VGG-16 is shown in figure. The default size of the input to a VGG-16

network is a 3-channel 224× 224 RGB image. It consists of 16 weight layers using convolutional

filters of dimensions 3×3 pixels. The convolutional stride used in all the layers is 1 pixel. Padding

is applied after each convolutional layer to preserve the spatial resolution of the input. 5 max-

pooling layers perform spatial pooling. The window size used for spatial pooling has a size of

2 × 2 pixels and a stride of 2 pixels. The convolutional layers are followed by 3 fully connected

layers which are responsible for classification. The final fully connected layer is the softmax layer

which gives the probability scores for each class. All the hidden layers contain the ReLU [52]

activation function which introduces non-linearity into the model.

3.4.1 Global Deep Features

To make the brain slice images suitable for use with VGG-16, we first converted all the

grayscale single channel images to 3 channel images. This was done by stacking together 3 repli-

cas of a grayscale image. We resorted to this approach only to match the input requirements of

VGG-16 as the network expects 3 channel images as input. This was followed by resizing the

images to a size of 224× 224× 3 which is the input image dimension expected by VGG-16. Since
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Figure 3.4: VGG16 architecture (reprinted from [3] c⃝2017 IEEE)

our goal was to only extract the feature descriptor instead of obtaining classification results, we

discarded the fully connected layers of the network. The activations obtained from the last convo-

lutional layer i.e the 5th max-pooling layer was used as the global feature descriptors for the input

image. The output of the 5th max-pooling layer was 512 feature maps of size 5 × 5. We flattened

all the feature maps and concatenated them to obtain 1-dimensional feature vectors of size 12800.

We extracted these feature vectors for all the images in our training data. Given an analysis image,

we extracted a feature descriptor with 12800 elements and then compared it with all the feature

descriptors obtained on the database of brain images. The analysis image is selected at random

from a database of test images for which feature descriptors haven’t been generated previously.

Treating the task of finding the matching atlas corresponding to a given analysis image as an

image retrieval problem, we applied the k-nearest neighbor (k-NN) algorithm to find the matching

reference image for the query image. The k-NN algorithm used the SSD error metric to find the
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closest feature vectors in the database to the feature vector of the analysis image. Empirically, we

found that k = 3 gave decent results. Figure 3.5 shows the results obtained using just the global

features in the form of a confusion matrix. The vertical axis represents the actual AP number that

the analysis image belongs to while the horizontal axis represents the AP numbers predicted by the

k-NN algorithm on the global VGG16 feature descriptors. We can clearly observe that VGG-16

feature descriptors are powerful enough to differentiate images that look very different from each

other. Analysis images from the in the anterior portion of the brain are generally assigned to AP

numbers belonging to the anterior portion of the brain and a similar observation can be made about

images obtained from the posterior portion as well. Results are poor for the images which look

very similar, especially belonging to the medial portion of the brain. This shows that the VGG-16

features descriptors obtained globally on the images are not discriminative enough to tackle our

problem.

To address this short-coming of the global features, we created feature vectors using a pre-

trained VGG-16 network from patches in the image. We called these feature vectors local deep

features since they captured the local and regional details in the brain image. In the next section

we discuss in detail about our intuition behind the approach, the implementation details and the

results we obtained using the local deep features.

3.4.2 Local Deep Features

The idea behind using deep features was very straight forward. While extracting feature points

and matching them, we made an observation that the given analysis image had particularly more

number of feature matches with reference images that closely resembled the analysis image. This

might seem obvious because these reference images would have interesting regions similar to those

on the analysis image. But, at the same time solely considering the number of feature matches to

find the correct matching reference image did not turn out to be good idea. It all boiled down to

how similar the analysis image looked to the reference images. In many cases there were local

regions in the reference images that looked similar to the analysis image due to similar contrast

and edge profiles. The feature descriptors created by the inbuilt feature extractors in MATLAB are
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Figure 3.5: Confusion matrix for atlas retrieval using global features

not robust enough to these variations. This led to many incorrect feature matches with many of the

matching points located far away from each other in the images to be registered.

So as discussed above, we observed that the feature points identified by conventional feature

detection algorithms are robust but the feature vectors created for them are not. To tackle this

challenge we resorted to using a CNN instead to create feature vectors. The idea behind the

approach was that CNNs take into consideration both the structures and the intensities inside a

region. To make the feature vectors robust, we used the pre-trained VGG-16 that we used to

extract global features to create the feature vectors from around the feature match locations. We

called these features deep local features. These features were obtained by creating patches around

the locations of feature points. Specifically we used a patch of size 64× 64 pixels at the locations

where feature points were obtained. An illustration of the same is shown in figure 3.6. These
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patches were fed as input to the VGG-16 network and feature vectors were obtained for each

patch. This is exactly similar to what we did in the global feature extraction feature, the only

difference being that the size of the input in that case was 224× 224.

Figure 3.6: Illustration of windows (yellow dashed lines) drawn around key-points (green dots)

We employed a two-stage process in which we first created the global feature vector for a given

analysis image after resizing it to 224×224 pixels and then using the k-nearest neighbors algorithm

found the reference image whose feature vector resembled closest to the global deep feature vector

of the analysis image. This was made possible by creating a database of global deep feature

vectors obtained from all the reference images beforehand. These feature vectors were created

by resizing the reference images to 224 × 224 pixels and then feeding them to the pre-trained

VGG-16 network. Specifically there were 50 reference images for each atlas AP which we had

created from 5 original images using a few data augmentation tricks. Experimentally we observed

that k = 3 for the k-nearest neighbors algorithm performed well. Once we obtained the closest

matching reference image, we predicted the AP number for the analysis image. As explained in the
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previous section, global features worked well for brain sections belonging to the anterior and the

posterior regions of the brain. So, if the predicted AP number lied below −1.00 mm and above 1.00

mm, we considered the predicted AP number as our final prediction. Otherwise, if the predicted

AP number was between −1.00 mm and 1.00 mm, we made use of the local deep features. We

extracted feature locations using the Harris corner and SURF feature detectors. This was followed

by feature matching to obtain the matching locations on both the analysis image and the reference

image. Instead of using the conventional feature vectors used for feature matching, we obtained

local deep features from patches around these locations. Then we appended the features obtained

from all these patches to create a single feature vector for the image. This procedure was done on

the analysis image and all the reference images belonging to AP numbers between −1.00 mm and

1.00 mm. We calculated the cosine similarity between the local deep feature vector obtained from

the analysis image and the local deep feature vectors obtained from all the reference images. The

AP number for which the average cosine similarity was the highest was the one predicted for the

analysis image. This approach helped us gain better results on analysis images belonging to the

medial region of the brain as can be seen in 3.8. Overall the localization approach provided an

improvement over the global deep features approach. Figure 3.7 shows our two-stage approach for

automatic atlas localization.
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Figure 3.7: Flow chart for atlas localization

Figure 3.8: Confusion matrix for atlas retrieval using the 2 stage approach
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4. BRAIN ATLAS REGISTRATION

In this section we discuss the approaches we used for the semi-automatic and automatic regis-

tration of brain atlases to the analysis images.

4.1 Geometric Image Transformation

Image transformation refers to finding similar corresponding points in two images and then

matching them so that the rest of the regions in the 2 images can be aligned. The idea behind this

approach is that if a relationship can be established between a few selected number of points in one

image to corresponding points in another image, then the same the same relationship can be applied

to the rest of the points in both the images. This would help in transforming one image into another.

This relationship can be captured in the form of a transformation function. Concretely, let (x, y)

be the set of selected points on the the moving image and let (u, v) be the set of corresponding

selected points on the fixed image. In our case the atlas is the moving image and the query image

or the analysis image is the fixed image. This choice is straightforward since we wish to transform

the atlas to align it with the regions in the analysis image. So, the relationship can be given by

g(u, v) = h(f(x, y)) (4.1)

where g(.) is the fixed image, f(.) is the moving image, and h(.) is transformation function. The

simplest form of transformation that we used at first is a global transformation. The general equa-

tion for a global affine transformation in matrix form is given by


u

v

w

 =


a11 a12 a13

a21 a22 a23

a31 a32 a33



x

y

z

 (4.2)

This is the homogeneous coordinates form of the matrix that is helpful in easier representa-
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tion. Empirically we observed that affine transformation wasn’t a good choice in our case. This

is because affine transformations map lines to lines. But our images also consisted of regional

variations which was difficult to capture using only an affine transformation function. So, we

experimented with the polynomial transformation function. Affine transformations are first-order

polynomial transformations. Higher-order polynomials have the ability to bend lines. In particular

we found that the quadratic transformations provided much improved results. The general form

for polynomial equations is given by

u =
∑
k

∑
l

aklx
kyl

v =
∑
k

∑
l

bklx
kyl

(4.3)

So, for a 2nd-order polynomial i.e. a quadratic polynomial, the equations in 4.3 can be written

as
u = a20x

2 + a02y
2 + a11xy + a10x+ a01y + a00

v = b20x
2 + b02y

2 + b11xy + b10x+ b01y + b00

(4.4)

In matrix form equations in 4.4 can be written as

u
v

 =

a20 a02 a11 a10 a01 a00

b20 b02 b11 b10 b01 b00





x2

y2

xy

x

y

1


(4.5)

In MATLAB, the function "fitgeotrans(.)" provides the option to use the polynomial transfor-

mation. For a quadratic polynomial the minimum number of points that need to be selected is 6.

This would generate the 12 set of equations to solve the 12 unknown parameters akl and bkl as

shown in equations 4.4 and 4.5. In general, more number of points leads to better fit. This leads
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to solving an over-determined set of equations and the values for the parameters akl and bkl using

least-squares approximation [53].

4.2 Image Warping

The primary objective of image registration is to apply warps to a standard reference image to

align it as closely as possible to a given analysis image. After finding the transformation function,

we applied warping on the moving image to align it with the fixed image. We used the "imwarp(.)"

function in MATLAB for this purpose. "imwarp(.)" takes as input the image to be transformed and

the geometric transformation.

4.3 Manual Control Point Placement

Our first approach for image registration involved allowing users to manually place control

points on the analysis image and the corresponding atlas. The major factors that were taken into

consideration while aligning the atlas with the analysis image is the outer boundaries of both the

images. To achieve this, the user placed a number of control points along the outer edges of the

query image and the atlas. The recommended number of corresponding control points that should

be placed along the outer boundaries of both the images is 15− 20.

In the next major step we focused on the inner details and artifacts in the analysis brain image.

The idea here was to line up the ventricles, the striatums, and the anterior commisures of the

analysis image with the inner outlines of the atlas. To take this into account we placed control

points at locations which should ideally match after deforming the atlas. The number of control

points in the interior regions of the analysis image and the atlas was subjective. In general, placing

more number of control points led to better visual matching.

The manual placement of control points was achieved using MATLAB’s Control Point selec-

tion tool which is included in the image processing toolbox. This tool can be accessed using the

"cpselect(.)" function. The function opens up a window as shown in figure 4.1. It allows the user

to place corresponding control points on the fixed image and the moving image. The coordinates

of the control points selected on the fixed image and the moving image are stored in arrays. Figure

28



4.2 shows the tool with the marked control points on both the analysis image and the atlas. These

corresponding control points are then used to obtain the transformation function using the "fitgeo-

trans()" function in MATLAB. "Fitgeotrans()" takes as input the arrays of control points selected

on the analysis image and the atlas. The type of transformation to be used for calculating the trans-

formation matrix can be specified by the user. In our case the degree 2 polynomial transformation

function provided good results.

Figure 4.1: Control point selection tool

Figure 4.3 shows the results on few analysis images using the semi-automatic approach.

4.4 Automatic Control Point Placement

This section describes in detail the strategy we used to place control points on the analysis im-

age and the corresponding reference image automatically. Brain images corresponding to each AP
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Figure 4.2: Control points placed using selection tool

number that have been cut with near perfection were added to a the database of reference images.

Each reference image was then warped to fit its corresponding atlas as perfectly as possible. This

was achieved by either manually warping the atlas using a photo editing software such as Adobe

Photoshop or using the manual control point placement process explained in the previous section.

This was necessary to ensure that the reference images and their corresponding atlases could be

used interchangeably.

In the first step of this method, we placed control points uniformly around the boundaries of

the analysis image and its corresponding reference image. This is owing to the reasoning explained

in section 4.3 that the outer boundaries of the analysis image and the reference image should be

aligned first. Extracting the outer boundaries from the analysis image and the reference images

is relatively straightforward. We converted the images to black and white images to separate the

brain image from the background. This was followed by identifying the structure with the largest
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Registration result for AP 0.74 mm

Registration result for AP 0.98 mm

Figure 4.3: Results of manual control points-based registration

contour area in the black and white image. The contour with the largest area corresponded to

the outer boundary of the brain image. We then extracted the boundaries of these contours after

filling all the holes inside the brain image. All these steps were implemented in MATLAB as the

image processing toolbox provides a suite of methods which facilitates these functionalities. These
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steps were performed on both the analysis image and the reference image. The process of outer

boundary extraction provided us the locations of all the pixels in the analysis and reference images

which corresponded to the outer boundaries of the images. We used an algorithm to place control

points along the outer boundary. We placed 16 control points along the outer boundaries of the

analysis image and the reference image. In this method we first placed 4 control points at the top,

bottom, left, and right extremes of the query image and the reference image. In the subsequent step,

control points are placed mid-way between the control points placed in the previous step. This is

achieved by first calculating the mid-point of the line segment joining 2 adjacent control points.

Then the point on the boundary closest to the calculated mid-point is added to the list of control

points. This led to increasing the number of control points on the boundaries to 8. In a similar

manner we generated another 8 more points to place 16 corresponding control points along the

boundaries. This method can be extended to place more control points on the boundaries, although

experimentally we found that placing more than 16 control points did not improve the registration

results significantly.

4.4.1 Harris and SURF Features-based Registration

In the next step, we ran feature detection on the analysis and reference images using the Harris

corners and SURF feature detectors. We then performed feature matching to get feature point

matches in both the images. This step is exactly similar to obtaining feature points for creating the

local deep features as explained in section 3.4.2. These points were then added to the list of control

points used for registration. Approximately a total of at least 20 control points were obtained after

the feature matching step. Figure 4.4 shows the automatically placed control points on the analysis

and the reference images. Figure 4.5 shows our overall approach used for automatic registration.

Figure 4.6 shows the results of automatic registration for a few analysis images.

4.4.2 Local Deep Features-based Registration

We also experimented with the approach of using local deep features obtained from the loca-

tions returned by the feature detectors on both the analysis and the reference images. For this step
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Reference Image

Analysis Image

Figure 4.4: Control points generated automatically

we extracted the 50 feature points having the strongest Harris corners response and the 50 feature

points having the strongest SURF features from both the analysis and the reference images. Local
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Figure 4.5: Flow chart for automatic registration

deep features were then extracted from patches of size 64× 64 pixels from around these locations.

These local deep feature vectors were then used for feature matching instead of the conventional

feature descriptors. Our intuition behind this approach was that since convolutional features have

more representational power than conventional features, they could be better for feature matching.

Figure 4.7 shows the result on a sample analysis image. Although the result doesn’t look good, we

are still fine-tuning the local deep-feature extraction process.
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Registration result for AP 0.74 mm

Registration result for AP 1.18 mm

Registration result for AP 0.98 mm

Figure 4.6: Results of automatic control points-based registration
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Figure 4.7: Result of local deep features-based registration
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5. NEURON COUNTING

In this section we discuss the approach we used for the automatic counting of neurons in the

sub-regions of the brain.

5.1 Manual Neuron Identification

Figure 5.1 shows a sample analysis image in which the expressed neurons can be seen. The

bright red spots correspond to the expressed neurons.

Figure 5.1: Sample analyis image with expressed neurons

Researchers in Dr. Wang’s and Dr. Shapiro’s labs manually place dots on the expressed neurons

using a software application called Imaris. Each dot corresponds to 1 neuron. This is a time-

consuming process and requires subject matter expertise. The image filled with dots is referred to

as a neuron image. Figure 5.2 is an illustration of an atlas overlaid on a neuron image.
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Figure 5.2: Illustration of atlas overlaid on a neuron image

5.2 Automatic Neuron Counting

We first extracted the boundaries of the deformed atlas. For each sub-region we used the

"bwboundaries(.)" function in MATLAB to first arrange the coordinates of the boundary pixels in

the correct order. Then we used the "inpolygon(.)" function in MATLAB to count the number of

dots inside the sub-region.

The count of neurons in each sub-region was then saved in the form of an excel sheet. Figure

5.3 shows the overall approach used for neuron counting.
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Figure 5.3: Flow chart for neuron counting process
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6. EVALUATION

In this section we discuss the evaluation metrics that we used to measure the performance of

our methods.

6.1 Total Percentage Counting Accuracy

One of our major objectives to check the performance of our methods was to ensure that all the

neurons were actually inside the automatically deformed atlas. This was easily verified by sum-

ming the count of neurons present in each of the sub-regions in the atlas. To compute the accuracy

with which our methods achieved this objective, we used the total percentage counting accuracy.

This metric calculates the percentage of total number of neurons present inside the automatically

deformed atlas with respect to the total number of neurons present inside the manually deformed

atlas. We made a logical assumption here that all the neurons present in the neuron image lied

inside the manually deformed atlas.

Total Percentage Accuracy =

∑N
r=1Auto(r)∑N

r=1Manual(r)
× 100 (6.1)

Figure 6.1 shows the total percentage counting accuracy for 3 analysis images belonging to 3

different atlases.

6.2 Total Region-wise Error

Our next major objective was also to correctly count the number of neurons in each sub-region.

To measure the performance of our methods in this regard, we compared the number of neurons

obtained for each sub-region using the automatically deformed atlas and the manually deformed

atlas with the neurons manually counted. To obtain the error due to the mismatch in region-wise

counting, we used an error metric which we called the total region-wise counting error. This

metric calculates the sum of the absolute difference in the region-wise count of neurons between

the automatically deformed atlas and the manually deformed atlas.
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Figure 6.1: Total percentage accuracy

Total Regionwise Error =
N∑
r=1

| Auto(r)−Manual(r) | (6.2)

Figure 6.2 shows the total region-wise counting error for 3 analysis images belonging to 3

different atlases.
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Figure 6.2: Total region-wise counting error
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7. USER INTERFACE

This section contains snapshots of the graphical user interface which was one of the desired

outcomes of this study. Figure 7.1 shows the panel that allows the user to specify the path to the

analysis image and its corresponding neuron image. Figure 7.2 illustrates the panel in which the

user can manually specify the AP number to which the analysis image belongs. Figure 7.3 contains

the control point selection toolbox which allows the user to manually select control points on both

the analysis image and the atlas. Figure 7.4 depicts an example of a set of control points placed

both on the analysis image and the atlas. Figure 7.5 is the deformed atlas overlaid on the analysis

image after warping the atlas using the transformation function obtained from the control points.

Figure 7.1: Analysis and neuron image input
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Figure 7.2: Matching atlas selection

Figure 7.3: Control point selection tool
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Figure 7.4: Selected control points

Figure 7.5: Atlas registered to analysis image
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8. CONCLUSIONS AND FUTURE WORK

8.1 Findings

8.1.1 Findings having Positive Impact

The following observations made during performing the experiments helped us in obtaining

better results.

1. Deep features vs conventional features

• More representational power: The feature vectors created after running the pre-trained

VGG-16 DNN on the images resulted in features that captured their representation bet-

ter. To make the feature vectors obtained form the Harris corners and SURF feature de-

tectors robust to variations in intensity, we used the HOG feature extractor. HOG only

takes the variation in intensity or the gradient into account. But from our experiments

we found that feature descriptors created using the activations of the convolutional lay-

ers had more representation power. They were able to better capture the structure and

the overall distribution of the pixel intensities in the images.

• Better matches: The better representational power of the CNN feature descriptors led

to more number of matches in the local feature matching step. Instead of using the

HOG-based features obtained from the Harris corners and SURF feature points, we

created small patches around the locations where Harris corners and SURF feature

points were obtained. The size of the patch selected around the points was 64 × 64

pixels. We obtained feature vectors for these patches. This resulted in higher quality

of feature vectors and hence more matches. This was particularly evident in the brain

atlas localization process.

2. Robust global transformation

• Polynomial warping works well for small deformations: After obtaining corresponding
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matching points on the analysis image and the atlas, we applied a 2nd-degree polyno-

mial transformation on the control points placed on the atlas to warp the atlas to align

it with the analysis image. The polynomial transformation is a step-up over the linear

transformation as it allows the bending of straight lines to form curves which might

exist in the final atlas. With the help of experiments we observed that although poly-

nomial transformation is a global transformation, they performed well on images with

small deformations. These transformations were able to capture the overall shape and

structure present in the analysis image. This resulted in the atlas aligning well with the

boundary and the internal regions of the analysis image.

3. Deep features-based localization

• Global deep features work well for anterior and posterior sections: We extracted

global features from an entire image by running the image through the pre-trained

VGG-16 network. This was done after resizing the image to 224 × 224 pixels, which

is the input size required by the VGG-16 network. The feature maps so obtained from

the last convolutional layer were used as feature descriptors for an image. In our case,

we obtained 512 feature maps of size 5× 5 which we flattened to obtain 1-dimensional

feature vectors of size 12800. Brain sections belonging to the anterior and the posterior

regions of the brain have lesser number of details than those belonging to the medial

region. This makes the global feature vectors good enough for identifying brain image

slices belonging to the anterior and posterior part of the brain.

• Local deep features improve accuracy in medial sections: For brain images belonging

to the medial part of the brain, we created feature vectors from patches of the image

using the pre-trained VGG-16 network. We used a patch size of 64 × 64 to obtain the

feature vectors from the patches which we refer to as local deep features. We concate-

nated the feature vector obtained from all the patches to create a single 1-dimensional

feature vector. This was used for the localization of brain slice images belonging to the
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medial part of the brain. We observed that it led to a higher accuracy of assigning a

given brain slice image belonging the medial region of the brain to its correct matching

atlas. We believe that it was mainly because of the better representational power of

CNNs that led to the creation of rich feature descriptors.

4. Deep features-based registration

• Improve the quantity of Control Points: Using the pre-trained VGG-16 network for

creating feature descriptors led to more number of control point matches. The quality

of matches were not good as our preliminary experiments suggested. This was evident

by the registration results obtained using the deep feature based matching. A possible

solution would be to use a network pre-trained on brain images to create the feature

descriptors. This would reduce the number of poor feature matches and provide a more

accurate location of corresponding control points.

5. Boundary control points

• Control Points on the boundary are effective for overall registration: We observed that

placing control points along the outermost boundaries of the images to be registered

played a key role in capturing the overall global deformation of the atlas. So, we placed

16 control points uniformly along the outermost boundaries of the analysis image and

the atlas.

8.1.2 Findings having Negative Impact

The following factors reduced the effectiveness of our approach.

1. Interpretability of features points

• Feature points may not be prone to deformation: The control points obtained using

feature matching are the points that the feature detectors determine to be interesting.

It might so happen that these points are not prone to deformation. In these cases, the
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transformation function obtained using these points did not capture the overall trans-

formation function involved in the warping. In many cases the feature detector selected

control points that wouldn’t be selected by an expert and didn’t select control points

that would be selected by an expert. This created low interpretability of the control

points selected using the feature detectors.

2. Local warping

• Global transforms don’t perform well for large deformations: When the deformation

in the brain slice image was large, the global transforms were not able to capture the

deformation over the entire image. This was due to the deformations introduced during

cutting the brain slice.

• Local warping is necessary: There were slight variations in the inner structures of the

brain from one subject to another. To capture these local variations global transforms

weren’t sufficient. In these cases local warping became necessary.

3. Inconsistent contrast levels

• Adversely affects feature extraction and matching: The feature detectors used for fea-

ture extraction namely Harris corners and SURF use the intensities of the neighboring

pixels to create the feature descriptors. These feature descriptors are then used for

feature matching to obtain control points on the analysis image and its corresponding

reference image. We observed that the feature matches were adversely affected if the

contrast levels of the analysis image and its reference image were very different. Us-

ing HOG features to build the feature descriptors instead of just the intensities gave

slightly better results. But overall the quality and the quantity of feature matches were

adversely affected.

• Intensity-based registration is not an option: Due to the reason mentioned in the previ-

ous paragraph, intensity-based registration methods are not very suitable for our task.
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Besides, intensity-based registration methods did not perform well on brain slice im-

ages with large deformations.

4. Treating entire brain image as a single entity

• Registration is poor for large deformations: For cases where there was large deforma-

tion, we did not get good registration results. A major reason for this issue was that

we treated the whole brain image as a single entity. The transformation function had a

tough time taking into account the control points over the entire image.

• Possible solution is to treat right and left hemispheres separately: A pragmatic solu-

tion to address the issue mentioned in the previous paragraph is to divide the brain

image into left and right hemispheres. We can then perform registration on the left and

right halves separately. We believe that this will reduce the registration error for large

deformations by a large extent.

8.2 Strengths

Although, still far from perfect, our software application using the approaches mentioned in

this thesis boasts of the strengths listed below.

• It is currently being tested by students in the neuroscience labs.

• It has the ability to handle brains with minor deformations.

• It works on images with varying contrast levels.

• It finds at least 25 control points automatically.

• It is fast; the whole process for 1 brain slice image takes ∼ 5− 10 minutes.

– automatic localization: ∼ 2− 4 minutes

– automatic registration: ∼ 1 minute

– automatic counting: ∼ 3 minutes

– semi-automatic registration: ∼ 3− 5 minutes
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8.3 Limitations

The following aspects of our algorithms still require improvements listed below.

• The localization accuracy is still far from perfect.

• Large deformations adversely affect the registration and counting results.

• It requires some amount of data preparation such as removing spurious images from the

periphery of the brain image under consideration.

8.4 Future work

8.4.1 Next Steps

The immediate next steps that could help make minor improvements in algorithm are as listed

below:

• In case of large deformations it would help splitting the analysis brain image into left and

right halves. Each half could then be treated separately and we could apply the techniques

that we have been using on the 2 parts separately.

• We are creating a database of reference images which would in the long run be helpful in

training DNNs to improve the localization results.

• To handle local deformation we could apply spline-based warping. Specifically, B-splines

could be used since they are computationally less expensive than thin plate splines.

8.4.2 Long-term Research Scope

In the long term, especially after a large enough dataset has been created, the following research

directions could be explored.

• A DNN could be trained for localization.

• The trained DNN could be used for creating feature descriptors.

• A separate DNN could also be trained end-to-end for registration.
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