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ABSTRACT 

 

Graphene and carbon nanotubes exhibit extraordinary and diverse properties, and 

therefore these nanomaterials are finding an increasing number of applications in many 

industries. However, the major obstacle in the integration of these nanomaterials into 

practical devices is the inability to cost-effectively produce them in high qualities and 

large scales, and tailor them towards specific needs. The catalytic chemical vapor 

deposition (CCVD) is currently the most common method of synthesis of these 

nanomaterials, and their associated growth mechanism is a subject of intense study.  The 

central theme to these studies is elucidating how the many different parameters such as 

temperature, catalyst and substrate type, and carbon source gas type and composition 

may affect the resulting structure and properties of these nanomaterials. 

This study focuses upon the earliest stages of nucleation whereby the carbon-

containing precursor gas dissociates on the catalyst surface and forms carbon networks, 

and how this stage may be affected by environmental parameters. The research presented 

here was conducted using first-principles based kinetic Monte Carlo simulations and 

other density functional theory-based theoretical methods to characterize catalytic and 

growth mechanisms of carbon nanostructures mainly using copper (Cu) as the catalyst, 

although for comparison, other commonly used transition metals have also been studied 

alongside Cu. 

Results obtained explain, from an atomistic level perspective, why the practice of 

flowing hydrogen gas alongside methane in the CCVD method is important for methane 
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dehydrogenation. Results also show that the presence of surface oxygen facilitates 

methane dehydrogenation on Cu surfaces and inhibits that on nickel surfaces. The 

decomposition of acetylene on supported Cu and cobalt nanoparticles and the effects of 

the catalyst support and support doping are also discussed. Some discernible differences 

are found in the performance of the two metal nanoparticles. In addition, the effect of 

temperature on the coalescence of small graphene islands on Cu, as studied in this 

dissertation, provides new insights into graphene growth mechanisms.   
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1. INTRODUCTION 

 

Catalysis plays a pivotal role across many industries. This is because the role of 

the catalyst is to accelerate a chemical reaction, which would otherwise take a much 

longer time to occur, by providing a lower energy pathway between the reactant and 

product. This occurs while the catalyst itself remains unchanged. Catalysis is classified 

into two main categories: homogeneous and heterogeneous. The advantage of 

heterogeneous catalysis over that of homogeneous where the catalyst and reactant are in 

the same phase,  is that it allows less waste and toxic compounds and easier catalyst 

recycling, hence greener catalytic processes [1]. The overarching goal in heterogeneous 

catalysis is to be able to guide a certain reaction along a certain path and to achieve the 

highest selectivity possible.  Recent advances in theoretical techniques and 

computational power along with progress in catalysts synthesis and characterization 

techniques have offered us vast insights into reactions and mechanisms occurring over 

catalyst surfaces. These advances have allowed investigation of reactions and processes 

at a relatively fast rate and with the accuracy that is seldom achievable via experimental 

setups. Specifically, computational heterogeneous catalysis has heralded a new era for 

the discovery and design of more efficient nanoscale catalysts and associated processes 

which is benefited from the emerging of nanoscale materials and makes possible their 

technologies [2].        

Graphene and carbon nanotubes (CNT) are fascinating nanomaterials that have 

revealed extraordinary electrical, mechanical, thermal and optical properties and 
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potential applications in energy, electronics, biomedical technologies, composites and 

coatings, sensors, photonics and optoelectronics [3-10]. Although incredibly light weight, 

these materials are extremely strong.  

Graphene is a 2D material consisting of merely carbon (C) atoms arranged in a 

single layer with a honey-comb lattice. This arrangement stems from the sp2 

hybridization of the s and p orbitals of C atoms. This arrangement is not always a perfect 

honey-comb lattice with sp2 bonds. Kinks, grain boundaries, discontinuities, bond 

abnormalities and attached functional groups are all defects that are usually present in 

graphene. These defects impart various properties on graphene. The inability to tailor 

graphene to specific needs and produce it in large scales and high qualities has truly 

stifled its wide-spread application across different industries. Graphene was first isolated 

by mechanically stripping off a single layer from graphite (referred to as the “scotch tape 

method”) [11].  However, the delicacy of this method inhibits its scaling up of 

production and limits it to small and high quality samples. Graphene can also be 

synthesized by reduction of graphene oxide [12], although it prolongs graphene 

production time. However, scale-up of the process, in addition to controlled and 

selective removal of oxide and/or hydroxyl functionals from the graphene oxide, have 

posed major challenges [13, 14]. The catalytic chemical vapor deposition (CCVD) is the 

alternative method which has shown scalability and a fair degree of control over growth 

[15]. The key parameter in this method is the catalyst which is usually a transition metal 

(TM). In general, with respect to graphene growth, transition metals are considered 

powerful catalysts due to their partially filled d orbitals and their ability to dissolve 
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carbon [5]. Here, the catalyst provides the surface and template upon which the 2D 

graphene network forms. Any growth of a graphene network begins with the dissociation 

of a C precursor gas on the surface of the catalyst. The TM catalyst plays a key role in 

determining the dissociation pathway of the C precursor gas and the active surface 

species present on the catalyst in early and later stages of growth. One goal (goal i) of 

this dissertation is to study the pathway through which C is produced from the C 

containing source gas arriving on the catalyst surface and also the effect which other 

species and growth parameters may have on this path, with a special focus on Cu as the 

TM catalyst.  

Carbon atoms from precursor gas dissociation diffuse on the Cu catalyst surface 

and bond to neighboring carbon atoms. Here, it is important that the catalyst provides C 

atoms or other C-containing species appropriate channels to diffuse on its surface. This 

stage, termed as ‘nucleation’, is the start of the formation of graphene islands. It is 

widely believed that defects resulting from grain boundaries stem from the growth of 

many graphene islands with different orientations and therefore efforts have been 

focused on finding ways to prevent or correct the disorientations.  A second goal (goal ii) 

of this dissertation is to investigate graphene islands nucleation and the effect that 

temperature may have on their dynamic evolution on Cu catalyst surfaces. 

Prior to the synthesis of graphene, Iijima reported synthesis and observation of a 

new type of “finite carbon structure” in 1991 [16]. These structures soon became known 

as carbon nanotubes. Historically, carbon nanofibers were first fabricated using the arc 

discharge [16-18] and laser ablation [19, 20] methods which require very high 
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temperatures. Later on, the catalytic chemical vapor deposition (CCVD) method [21] 

became the more prevalent method owing to its lower operating temperatures due to the 

presence of a catalyst, greater control on structure and scalability [4]. A single-walled 

carbon nanotube (SWCNT) can be imagined as a rolled up form of a graphene sheet. 

The direction in which the graphene sheet is rolled up, dictates its properties. This 

direction – the roll-up vector, 𝑟 – is defined as: 

𝑟 = 𝑛�⃗� + 𝑚�⃗⃗� (1.1) 

 Where �⃗� and �⃗⃗� are lattice base vectors of graphene and 𝑛 and 𝑚 are integers. 

The (𝑛,𝑚) combination is called the chiral index of the SWCNT and is used to identify 

the SWCNT type. All CNT are either metallic or semiconducting. If 𝑛 = 𝑚 , the 

resulting SWCNT has an armchair structure at the rim of the tube  and is always metallic. 

While if 𝑚 = 0, the SWCNT has a zigzag structure at the rim. Any other combination 

would result in various chiralities of the SWCNT where if 𝑛 −𝑚 is a multiple of 3, the 

Figure 1.1 A section of a graphene sheet showing the lattice base vectors �⃗⃗⃗� and �⃗⃗⃗�, 

and roll-up vector �⃗⃗� . Red and blue  indicate zigzag and armchair rims of 

nanotubes, respectively, that would yield from rolling up the graphene sheet along 

those directions. Some chiral indeces (n,m) are shown. Filled black circles refer to 

metallic whereas empty black circles refer to semiconductor chiralities.     
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SWCNT would render metallic characteristics [22]. The diameter 𝑑 of the tube can be 

calculated from the chiral indices by [23]: 

𝑑 =
√3 𝑎𝐶−𝐶
𝜋

√𝑛2 + 𝑛𝑚 +𝑚2
(1.2) 

Where 𝑎𝐶−𝐶 corresponds to the nearest neighbor C-C distance and √3𝑎𝐶−𝐶 is the 

graphene lattice constant. This is the best and most widely used approach to identify a 

SWCNT type, although rolling up a graphene sheet is not the method with which 

SWCNTs are synthesized.    

As inferred from above, properties of SWCNT are inherently related to their 

chirality and structure [4, 24, 25]. Tuning the properties of SWCNT towards a certain 

application would require the precise control over its growth at every stage and has 

proven to be a challenging task. Currently, such control over diameter, length, density, 

structure and chirality has not been entirely achieved and is the subject of intense 

theoretical and experimental investigation [26]. 

At present, the CCVD method is the most promising method for both graphene 

and SWCNT synthesis. The method lies at the intersection of thin layer growth and 

heterogeneous catalysis and specifically requires a catalyst, either unsupported (floating 

catalyst) or supported. In the floating catalyst method (FCCVD) [27], the catalyst is 

usually in the form of an organometallic compound such as ferrocene which evaporates 

at high temperatures. This catalyst precursor is introduced into a reactor at high 

temperatures along with a carbon source gas and hydrogen (or another reduction agent) 

as the carrier gas. Upon insertion, the catalyst precursor vapor is reduced by hydrogen to 
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metallic nanoparticles and the carbon source gas is catalytically pyrolyzed on the 

catalyst nanoparticle surface. As such, CNT can be formed continuously as long as the 

catalyst precursor and carbon source gas are continuously flown in the reactor. In the 

supported method, the catalyst nanoparticles are deposited on the support from a solution. 

This system is then heated in a chamber along with a flow of a reducing agent such as H2. 

The catalyst may also be prepared from a solution and pulverized into a very fine 

powder of the catalyst-containing particles and deposited onto the surface of a support. 

After the catalyst nanoparticles have formed, a flow of C-precursor gas is introduced to 

the chamber at high temperatures. Thus, carbon nanotubes are produced, provided that 

the conditions are suitable for growth.  

The mechanism of growth for CNT has been most successfully described with 

the vapor-liquid-solid (VLS) model [28] which is generally used for nanowire growth. In 

this model, the vapor carries the active components onto the liquid (due to high 

temperatures) catalyst where it diffuses into the catalyst, and solid precipitates are 

produced and growth begins. Main factors in this model are the bulk diffusion of the 

vapor into the liquid and also the liquid state of the catalyst, which are not always 

observed and rather contradicted at times [29-31]. As such, the growth mechanism 

remains unclear in many aspects and requires further investigation.  

In the CCVD method, the first and crucial role of the catalyst is to adsorb and 

decompose the C precursor gas into the C atoms necessary for the formation of a C 

network at early growth stages. It is noted that decomposition of the C precursor gas by 

the catalyst does not necessarily lead to CNT growth [32]. TM have shown great 
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potential in this regard, mainly due to their partially filled d orbitals which can overlap 

with valence orbitals (chemisorption) of carbon, but also due to van der Waals forces 

[33]. Eventually, the same interactions lead to carbon cap formation. Since TM differ in 

their d orbital occupancy, interaction strength, and structure from one another, the choice 

of TM catalyst may therefore play an essential role in determining the resulting CNT 

chirality.  

The catalyst also plays the important role of maintaining the binding to the 

nanotube and an active rim whereby allowing further growth of the nanotube. In fact, it 

is believed that the catalyst used in SWCNT growth plays a major role in determining 

the chirality and diameter of the SWCNT [24, 34, 35]. Statistical analysis of the 

structures of CNT and catalyst samples obtained from ex situ transmission electron 

microscopy, has led to an interesting observation regarding the relationship between the 

diameter of CNT and catalyst. In this regard, Fiawoo et al [36] whom performed these 

experiments and analysis, identified two main contact modes with which the nanotube 

grows on the catalyst particle; tangential and perpendicular. In the perpendicular mode, 

the nanotube grows with a diameter smaller than that of the catalyst particle. More 

specifically, the ratio of the nanotube diameter to that of the particle is less than 0.75. 

Otherwise, growth is considered as tangential. The relative abundance of these modes 

were found to be dependent on synthesis time with perpendicular mode being associated 

with short synthesis time. [33, 36, 37].   

The catalyst support has also shown catalytic activity and template and anchoring 

effect on the catalyst. Undesirable SWCNT growth termination has been ascribed to 
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catalyst deactivation which may take place due to carbon overlayer (poisoning) [38, 39], 

catalyst morphological changes [40] and catalyst support evolution brought [41] on at 

high temperatures. In fact, it is argued that the unifying parameter in all these factors 

may be the catalyst support [41]. For example, in an experimental study [40], catalyst 

deactivation and growth termination has been linked to catalyst morphological changes 

and Ostwald ripening of the metal catalyst, a process whereby metal atoms from small 

metal particles diffuse to larger metal particles. Undoubtedly, the catalyst support plays a 

major role in the diffusion of such metal atoms.   The size and structure of catalyst 

nanoparticles is also found to be dictated by the catalyst support, which is especially due 

to its surface defects such as oxygen vacancies [42, 43].  

In terms of catalyst-support interactions, two distinctive growth modes – tip 

growth and root growth – are identified. When this interaction is weak, the catalyst 

particle is raised from the support surface as growth of the CNT proceeds and is 

positioned at the tip of the tube, hence, tip growth. Whereas, stronger interaction would 

lead to the catalyst particle remaining on the support and the CNT rooting and growing 

out from the catalyst surface, hence, root growth.  Understanding the catalyst and 

catalyst support and the effect that they may have on the initial stages of growth, can 

undoubtedly help in the direction of controlling and tuning growth. Nonetheless, such 

aspects of the catalyst can rarely be experimentally investigated in detail at the 

nanometer scale in which these events take place. A third goal (goal iii) of this 

dissertation is to investigate the effect of the catalyst support and the presence of support 

dopants in the dissociation of the C precursor gas and carburization of the catalyst.   
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To achieve the discussed goals, in this dissertation, computational and theoretical 

methods are used to study several atomistic level aspects of the early stages of growth, 

focusing on copper as the catalyst. In Chapter 2, an overall description of all 

computational and theoretical methods, used throughout the dissertation, including 

density functional theory, ab initio molecular dynamics and kinetic Monte Carlo, is 

presented. Specific details and descriptions of the systems under investigation are further 

discussed in each chapter. Goal i is addressed in Chapters 3 and 4, where first in Chapter 

3 the energy barriers of the dissociation reactions of methane, acetylene and ethylene on 

copper are found. These barriers are then incorporated into a kinetic Monte Carlo 

scheme to evolve the system in time and understand the kinetics of the dissociation of 

the precursor gas on copper. Following this section and in Chapter 4, the effect of 

surface pre-adsorbed oxygen on the adsorption and dissociation of methane is studied.  

Goal ii is addressed in Chapter 5, where ab initio molecular dynamics along with an 

experimental setup are used to study the effect of temperature on graphene island 

orientations. Goal iii is addressed in Chapter 6, where a commonly used metal oxide is 

used as the support for copper nanoparticle catalysts. The effect of doping the support on 

the dissociation of a carbon precursor gas on the catalyst is studied. The effect of 

different facets of the support on carburization and some other factors are also 

investigated. Finally, in Chapter 7, conclusions of this dissertation study are presented 

and some future directions are given. 
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2. THEORETICAL AND COMPUTATIONAL METHODS 

 

Experimental discovery and design of catalysts can involve a costly and tedious 

trial and error process. Theoretical and computational methods have greatly alleviated 

this problem and complemented experimental studies by studying catalysts and their 

effectiveness at a molecular/atomic scale, and with increasing accuracy that can help 

focus experimental efforts in the most promising of paths [44]. First principles 

calculations have allowed detailed investigation of systems and explanation of 

phenomena that are otherwise impossible or difficult to conduct and obtain in 

experimental settings. Density functional theory (DFT) – a first principles method – 

calculates the electronic density of a system and allows the determination of its 

electronic and geometric structure corresponding to the ground state (lowest energy) of 

that system. From this information, many other properties of the system can be 

determined. In ab initio molecular dynamics (AIMD), these forces and the potential 

energy of the system are calculated at each time step. A limitation of AIMD is that due 

to the computational cost of solving the Schrödinger equation at each time step, 

relatively short simulations can be performed and the statistics is sometimes insufficient 

[45]. Additional techniques based on DFT include the DFT-based nudged elastic band 

(NEB) method that finds the minimum energy pathway for a reaction with known initial 

and final states (structures). Coarse grained methods such as Kinetic Monte Carlo (kMC) 

provide us with insights into the kinetic performance of a system at certain operating 

conditions with several competing pathways that have similar energy barriers.  
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In this chapter, the methods and theories used in this dissertation are described. 

2.1. The Schrödinger Equation 

The Universe in which we live in can be described, with high accuracy, with the 

Schrödinger equation. A simple form of this equation is the time-independent form, 

given by [46]: 

�̂�𝜓 = 𝛦𝜓 (2.1) 

Here, Η̂ is the Hamiltonian operator, 𝜓 is the eigenstates of the Hamiltonian and 

Ε is the ground state energy of the system including electrons and nuclei. Solution of this 

equation, yields the ground state and hence other properties of the system. More 

precisely, Η̂  is the sum of kinetic energy of electrons, kinetic energy of nuclei, 

[Coulombic] interaction energy of electrons with one another, [Coulombic] interaction 

energy of the electrons with nuclei, and [Coulombic] interaction energy of nuclei with 

one another:  

�̂� = �̂�𝐸 + �̂�𝑁 + �̂�𝐸𝐸 + �̂�𝐸𝑁 + �̂�𝑁𝑁 (2.2) 

These kinetic and interaction energies depend on the spatial coordinates of each 

electron and the nuclei. In addition, 𝜓 is in fact the electronic wave function, which to a 

good approximation, is a function of spatial coordinates of electrons. As such, since 

there are many electrons in any given system, solving the Schrödinger equation – this 

many-body problem – becomes exceedingly difficult with the increase in system size. 

To solve the Schrödinger equation to a fair degree of accuracy, some 

approximations are necessary. One valid approximation is that since nuclei are 

significantly more massive and slower than electrons, then electrons follow nuclei 
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instantaneously and therefore electronic distribution of a system determines the potential 

for the motion of the nuclei. This is referred to as the Born-Oppenheimer approximation 

[47]. The Hamiltonian then becomes the sum of kinetic energy of electrons and the 

interaction energies of electrons with one another, electrons with nuclei and nuclei with 

one another. To numerically solve the Schrödinger equation, a series of methods such as 

Hartree-Fock and density functional theory, were successively devised of which only 

density functional theory will be discussed here.  

2.2. Density Functional Theory (DFT) 

In DFT, the energy of the system is a functional of the electron density [2, 48, 

49]. DFT is based entirely on two fundamental theorems developed by Kohn and 

Hohenberg in the 1960’s. The theorems state that a) the ground state energy from 

Schrödinger’s equation is a unique functional of the electron density, and b) the electron 

density that minimizes the energy of the overall functional is the true electron density 

corresponding to the full solution of the Schrödinger equation [50]. This electron density 

can be found from: 

𝜌(𝑟) = 2∑𝜓∗(𝑟)𝜓(𝑟) (2.3) 

Where the asterisk refers to the complex conjugate and the factor 2 is to account for the 

fact that each wave function can be occupied by two electrons with opposing spins. It is 

important to note that the wave function cannot be directly observed. The term 

𝜓∗(𝑟)𝜓(𝑟) is, in fact, the probability of an electron being at a certain coordinate, 𝑟.

Equations to find the correct density functional were soon after derived by Kohn 

and Sham [51]. By assuming electrons not interacting with one another, the system of n 
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interacting electrons simplified to n non-interacting systems of one-electrons. The 

equations that Kohn and Sham derived are similar to Schrödinger’s equation and are in 

the form of [51, 52]: 

[−
ℏ2

2𝑚
∇2 + 𝑉(𝑟) + 𝑉𝐻(𝑟) + 𝑉𝑋𝐶(𝑟)]𝜓𝑖(𝑟) = 𝜀𝑖𝜓𝑖(𝑟) 

(2.4) 

Now, finding the true electron density requires solving the above set of equations, 

for each electron. The first term on the left hand side of the equation refers to the 

electron kinetic energy. The second term is the interaction potential of an electron with 

the collection of nuclei. The third term, namely Hartree potential, is the interaction 

potential (Coulombic repulsion) of an electron with the total electron density. All 

interacting terms are grouped into the fourth term, 𝑉𝑋𝐶   the exchange-correlation 

potential. This term consists of the exchange part which is the repulsion between 

electrons with the same spin and the correlation part which is the sum of interactive (n-

electrons) and non-interactive (one-electron) kinetic energies along with the new 

correlation term due to the n non-interacting one-electron system assumption. Therefore 

the self-interaction contribution on an electron is accounted for in 𝑉𝑋𝐶. The exact form of 

an exchange-correlation functional is not exactly known. The simplest form of this 

functional is one in which the electron density is assumed to be constant at any point 

throughout a uniform electron gas and the local electron density is used to define the 

functional. This approximation is called the local density approximation (LDA) [53]. 

However, this simplistic form does not faithfully represent the true nature of systems. An 

improved form of the exchange-correlation functional uses this local electron density 
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along with the local electron density gradient. This is called the generalized gradient 

approximation (GGA) [54, 55]. Within GGA, many methods have been devised with 

which the electron density gradient can be approximated. One of the most commonly 

used functionals is the Perdew-Burke-Ernzerhof (PBE) functional [56] which has been 

utilized throughout this dissertation. Development of other more accurate functionals is 

one of the most important and active areas of intense investigation in the field of 

quantum chemistry. 

2.2.1. Pseudopotentials 

Due to the sheer number of electrons in any given system, approximations 

regarding them are especially effective in reducing the computational burden of DFT 

calculations. Since core electrons are tightly bound to the nucleus and do not define 

chemical interactions, they can be assumed as frozen to the core, hence, the frozen core 

approximation. In this approximation, only the valence electrons are dealt with and 

Coulomb potential of these valence electrons are described by pseudopotentials. One 

approach to the frozen core approximation is the projector augmented wave (PAW) 

method [57, 58] which smoothens the wave function while reproducing all-electron 

results to a high precision. This approach is used throughout this dissertation. 

2.2.2. Self-Consistent Solution to Kohn-Sham Equation 

Equipped with the foregoing approximations and calculations, a self-consistent 

iterative algorithm is followed and solved to calculate the energy of the system [45]. 

First, an initial structure is given by which an initial electron density is known. From this 

initial density, Kohn-Sham equations yield the wave function, 𝜓(𝑟), from which a new 
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electron density is calculated. The two electron densities are compared; if they do not 

match within a set tolerance, a new electron density is assumed based on the energy 

eigenvalues calculated. The procedure is repeated until the ground state electronic 

density and hence ground state energy is found.   

Force is a useful parameter in quantum mechanics. At each electronic 

minimization iteration, the electrostatic force on a nucleus can be conveniently 

calculated using the equation stated by the Hellmann-Feynman theorem [59, 60]: 

𝐹 = −
𝑑𝐸

𝑑𝑟
= − 〈𝜓 |

𝜕Η̂

𝜕𝑟
|𝜓〉 = −

𝜕�̂�𝑁𝑁
𝜕𝑟

− ∫
𝜕�̂�𝐸𝑁
𝜕𝑟

𝜌(𝑟)𝑑𝑟 
(2.5) 

The DFT method utilizing GGA functional yields reasonable atomic structure, 

energetics, charge densities and vibrational frequencies, but have shown to fail when 

dealing with van der Waals (vdW) forces which arise from dispersion interactions [61]. 

Subsequently, several techniques have been devised to incorporate vdW forces into DFT 

calculations.  

2.2.3. Van der Waals Forces in DFT 

To account for the vDW forces, a density-independent term is simply added to 

the energy density functional [62]. The added dispersion term contains a long range 

interaction term and a dispersion coefficient. Over the years, the formalism of these two 

constituents have been improved to dampen the divergence of the long range interaction 

term and to include more, if not all, chemical elements in the dispersion coefficient term. 

In this dissertation, the DFT-D3 method of Grimme et al [63] is used which takes into 
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account the neighboring atoms and their volumes in the calculation of the dispersion 

coefficient. These values are also updated and adjusted throughout the calculations. 

2.2.4. DFT+U 

The repulsive self-interaction of an electron and itself is not completely cancelled 

in DFT functionals. This results in large errors in calculations in strongly correlated 

systems which give rise to such self-interaction of electrons. Example of such systems 

are transition metal atoms which have tight-binding and localized d and f electron 

orbitals. To account for these interactions, a simple “+𝑈” (Hubbard 𝑈) correction to the 

DFT functionals such as LDA and GGA was proposed [64, 65]. This correction is only 

applied to the localized orbitals and not to the remainder of the valence electrons [64]. In 

recent years, and introduced by Dudarev et al [66], an even simpler approach has gained 

popularity by which the Coulomb interaction is coupled with exchange correction in a 

single parameter 𝑈𝑒𝑓𝑓 , given as  𝑈𝑒𝑓𝑓 = 𝑈 − 𝐽. There are two approaches to finding the 

value of the 𝑈𝑒𝑓𝑓 parameter. One is to take a property of the system under study and find 

the 𝑈𝑒𝑓𝑓  which can reproduce the experimental value of this property. The second 

approach is to use other kinds of ab initio methods that can estimate this parameter [45]. 

In this dissertation, particularly in chapter 4, the Dudarev method is used where the 𝑈𝑒𝑓𝑓 

values for elements are taken from previously published work elsewhere.   

2.2.5.  The Nudged Elastic Band (NEB) Method 

NEB is a valuable DFT-based method used to find the minimum energy pathway 

(MEP) of a reaction and its energy barrier [67]. This method is based on dividing the 

path between the reactant and product (the two minima determined a priori) into several 
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images that serve as an initial guess and are connected by an “elastic band”. During an 

NEB calculation, this elastic band is optimized meaning that the forces perpendicular 

and along the band are minimized. Hence, the saddle point and energy barrier are found 

and all images are then along the MEP. The climbing-image method (CI-NEB) [68] is an 

improvement on NEB in that it identifies the high energy image early on in the 

calculations, modifies the force on this image and raises it higher on the minimum 

energy path. Thus, CI-NEB finds the saddle point more efficiently. 

2.3. Ab Initio Molecular Dynamics 

In molecular dynamics (MD), kinetic and potential energies that describe the 

state of a system are defined by atomic coordinates and velocities.  

𝐾 =
1

2
∑𝑚𝑖𝑣𝑖

2

3𝑁

𝑖

 

(2.6) 

𝑈 = 𝑈(𝑟1, … , 𝑟3𝑁) (2.7) 

In classical MD, the forces acting on atoms can be calculated from empirical 

interatomic potentials and force fields. In turn, these calculated forces yield new atomic 

positions and velocities via integration of Newton’s law of motion (Equation 2.8), from 

which new forces acting on each nucleus are calculated [49]. 

𝐹𝑖 = 𝑚𝑖𝑎𝑖 = 𝑚𝑖
𝑑𝑣𝑖
𝑑𝑡

 
(2.8) 

A major limitation of classical MD is the unavailability of such interatomic 

potentials and force fields for every specific system of study. 

In ab initio MD, rather than using empirical force fields to calculate forces acting 

on each atom, DFT is used to find electronic configurations and potential energy of the 
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system. Newton’s law of motion can then be applied to move atoms with a timestep. 

Since force is also related to the first derivative of the potential energy:  

𝐹𝑖 = −
𝜕𝑈

𝜕𝑡
 

(2.9) 

Therefore from the potential energy, a new of set coordinates and velocities can be 

derived by integration of Newton’s second law: 

𝜕2𝑟𝑖
𝜕𝑡2

=
𝜕𝑣𝑖
𝜕𝑡
= −

1

𝑚𝑖

𝜕𝑈

𝜕𝑟𝑖
 

(2.10) 

An essentially similar approach to solving the equations of motion, is to define the 

Lagrangian, L, as [69]: 

𝐿 = 𝐾 − 𝑈 =
1

2
∑𝑚𝑖𝑣𝑖

2 − 𝑈(𝑟1, … , 𝑟3𝑁)

3𝑁

𝑖

 

(2.11) 

Where the L relates the coordinates to velocities by: 

𝜕

𝜕𝑡
(
𝜕𝐿

𝜕𝑣𝑖
) =

𝜕𝐿

𝜕𝑟𝑖
 

(2.12) 

An imperative factor for the calculations is that some parameters are usually 

inherently fixed such as number of atoms, system volume and total energy. Temperature 

is an important parameter in any real system of which other properties can be derived 

from. The temperature is related to the velocity of atoms through the Maxwell-

Boltzmann distribution: 

𝑘𝐵𝑇𝑀𝐷
2

=
1

6𝑁
∑𝑚𝑖𝑣𝑖

2

3𝑁

𝑖

 

(2.13) 
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Since the velocity of atoms is not fixed, the temperature of the system during a 

MD simulation fluctuates. To fix the temperature, an extra term is added to the 

Lagrangian and the Lagrangian equations of motion include a term, which can keep the 

T fixed by raising or reducing velocities [70].  

𝜕2𝑟𝑖
𝜕𝑡2

=
𝜕𝑣𝑖
𝜕𝑡
= −

1

𝑚𝑖

𝜕𝑈

𝜕𝑟𝑖
−
𝜉

𝑚𝑖
𝑣𝑖 

(2.14) 

In summary, classical MD of nuclei is combined with DFT-calculated electronic 

structure and interparticle forces to integrate the equations of motion in AIMD 

simulations. During an AIMD simulation, the potential energy is calculated by DFT.  In 

other words, the ground state energy of the system is first calculated. With a given time-

step and energy, equations of motion are used to calculate new coordinates for atomic 

nuclei from which new trajectories are calculated. This process is continued until a 

sufficient amount of trajectories is collected. 

2.4. Transition State Theory (TST) 

Developed in the 1930’s [71], TST is a reliable theory for the study of 

elementary reactions occurring on surfaces. The theory divides the potential energy 

surface (PES) into two regions of reactant region (more reacting area) and product 

region (final product area). The transition state therefore, lies in the boundary of the two 

regions. As such, initial and final states refer to the minimum energy configurations of 

the reactant and product regions, respectively.  

TST is based on two assumptions. First, the reactant is thermally equilibrated. 

This assumption implies that atoms in the initial state have Boltzmann distributed 
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energies. Second, once the system overcomes the energy barrier towards the final state, 

it will not reverse towards the initial state.  

2.4.1. Harmonic Transition State Theory (HTST) 

In HTST, the potential energy is expanded to the second-order Taylor 

approximation to make harmonic expansion of the PES possible [72]. The harmonic 

expansion is applied to both the initial state and the [first order] transition state. First 

order transition state implies that only one eigenmode (vibration) is negative, hence the 

presence of a single imaginary vibrational frequency at transition state. Following this 

theory, the HTST rate constant is derived as [73]: 

𝑟 = 𝐴𝑒𝑥𝑝(−
𝛥𝐸𝑎
𝑘𝐵𝑇

) 
(2.15) 

Where 𝐴  is the pre-exponential factor, Δ𝐸𝑎 is the activation energy,𝑘𝐵  is the 

Boltzmann factor and 𝑇 is temperature.  

2.4.2.  Vibrational Frequency Calculations 

Following HTST, the pre-exponential factor, 𝐴, can be calculated by the use of 

vibrational frequencies. For a system of 𝑁  atoms, the ratio of the products of 3𝑁 

vibrational frequencies of initial 𝜈𝑖
𝑖𝑛𝑖𝑡𝑖𝑎𝑙  and the 3𝑁 − 1 vibrational frequencies (here, 

the imaginary frequency at the transition state is excluded) of transition states 𝜈𝑖
𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 

yields 𝐴 [72, 74]: 

𝐴 =
∏ 𝜈𝑖

𝑖𝑛𝑖𝑡𝑖𝑎𝑙3𝑁
𝑖

∏ 𝜈𝑖
𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛3𝑁−1

𝑖

 
(2.16) 

The pre-exponential factors are typically on the order of 1012 − 1013𝑠−1 . 

Variations in vibrations from one system to another are very small. On the other hand, 
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small changes in reaction activation energies, lead to major changes in 𝑒𝑥𝑝 (−
𝐸𝑎

𝑘𝐵𝑇
). 

Since such changes are much more significant than the vibrational changes, in most 

cases using the typical values is sufficient.  

2.5. Kinetic Monte Carlo (KMC) 

Molecular dynamics (MD) is a very useful method in determining the dynamics 

(time evolution) of a system. However, some processes of interest can occur very 

infrequently or rarely, as once over a long time scale, which MD cannot efficiently cover. 

Precisely for this reason, kMC algorithms were designed to focus on the crossings of 

barriers of the interesting events and coarse-grain all others [75]. To this end, transition 

state theory (TST) is used to explain the statistics of events and barrier crossings 

(transitions). A major assumption in TST is that reactant and transition states are at a 

quasi-equilibrium state. Thus, statistical mechanics laws can be used to derive rate 

constants which will provide a statistical description of the transition.  

KMC can simulate the change in number and locations of species on a catalyst 

surface, represented as a lattice. Species can adsorb and diffuse on, react with another 

and desorb from the lattice.  

For any state i, the probability that the system remains in this state is: 

𝑃𝑖𝑖(𝑡) = exp (−𝑘𝑡𝑜𝑡𝑡) (2.17) 

From this, the probability of the system leaving the state can be deduced as 1 − 𝑃𝑖𝑖(𝑡
′). 

𝑘𝑡𝑜𝑡 is the rate constant that defines the probability of leaving of a particular state and 

𝑘𝑡𝑜𝑡 = ∑ 𝑘𝑖→𝑗𝑗 . This rate constant can be readily deduced from first-principles 

calculations.  
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The probability of a system at state i changing to state j at the same time, t, is then given 

as: 

𝑃𝑖𝑗 =
𝑘𝑖→𝑗

𝑘𝑡𝑜𝑡
exp (−𝑘𝑡𝑜𝑡𝑡) 

(2.18) 

The time ∆𝑡 for a transition to occur, can easily be found from equations (2.17) or (2.18) 

and: 

∆𝑡 = −ln (𝑅𝑁)
1

𝑘𝑡𝑜𝑡
 

(2.19) 

Where 𝑅𝑁 is a random number and 𝑅𝑁 ∈ [0,1]. The rate at which the probability of 

being in state i is changed, is given by the probability of entering state i from j, and 

exiting state i to another state j.  

𝑑𝑃𝑖
𝑑𝑡
=∑𝑘𝑗→𝑖𝑃𝑗(𝑡)

𝑗≠𝑖

−∑𝑘𝑖→𝑗𝑃𝑖(𝑡)

𝑗≠𝑖

 
(2.20) 

Equation (2.20) is defined as the Markov chain Master equation. 𝑃𝑖  is the 

probability of being in state i. The system is given an initial trajectory from which is 

allowed to evolve from one state to another. Given transitions and their rate constants, 

𝑘𝑖→𝑗 and 𝑘𝑗→𝑖, solving equation (2.20) would yield the evolution of the system.  

2.5.1. Lattice Kinetic Monte Carlo  

Lattice kMC was developed to simulate adsorption, desorption, diffusion and 

reactions taking place on a lattice surface [76]. The simplest model of this class of kMC 

assumes single sites of adsorption/desorption and a maximum of two sites for 

elementary reactions. This simplistic model becomes inadequate for complex systems 

where species are large and may involve multiple dentate and adsorption sites.  
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Recently, a graph-theoretical kMC methodology was devised in the Vlachos 

research group [77] where events and lattice structure are represented by graphs. An 

advantage of this methodology is that it allows the inclusion of coverage effects where 

the activation of an event depends on the event neighboring.  

The energy profile of a reaction is shown in Figure 2.1. The rate of the forward 

reaction can be calculated for a certain surface coverage 𝜃  by: 

𝑟𝑓𝑤𝑑 = 𝐴𝑓𝑤𝑑exp (−
Δ𝐸𝑎,𝑓𝑤𝑑(𝜃)

𝑘𝐵𝑇
) 

(2.21) 

And the reverse reaction by: 

𝑟𝑟𝑒𝑣 = 𝐴𝑟𝑒𝑣exp (−
Δ𝐸𝑎,𝑟𝑒𝑣(𝜃)

𝑘𝐵𝑇
) 

(2.22) 

The reaction energy based on microscopic reversibility for 𝜃 surface coverage is: 

Δ𝐸𝑟𝑥𝑛(𝜃) = Δ𝐸𝑎,𝑓𝑤𝑑(𝜃) − Δ𝐸𝑎,𝑟𝑒𝑣(𝜃) (2.23) 

Figure 2.1 Energy profile of a reaction 𝐢𝐧𝐢𝐭𝐢𝐚𝐥 𝐬𝐭𝐚𝐭𝐞 ↔ 𝐭𝐫𝐚𝐧𝐬𝐢𝐭𝐢𝐨𝐧 𝐬𝐭𝐚𝐭𝐞 ↔

𝐟𝐢𝐧𝐚𝐥 𝐬𝐭𝐚𝐭𝐞. Forward reaction activation∆𝐄𝐚,𝐟𝐰𝐝, reverse reaction activation ∆𝐄𝐚,𝐫𝐞𝐯 

and reaction ∆𝐄𝐫𝐱𝐧 energies are noted.    
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However, it can be calculated from the energetics that are input to the system (cluster 

expansion Hamiltonian) obtained a priori from DFT calculations. 

The forward activation energy is then parameterized via the BEP relationship: 

Δ𝐸𝑎,𝑓𝑤𝑑(𝜃) = max {0, Δ𝐸𝑟𝑥𝑛(𝜃), Δ𝐸𝑎,𝑓𝑤𝑑(0) + 𝜔[Δ𝐸𝑟𝑥𝑛(𝜃) − Δ𝐸𝑟𝑥𝑛(0)]} (2.24) 

Accordingly, the reverse activation energy can be obtained from equations (2.23) and 

(2.24). Here, Δ𝐸𝑎,𝑓𝑤𝑑(0) and Δ𝐸𝑟𝑥𝑛(0) refer to zero coverage limit forward activation 

and reaction energies and 𝜔  is the proximity factor ranging from 0 (initial-state-like 

transition state) to 1 (final-state-like transition state).  

2.5.2.  Graph-Theoretical KMC algorithm 

The procedure for a graph theoretical kMC simulation of a system starts by 

defining simulation parameters (time, temperature, pressure, etc.…) and setting up the 

lattice and connectivity of sites and adsorption configuration of adsorbates to the lattice 

and their dentates (segment of an adsorbate specie that binds to a certain surface site).  

The energetics of each adsorbate and intermediate specie obtained from DFT 

calculations is entered. Reaction mechanisms describing all possible events are also 

entered. The kMC algorithm (see Figure 2.2) then follows the master equation statistics 

(Equation 2.20) where a process is chosen and executed; the time change is calculated 

and advanced;   all structures and information are updated and thus, kMC is proceeded to 

the next step. This process is repeated until the set time is reached.  
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KMC calculations in this dissertation were carried out using Zacros, a 

Fortran2003 software package developed by Michail Stamatakis at University College 

London [78].  

Start 

Define simulation 

parameters, set 

𝑡 = 0 

End 

Construct lattice, 

define energetics 

and processes 

Choose/execute 

process 

Advance time, 

update information 

𝑡 >  𝑡𝑓𝑖𝑛𝑎𝑙 

Yes 

No 

Figure 2.2 The lattice (graph theoretical) kMC algorithm described in section2.5.2. 
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3. HYDROCARBON DECOMPOSITION ON COPPER SURFACES: 

REACTION MECHANISMS 

 

3.1. Summary 

First-principles DFT calculations are carried out to evaluate the thermodynamics 

of CH4 decomposition on the clean surface of Cu (111). Energy barriers and pre-

exponential factors of reactions involved in the decomposition are calculated. This 

information is then fed into kMC simulations to combine the kinetics and spatio-

temporal factors along with the thermodynamics to evaluate the decomposition pathway 

and its evolution with time.  

3.2. Introduction 

Graphene has the potential to transform and impact many industries. However, 

implementation of this material in current or new technologies has been hampered at a 

very fundamental stage by the inability to produce it in large scales and high qualities. 

The CCVD method is the most common method of growth in which a carbon-containing 

precursor gas is vaporized on the surface of a transition metal such as Cu, Ni, Ir and Pt 

used as the catalyst. Among them, Cu has emerged as the most promising catalyst [79-81] 

although graphene growth is also achieved on the other aforementioned transition metals. 

In the CCVD method, the mechanism of growth is described as: 1) adsorption and 

dissociation of the carbon (C) precursor gas, 2) dissociation and dehydrogenation, 3) 

diffusion, and 4) nucleation and growth [5, 15]. Owing to the low C solubility in Cu and 

weak bonding between C and Cu, the growth mechanism on Cu has been described as 
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surface-mediated [15]. On other transition metals, C solubility is higher and it can 

dissolve into the bulk of the catalyst, forming a carbide. Rapid precipitation/segregation 

of a C network upon cooling results in a graphene sheet [15, 82]. Regardless of the type 

of transition metal, the decomposition of the C precursor gas on the surface of the 

catalyst is the first step of the CCVD growth process.  

Common C precursor gases of graphene and carbon nanotubes (CNT) are carbon 

monoxide (CO), ethanol (C2H5OH), and alkanes such as methane (CH4), acetylene 

(C2H2) and ethylene (C2H4). Alkanes exhibit very low reactivity due to their strong C-H 

bonds. Alkane dehydrogenation studies especially that of CH4, which involves C-H bond 

scission, has been well established on clean metallic [83-86] surfaces. In addition, bi-

metallic [83, 87, 88] and stepped metallic [89, 90] surfaces have also been investigated 

and found to be more preferable for the dissociation of CH4 [91]. In fact step edges have 

been recognized as dynamic growth sites for graphitic networks where alkanes such as 

CH4 dissociate on the transition metal catalyst surface, successively lose their H’s and 

transform into C networks. 

In many studies CH4 [79, 92-95] is the most common precursor gas and is flown 

into the chamber alongside H2. Compared to other C precursor gases, CH4 requires 

higher temperatures to induce dissociation [96]. Graphene has also been synthesized 

without H2 [97], since active H is provided by the pyrolysis of CH4, if it were to play a 

role in precursor gas dissociation and graphene nucleation and growth [98]. The role of 

H2 in the graphene growth process has been varyingly described in the literature as 

etching of carbon networks [98, 99], etching only when accompanied by other impurities 
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[100], activator of surface C [101] and passivating of graphene island edges [102] for bi- 

or multi-layer graphene formation, and facilitating/inhibiting the decomposition of 

precursor gas [98, 103]. In CNT growth, hydrogen is believed to play an important role 

in determining the CNT structure and its effect has been studied based on its source. On 

the one hand, it is believed that the catalyst precursor is reduced to the catalyst by the 

hydrogen formed from the initial dissociation of the hydrocarbon in the CVD chamber 

[104]. On the other hand, H2 gas accompanying the C-precursor gas in the feedstock has 

been shown to activate the catalyst. Excessive H2 amounts lead to amorphous carbon 

nanofibers [105, 106]. In both cases, any effect that hydrogen may have on CNT growth 

is linked to its effect on the catalyst.  

The dissociation path of the C precursor gas and its end product plays a major 

role in growth rate, quality and morphology of the produced graphene. This dissociation 

on transition metals has been studied in detail using theoretical methods. Studies indicate 

that in the case of CH4 as the precursor gas, CH is the most stable species of the 

dissociation path on Cu (111) and (100) [85, 107]. However, a recent study conducted 

over several different transition metals including Cu, Ni and Co showed that the 

decomposition product of CH4 depends on the transition metal surface that catalyzes this 

decomposition [84].    In all of these DFT approaches, CH4 adsorption on the catalyst 

surface is carried out in the absence of any other species such as H2 that are actually 

almost always present in experimental settings. In fact, the existence of such species 

arise from the dissociation process of the C precursor gas itself. A theoretical study 

utilizing ab initio molecular dynamics simulations of pure CH4 on Cu at a temperature of 
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1300K, found no adsorption or dissociation of CH4 on Cu for the extremely short 3.63ps 

that the simulation was allowed to proceed [108]. Inevitably, these observations point to 

the much less known role of such species on the catalyzed precursor gas adsorption and 

dissociation.  

In this chapter, the atomistic processes involved in the transformation of C 

precursor gas (CH4) to C needed for growth is investigated. The activation energy 

barriers and pre-exponential factors for the decomposition reactions on the clean surface 

of Cu (111) are calculated using DFT. This information is then fed into a KMC 

simulator, where the temperature and spatial factors are also entered into the study and 

dissociation pathways are allowed to compete to yield a more realistic dissociation 

mechanism. The effect that accompanying H2 with the C precursor gas in the feedstock 

gas may have on the dissociation pathway is also studied.  

3.3. Computational and System Details 

DFT calculations were performed using the Vienna Ab initio Simulation Package 

[58, 109, 110] with the PBE functional within the generalized gradient approximation 

GGA method for the electron-electron interactions [56] and the projector-augmented 

wave (PAW) pseudopotentials for the electron−ion core interactions [57, 58, 111]. 

Dispersion forces were accounted for by using the DFT-D3 correction method of 

Grimme et al [63]. The surface of Cu (111) is represented by a slab consisting of a p(3x3) 

supercell arranged in four atomic layers of which the top two were allowed to fully relax 

during all calculations. Periodically repeated slabs were separated by a vacuum of 10 Å 

thickness to avoid interactions of the slab with its upper/lower periodic images. A 3 × 3 
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× 1 k-point mesh with a plane wave energy cutoff of 400 eV was selected for the 

sampling of the Brillouin zone. 

The minimum energy path for reactions were calculated using the climbing-

image nudged elastic band (CI-NEB) method [68], reaching convergence when the force 

normal to the reaction path was less than 0.05eV/Å. Between 3-9 images were 

considered for these calculations.  

As described in Chapter 2, vibrational frequency calculations in DFT were 

performed to estimate pre-exponential factors. Pre-exponential factors and activation 

barriers obtained from DFT were then used in the GT-kMC, as implemented in the 

software package Zacros [78]. 

3.4. Results 

3.4.1. Adsorption of CH4 and intermediate Species 

The first step in determining reaction energy barriers is to find the lowest-energy 

(most thermodynamically favorable) adsorption sites, adsorption energies and 

configurations of CH4 and intermediate species. DFT calculations were used for this 

purpose and thus, initial and final states of reactions were found. The adsorption energy 

for any 𝐶𝐻𝑥  specie was calculated as: 

𝐸𝑎𝑑𝑠 = 𝐸𝐶𝑢−𝐶𝐻𝑥 − 𝐸𝐶𝑢 − 𝐸𝐶𝐻𝑥 (3.1) 

Here, 𝐸𝐶𝑢−𝐶𝐻𝑥, 𝐸𝐶𝑢 and 𝐸𝐶𝐻𝑥  are the energies of the Cu-adsorbed 𝐶𝐻𝑋 specie, the Cu 

(111) slab and the 𝐶𝐻𝑥  specie in the gas phase, respectively. Figure 3.1 depicts the 

configurations and adsorption energies. The weakly-bound CH4 (–0.25 eV) does not in 

fact adsorb to the surface. All other species adsorbed most favorable to hollow-fcc sites. 
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The highest adsorption energies belong to the C monomer and CH with energies of –

5.03 eV and –5.09 eV, respectively. The high stability of these species on the Cu (111) 

surface has been observed in the literature [85, 107, 112].  

3.4.2. Dissociation Energy Barriers 

The dissociation reactions of CH4 to C involves dehydrogenation/hydrogenation 

reactions. The structures depicted in Figure 3.1 serve as a guide for the initial and final 

states of all reactions. The H in these dehydrogenation/hydrogenation reactions which is 

desorbed/co-adsorbed from/with a CHx specie, was placed at the most stable site (fcc) 

some distance away from the CHx specie and the system was relaxed. NEB calculations 

were performed for each reaction to find transition states and reaction energy barriers. 

Figure 3.2 shows all possible reactions and their energy barriers involved in the 

dissociation of CH4. Energy profiles of all reactions can be found in Appendix A. 

Figure 3.1 Most thermodynamically favorable adsorption configurations and 

energies of CH4 and intermediate species on Cu (111). Cu, C and H atoms are 

shown in orange, black and white.  
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Hydrogenation reactions involving C have lower energy barriers compared to 

dehydrogenation reactions. However, the dehydrogenation reaction of 𝐻2 → 𝐻 +𝐻 has 

a lower barrier than its reverse, and therefore the formation of atomic H, from H2 gas, on 

the Cu (111) surface may be very likely. One of the most important features of CH4 

dissociation on Cu (111) is its highest energy barrier (1.83 eV) which belongs to the 

𝐶𝐻 → 𝐶 + 𝐻 reaction. This high energy barrier coupled with the high adsorption energy 

of CH (–5.09 eV) found in the previous subsection (see Figure 3.1), points to the high 

stability of CH species and the less likeliness of finding C monomers on the Cu (111) 

surface, although C adsorption energy is quite high. This has been confirmed in studies 

elsewhere [107, 113-115]. The defining characteristic of the Cu surface compared to 

other transition metals, may well be its low tendency for carbon solubility and monomer 

formation from hydrocarbon on the one hand but high tendency of C dimer and 

generally C-C bond formation, on the other. In addition, the energy barrier 

corresponding to H2 dissociation are comparable to those of CH4 dissociation. Therefore 

these reactions and their products are likely to compete on the Cu (111) surface and for 

available adsorption sites and require further investigation using KMC. 

 

Figure 3.2 Energy barriers for reactions involved in the dissociation of CH4. 
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3.4.3. Pre-Exponential Factors 

Vibrational frequencies of initial, transition and final states of all reactions were 

calculated. The pre-exponential factors, 𝐴𝑓𝑤𝑑
𝑐𝑎𝑙𝑐  (forward reaction) and 𝐴𝑟𝑒𝑣

𝑐𝑎𝑙𝑐  (reverse 

reaction), were then calculated using the procedure described in Chapter 2. Results are 

shown in Table 3.1 for CH4. It is noted that the factors for reaction 1 are not calculated 

since CH4 adsorbs very weakly to the surface and vibrational frequency is hardly 

detected. 

3.4.4. Diffusion 

One of the advantages of lattice KMC is the inclusion of spatial effects which is 

not possible with DFT. Species are allowed to diffuse on the lattice and react with one 

another. NEB calculations were performed to find the energy barriers for the diffusion of 

species (see Table 3.2). Since H and all CH4 dissociation intermediates adsorb favorably 

onto only one site (hollow-fcc), diffusion was considered to occur from the hollow-fcc to 

the hollow-hcp site and the reverse. Evidently, the energy barrier for the diffusion of H 

and all CHx species are very low. Therefore these species are highly mobile on the Cu 

(111) surface and diffusion is not likely to be limiting. Although, lower pre-exponential 

factors for diffusions may impede their easy diffusion.   
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3.4.5. KMC 

To understand the kinetics involved in the dissociation process of interest here, it 

is necessary to evolve the system in time. KMC also makes possible the consideration of 

all competing mechanisms and pathways in the dissociation process.  

3.4.5.1. Surface Lattice Grid and Adsorbed Species 

The Cu (111) surface can be represented by a lattice of interlocking triangles and 

circles at intersection points where the triangles represent the hollow (fcc and hcp) sites 

Table 3.1 Energy barriers and pre-exponential factors for the forward 

(dehydrogenation) and reverse (hydrogenation) reactions involved in the CH4 

dissociation on Cu (111).  

Table 3.2 Diffusion energy barriers and pre-exponential factors of intermediates in 

the dissociation of CH4 on Cu (111).  
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and circles represent top sites. The total lattice surface was chosen as approximately 

50 × 50 Å2 .Figure 3.3 shows a segment of the mapping of Figure 3.1 adsorption 

configuration of species onto the KMC lattice grid. Similarly, reactions can also be 

described and mapped onto this lattice. An example of a reaction occurring on the lattice 

grid is shown in Figure 3.4. Other reactions are similarly described in KMC. In this 

study, simulations were initiated on an empty lattice.  

3.4.6. CH4 Dissociation Pathway 

3.4.6.1. Effect of Temperature 

Typical temperatures used in the CCVD growth of graphene and CNT on Cu 

using CH4 are in the range of 1000 –1500 K [5, 116]. Generally, ultra-high vacuum 

(UHV) and low pressures in the range of 0.5–50 Torr [5, 79, 95, 97] are used however 

Figure 3.3 The mapping of adsorbed species involved in the dissociation of CH4 

onto the Cu (111) surface lattice grid. Here, green sites indicate hollow-fcc sites.  

Figure 3.4 The dehydrogenation of CH3 (𝐶𝐻3 → 𝐶𝐻2 + 𝐻) on the lattice grid.  
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atmospheric pressures have also been variedly used throughout the literature [92, 97, 

116]. Here, the effect of temperature on the dissociation of CH4 was studied by 

considering two temperatures of 1200K and 1500K. The pressure was kept at a constant 

0.03 mTorr. Results are illustrated in Figure 3.5. After the adsorption of CH4, CH3 is 

produced first. At 1200K (Figure 3.5a), CH2 production is so fast that it is not observed 

however, the production of CH is seen. Clearly, there is no production of C. The 

occurrence of these dehydrogenation reactions, increases the amount of H on the surface. 

However, seemingly the temperature is not high enough to overcome the 0.93 eV barrier 

to form H2 and desorb to the gas phase.  

At 1500K (Figure 3.5b), CH3 is produced up to a certain amount, after which it 

is consumed to produce immediate CH2 followed by CH. At this higher temperature, C 

is very fast and is simultaneously produced with CH. It is clear that the higher 

temperature helps in overcoming the large energy barrier (1.83 eV) for 𝐶𝐻 → 𝐶 + 𝐻 

Figure 3.5 Results obtained from KMC of the CH4 dissociation on Cu (111) at a) 

1200K and b) 1500K temperature and 0.03 mTorr pressure. Bottom curves 

correspond to the H and H2 species of their top figures. 
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reaction leading to the production of C and H. With the dehydrogenation reactions 

taking place, the amount of H is increased and due to the high temperature, the 0.93 eV 

energy barrier is overcome and H2 is produced to the gas phase, as seen in the figure 

below Figure 3.5b. The decrease in H on the surface, prevents re-hydrogenation 

reactions, which in fact have low energy barriers, of taking place. Therefore, C 

production is able to take place. 

3.4.6.2. Effect of Pressure 

To study the effect of pressure, the temperature was kept a constant 1200K. 

Figure 3.6 depicts the CH4 dissociation studied at three pressures of 0.03 mTorr (UHV), 

0.5 Torr and 1.Torr. With the increase in pressure from UHV to 0.5 Torr and 1 Torr, the 

production of CH declines. On the other hand, when the amount of H on the surface 

begins to decline, CH and CH2 begin to form, and the production of H2 increases which 

indicates the conversion of H to H2(g) through 2𝐻
0.93𝑒𝑉
→    𝐻2 . With little to no H 

Figure 3.6 Results obtained from KMC of the CH4 dissociation on Cu (111) at 

1200K temperature and a) 0.03 mTorr b) 0.5 Torr c) 1 Torr pressure. Bottom 

curves correspond to the H and H2 species of their top figures.  
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remaining on the surface, re-hydrogenation reactions do not take place and 

dehydrogenation reactions resume. It can be concluded that higher pressures increase the 

adsorption of CH4 and slow down dehydrogenation reactions.  

3.4.6.3. Effect of H2 in the Feedstock Gas 

The effect of H2 was studied by increasing the H2 molar fraction in the feedstock 

gas from 0 to 0.5. As seen in Figure 3.7, it is clear that with the increase in H2 in the 

feedstock gas, dehydrogenation is accelerated and with 0.5 molar fraction of H2, C has 

begun to produce. The hydrogen curves indicate that with 0.5 molar fraction of H2, the 

amount of H species are very low and with the production of CH and C, an increase in 

H2 is observed. This indicates the immediate conversion of H to H2 as H is formed from 

CH4 dehydrogenation. With less H species on the surface, re-hydrogenation reactions are 

impeded and CH4 dissociation is directed towards CH and C production. In conclusion, 

Figure 3.7 Results obtained from KMC of the CH4 dissociation on Cu (111) at 

1200K temperature and 0.03mTorr pressure and a) 0% H2 b) 10% and c) 50% H2 

molar fraction, in feed. Bottom curves correspond to the H and H2 species of their 

top figures. 
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flowing H2 along with CH4 into the reaction chamber in the CCVD method, increases H 

species on the surface which are very mobile and cause the formation and production of 

H2(g) (reaction barrier of 0.93 eV), thereby depleting the surface of H species and 

impeding re-hydrogenation, but encouraging dehydrogenation, of CHx species. 

3.5. Conclusions 

The dissociation of CH4, a very common C precursor gas in the CCVD growth of 

graphene and CNT, on the Cu (111) surface was studied by first obtaining all reaction 

energy barriers and pre-exponential factors from DFT calculations. This data only 

presents thermodynamic information regarding the dissociation. KMC simulations were 

then performed to take into account temperature, pressure, diffusion, the kinetics and 

evolution of the system with time, and also the competing of the pathways. One 

competing reaction is the dehydrogenation/hydrogenation of H2/H which is less 

accounted for in the literature. 

The barrier for this reaction is comparable to that of CHx 

dehydrogenation/hydrogenation reactions, therefore it must be considered as a 

competing pathway in the dissociation process. H species are also highly mobile on the 

Cu (111) surface as deduced from low diffusion barrier found from DFT. The H in the 

system can either be a result of the dehydrogenation of CHx species or the in-flow of H2 

along with CH4 which is a common practice. Experimental studies report that adding H2 

to the in-flow gas facilitates the dissociation of the C precursor gas. These observations 

are confirmed and explained in this Chapter by a first-principles based kinetic modeling 

method. The H2 in the feedstock gas dissociates to H species (low energy barrier of 0.39 
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eV). These H species along with those of the dehydrogenation of CH4, diffuse on the 

surface and form H2 that is desorbed to the gas phase, thereby depleting the surface of H 

species that can otherwise re-hydrogenate CHx species. As such, the reaction pathway is 

led towards CHx dehydrogenation reactions. Generally, CH and C species were found to 

be the most stable and abundant species in the kMC simulations studied here, which 

confirms reports based on DFT from the literature. Therefore, it seems that CH and C 

species may well be the building blocks of graphene and CNT growth. 
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4. HYDROCARBON DECOMPOSITION ON COPPER SURFACES:

OXIDATION EFFECTS 

4.1. Summary 

DFT and AIMD are used to study the effect of pre-adsorbed O on C adsorption 

on both (100) and (111) facets of Cu.  Results show that on both surfaces, an incoming 

carbon atom has the ability to replace and completely desorb a previously surface-

adsorbed oxygen atom producing CO and CO2 molecules in the gas phase. By 

comparison, the (111) surface is better suited for oxygen desorption, and an incoming 

carbon atom can more easily bond to and desorb oxygen atoms even at low oxygen 

coverages. The effect of temperature on this mechanism is also examined. An 

implication of this process is the experimentally proven cleaning effect of pre-dosing 

copper surfaces with oxygen before graphene growth in the chemical vapor deposition 

(CVD) process. 

Such observations regarding the effect of surface O on atomic C, motivate the 

investigation of this effect on the C precursor gas, e.g. CH4, itself. Therefore, DFT 

calculations are carried out to evaluate energy barriers and mechanisms for the 

dehydrogenation reactions of CH4 on oxygen (O) covered surfaces of Cu (111) and Ni 

(111) with low and moderate O coverages. Results obtained agree with previous findings

showing that O promotes CH4 dissociation on Cu (111) and hinders that on Ni (111). In 

 Parts of this chapter are reprinted with permission from Behnaz Rahmani Didar and Perla B. Balbuena. 

“Adsorption of Carbon on Partially Oxidized Low-Index Cu Surfaces”. Langmuir 2018, 34(4), 1311-1320. 

Copyright (2018) American Chemical Society 
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addition, results show that energy barriers decrease furthermore on Cu with higher O 

coverages. However, the increase in O coverage did not show any favorable effect for 

CH4 dissociation on Ni (111). The findings are explained through some electronic 

factors   such as charge analysis and density of states. 

4.2. Introduction 

The CCVD is the most widely used method for the synthesis of graphene and 

single-walled carbon nanotubes (SWCNTs). As the catalytic substrate, Cu has garnered 

much attention among other transition metals because of its ability to yield high-quality 

graphene [5]. It is believed that the presence of residual C on the surface of Cu can foster 

the environment for nucleating graphene. However, too many residual C atoms would 

lead to a greater number of nucleation sites and subsequently, grain boundaries, which 

alter the properties of graphene. Reducing the number of grain boundaries in graphene 

produced on the Cu substrates remains a major challenge [93, 97]. A number of methods 

[94, 117-122] have been suggested to tackle this issue, one of which is to prepare Cu 

substrates with as few C residues as possible. To this end, several experimental studies 

have shown the advantageous effect of pre-dosing O on Cu. Through such experiments, 

it has been established that the presence of O on the surface of Cu or in the form of 

copper oxide can “clean” the copper surface of residual carbon, thereby reducing the 

number of nucleation sites and hence producing much larger graphene domains [121-

124]. However, the exact atomistic mechanism by which O atoms are removed from the 

surface in the presence of C precursor gas has not yet been fully elucidated. 

Understanding this mechanism and the statistics associated with it can guide us toward 
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the amounts of oxidation that are sufficient to clean the surface and anticipate products 

and outcomes of the involved reactions.  

Oxidation of the Cu surface takes place through the adsorption of O2 molecules 

and dissociation into two O atoms. It can also happen through dissociation of, for 

example, a CO2 molecule on the clean Cu surface. In this chapter, regardless of the 

source and origin of O atoms, atomic O has been used to oxygenate Cu surfaces. 

Although, the oxidation of low-index Cu surfaces has been previously studied and 

described elsewhere [125, 126], this oxidation is revisited here. Currently, graphene 

growth using the CCVD process is predominantly achieved on copper foils which are 

polycrystalline [127, 128]. Both single- and multilayered graphene have been 

successfully produced on many facets of Cu including (100), (111), (110), and (210). 

However, the (100) and especially (111) facets have shown greater quality of the 

produced graphene [15]. These two facets have been chosen for this study.  

Temperature has a significant effect on the stability of the adsorbed species. To 

study this effect, AIMD simulations of a C atom adsorbing onto oxygenated Cu surface 

at elevated temperatures, is also carried out in this chapter. On one hand, this study 

provides theoretical evidence of the cleaning and purifying effect that oxygen has on a 

copper surface. However, it also hints at the possibility of inducing termination effects 

on the growth of carbon nanostructures which would be an important consideration in 

the SWCNTs synthesis.  

Gaining a more complete picture of the effect that O may have on graphene and 

SWCNT nucleation, requires that in addition to atomic C, the C precursor gas, e.g. CH4, 
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be studied. The latter part of this chapter studies the effect that O may have on an earlier 

stage in graphene and SWCNT growth, which is the dissociation of CH4.   

The dissociation of alkanes such as CH4 as the C precursor gas, entails the 

activation and breakage of C-H bonds. C-H bond breakage can be achieved at high 

temperatures. However, in applications where high temperatures are undesirable, other 

methods such as catalytic methods involving oxidation have become more attractive. 

Experimental studies [129] and more recently theoretical calculations have elucidated 

the influence of O* (surface-bound O) and OH* (surface-bound OH) on CH4 

dehydrogenation via the routes: 

𝐶𝐻𝑥 + 𝑂
∗ → 𝐶𝐻𝑥−1 + 𝑂𝐻

∗          𝑥 = 4, 3, 2, 1 (4.1) 

𝐶𝐻𝑥 + 𝑂𝐻
∗ → 𝐶𝐻𝑥−1 + 𝐻2𝑂          𝑥 = 4, 3, 2, 1 (4.2) 

In this process, electronegative O* and OH* species on transition metals induce 

and cause the activation of acidic C-H bonds, thereby facilitating C-H bond scission. 

Theoretical investigations show that the effect of O* and OH* on C-H bonding varies 

with respect to the transition metal surface to which the alkane is bound [130-134]. For 

example, O* and OH* on coinage metals (Cu, Ag and Au) promote C-H bond activation, 

whereas this effect is hindered on Fe, Ni, Pt, Pd. This has been explained by the O–

surface binding energy, charge analysis and the chemical nature of O*. O* on certain 

transition metals such as Cu are found to possess greater negative charges and hence 

greater electronegativity and basicity that is required to activate acidic C-H bonds. 

Furthermore, weakly-bound O* on transition metals such as Cu are more capable of 

activating C-H bonds. Whereas on transition metals such as Ni, O* is strongly bound to 



 

45 
 

the surface and possesses less basicity. Such insightful theoretical studies have 

investigated this process at relatively low O coverages of no greater than ¼ monolayer 

(ML) (via p(2x2), p(3x3) and p(4x4) supercells). However, it is reasonable to investigate 

this effect at higher O coverages where any effect of O may be amplified.  

In the latter part of the chapter, the effect of low-coverage pre-adsorbed O and 

OH species on the dehydrogenation of methane via the aforementioned routes is 

revisited and the effect thereof at higher O coverage is studied.  

4.3. Computational and System Details 

DFT calculations were performed using the Vienna Ab initio Simulation Package 

[58, 109, 110] with the GGA-PBE method for the electron-electron interactions [56] and 

the PAW pseudopotentials for the electron−ion core interactions [57, 58]. For the first 

part of the chapter, the two Cu surfaces were constructed in Materials Studio [135] by 

cleaving along the (100) and (111) planes. To allow the direct comparison, both slabs 

composed of 64 Cu atoms making up four atomic layers of which the two bottom layers 

were fixed and the remaining layers were allowed to relax. In this setup, possible 

adsorption sites for the (100) surface are bridge, hollow, and subsurface interstitial and 

for the (111) surface are bridge, fcc-hollow, hcp-hollow, and subsurface interstitial 

(Figure 4.1). The initial structures were allowed to relax. For the adsorption of oxygen 

atoms, all possible sites were tested. Atoms were added sequentially to all possible sites, 

and the system was relaxed after each addition. At each addition step where all sites 

were tested, the most energetically favorable of all was selected and the adsorption 

energy was calculated. This energy was calculated as the energy variation caused by 
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bringing an O atom from the gas phase to the surface of the Cu slab per the number of O 

atoms in the system: 

𝐸𝑎𝑑𝑠,𝑂 =
𝐸𝑡𝑜𝑡 − 𝑛𝑂𝐸𝑂 − 𝐸𝐶𝑢_𝑠𝑙𝑎𝑏

𝑛𝑂
 

(4.3) 

Here, 𝐸𝑡𝑜𝑡 , 𝐸𝑂, and 𝐸𝐶𝑢_𝑠𝑙𝑎𝑏 denote the total energy of the system after relaxation, 

energy of an O atom in the gas phase, and energy of the pristine Cu slab.  

This was followed by the adsorption of a single C atom to each oxygen 

adsorption step, and the adsorption energy per O atom was calculated as: 

𝐸𝑎𝑑𝑠,𝐶 =
𝐸𝑡𝑜𝑡 − 𝐸𝐶 − 𝐸𝐶𝑢_𝑂

𝑛𝑂
 

(4.4) 

where, 𝐸𝐶  and 𝐸𝐶𝑢_𝑂 are the energies of an isolated spin-polarized C atom in vacuum and 

O-adsorbed Cu slab, respectively. The above definitions of adsorption energy for both 

cases mean that adsorption is exothermic and stable if the values are negative. To map 

and 

analyze electronic charge density differences using the Bader charge analysis scheme 

top 

bridge 

hollow 

hcp hollow 

fcc hollow 

bridge 

top 

Figure 4.1 Adsorption sites of a) Cu(100) and b) Cu(111) surfaces. Grey and 

brown atoms are Cu atoms on the 2nd and 3rd layer from top. 
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[136, 137], the charge density difference for the oxygenated Cu surfaces was defined as: 

𝛥𝜌𝑂/𝐶𝑢 = 𝜌𝑡 − 𝜌𝐶𝑢 − 𝜌𝑂 (4.5) 

and for the carburized oxygenated Cu surfaces as: 

Δ𝜌𝐶/𝑂/𝐶𝑢 = 𝜌𝑡 − 𝜌𝑂/𝐶𝑢 − 𝜌𝐶 (4.6) 

where 𝜌𝑡 , 𝜌𝐶𝑢, 𝜌𝑂, 𝜌𝑂/𝐶𝑢, and 𝜌𝐶  denote charge densities of the total system, Cu slab, O 

atom/s, oxygenated Cu surface, and C atom/s, respectively. 

For the second part of this chapter, dispersion forces have also been accounted 

for by using the DFT-D3 correction method of Grimme et al [63]. Both Cu and Ni slabs 

consisted of p(4x4) supercells of the (111) facet of face-centered cubic crystals (fcc) 

arranged in four atomic layers of which the top two were allowed to fully relax during 

all calculations. The p(4x4) supercell slab which is chosen here, is large enough to 

accommodate not only one surface O atom (representing 1/16 ML O coverage) but also 

6 surface O atoms which represent 6/16 (=0.38) ML of O coverage, hence allowing 

direct comparison between low and rather more moderate coverages. It is noted that Cu 

and Ni undergo surface reconstruction and bulk oxide formation at O coverages of 

greater than 0.5ML [126, 138, 139]. 

 The minimum energy path for the dehydrogenation reactions of CH4 on the 

surfaces were calculated using the climbing-image nudged elastic band (CI-NEB) 

method [68], reaching convergence when the force normal to the reaction path was less 

than 0.05eV/Å. 

The Bader charge analysis scheme [136, 137] was again used to map and analyze 

electronic charge density differences defined for the oxygenated Cu and Ni surfaces as: 
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∆𝜌𝑂/𝑀 = 𝜌𝑡 − 𝜌𝑂 − 𝜌𝑀 (4.7) 

where 𝜌𝑂/𝑀  , 𝜌𝑡 , 𝜌𝑂 and 𝜌𝑀  denote charge densities of the oxygenated metal 

surface, total system, O atoms and the metal surface, respectively. 

4.4. Results 

4.4.1. Part 1 

4.4.1.1.  Adsorption of Oxygen onto Cu(100) and Cu(111) Surfaces 

The first oxygen atom was added to all possible adsorption sites on both (100) 

and (111) surfaces. As shown in Table 4.1, the resulting adsorption energies showed that 

the hollow and fcc-hollow sites on the (100) and (111) surfaces, respectively, are 

energetically highly favorable for the adsorption of O. The calculated energies agree 

well with the literature theoretical and experimental values [140, 141]. Each subsequent 

oxygen atom was sequentially added into the gas phase and allowed to relax and adsorb 

onto each Cu surface. At each sequence, all possible adsorption sites were tested. 

Adsorption energies of the oxygen adsorption sequence are shown in Figure 4.2. As 

deduced from the negative energy values, oxygen adsorption is favorable on both Cu 

surfaces. The resulting curves of O adsorption energy show that adsorption is stronger 

on the (100) surface than that on the (111) surface. Thus, the (100) surface is more 

favorable for the adsorption of O atoms. This is explained by the close-packed lattice 

structure of the (111) surface that harbors greater repulsion between adsorbed O atoms. 

The close-packed lattice of the (111) surface results in an increased repulsion among 

adsorbed O atoms, and this repulsion extends to an incoming adsorbing O atom. The 

incremental decrease in the energy of adsorption becomes more noticeable from 0.25 
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ML coverage onward. On both surfaces, the thermodynamically favorable path of step-

by-step O adsorption results in a geometric arrangement among O atoms as can be seen 

from the top views shown in Appendix B (Figures B1-B2). 

Table 4.1 Adsorption sites and energies for adsorption of single O and C atoms on 

clean Cu (100) and (111) surfaces. Preferred adsorption sites and energies are 

marked in bold. 

Figure 4.2 Diagram of the O adsorption energy per O atom calculated using DFT 

(at 0K) for Cu (100) and (111) surfaces. Dashed lines between data points are to aid 

in visualization. 
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However, the (100) surface undergoes a major reconstruction induced by O 

atoms after 0.5 ML O coverage. Surface reconstruction manifests in peaks seen in the 

curves of Figure 4.2. The (111) surface experiences major reconstruction after 

approximately 0.44 ML coverage (Figure B2 of Appendix B). It can be concluded that 

consistent with other studies, the (111) surface undergoes oxidation easier than the (100) 

surface [126]. Figure 4.2 shows that after approximately 0.56 and 0.44 ML for (100) 

and (111) surfaces, no significant variation is seen in the O adsorption energies. Other 

studies observe similar findings and have shown that further oxidation of the Cu surface, 

if possible, would lead to a major surface reconstruction and formation of a bulk oxide 

[126, 138].  

4.4.1.2.  Adsorption of Carbon onto Oxygenated Cu(100) and Cu(111) Surfaces 

The effect of oxygen on the adsorption of a single C atom onto Cu surfaces is 

studied here. First, the adsorption of a C atom was tested for all possible surface and 

subsurface sites in the absence of any O atoms. On the (100) surface, a hollow site 

slightly lifted from the surface was found to be the most stable site for C adsorption. On 

the (111) surface, however, the C atom is most favorably absorbed in the subsurface in 

an octahedral interstitial site. This is in agreement with the findings of other studies [102, 

142]. Values of adsorption energy are listed in Table 4.1. By comparison, the C 

adsorption is more favorable than O adsorption, for both clean surfaces of Cu. 

Nevertheless, it is assumed that some O atoms have somehow found their way onto the 

surface, while or before C atoms were adsorbed (e.g., Cu surface is predosed with 

oxygen). Note that this may occur, for example, during the synthesis of SWCNTs by 
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CVD processes, where a C-containing precursor is catalyzed and may produce oxygen or 

oxygen-containing species during or previous to carbon nanostructures growth or from 

the presence of other additives such as water. Besides, in some cases, the catalyst 

synthesis takes place simultaneously with the C nanostructure synthesis. In such cases, 

sometimes oxides of transition metals such as Co, Ni, or Fe are used as precursors of the 

metal catalyst, where the oxides are reduced by C and are produced by the 

decomposition of a C-containing species [143, 144]. If such reduction is not complete, 

partially oxidized surfaces may exist. Results show that the adsorption of the first C atom 

is more favorable on the (100) surface than on the (111). Then, this procedure was 

repeated for both Cu surfaces in the presence of an adsorbed O atom. On the (100) 

surface, the C atom prefers to adsorb onto a hollow site that is farther away from the 

hollow site preoccupied by an O atom with a weaker adsorption strength compared to the 

case with no O. On the (111) surface, however, the C atom remains favorable to “absorb” 

into the interstitial site adjacent to the O occupied fcc-hollow site with a stronger 

adsorption strength compared to the case with no O. The C adsorption on the two Cu 

surfaces of various O coverages was studied. Images and computational results are 

shown in Figures 4.3-4.5. 

As shown in Figure 4.3, on the (111) surface, the C atom is no longer stable in 

an interstitial site but is surface-adsorbed and able to desorb an O atom even at a very 

low coverage of 0.1 ML and form a C−O bond which is attached to the surface by the C 

end.
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Figure 4.3 Side (upper panels) and top (lower panels) view images of a single C 

atom adsorbed onto Cu (111) at various O coverages, as a result of DFT relaxation 

at 0K. Cu, O and C atoms are shown in blue, red and brown, respectively. 
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Figure 4.4 Side (upper panels) and top (lower panels) view images of a single C atom adsorbed onto Cu (100) with 

various O coverage, as a result of DFT relaxation at 0K. Cu, O and C atoms are shown in blue, red and brown, 

respectively. 
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This “reductive power” of C occurs for all higher coverages; finally at 0.38 ML, the C 

atom induces desorption of two O atoms from the Cu surface into the gas phase, 

consequently bonding to them and forming a CO2 molecule. However, this is not the 

case for the more open (100) surface, as shown in Figure 4.4. The C atoms on this 

surface continue to adsorb onto the hollow sites even after noticeable surface 

reconstruction has occurred. Only at 0.63 ML coverage, the C atom is found to desorb an 

O atom and form a C−O bond, which is still attached to the surface by the C end. Unlike 

the (111) surface, the complete desorption of O atom/s into the gas phase was not 

observed even at 1 ML O coverage for the (100) surface. Figure 4.5 shows that C 

adsorption is slightly more favorable on the (111) surface as evident from the more 

negative adsorption energies. On the same figure, termination points of both curves are 

defined as the instance where the C atom is able to desorb O atom/s from the Cu surface. 

As discussed above, this happens at a much lower O coverage for the (111) surface than 

Figure 4.5 C adsorption energy per O atom calculated using DFT for Cu (100) and 

(111) surfaces. Cu, O and C atoms are shown in blue, red and brown, respectively. 

Dashed lines between data points are to aid in visualization. 
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that for the (100) surface. Reduction of the surface by carbon is indirectly shown in 

Figure 4.5, where we observe that the C adsorption energy strength decreases 

dramatically with O coverage because of the resistance of the oxidized surface to receive 

a reductive agent. However, the reduction takes place and is manifested in the removal 

of O from the surface, especially in the (111) surface (Figure 4.3). The more open (100) 

surface offers less resistance to C adsorption but eventually the removal of O also takes 

place along with the surface reconstruction.  

To shed light on the underlying cause of this phenomena, charge density maps 

were obtained and are presented in Figure 4.6. It is apparent that on the (111) surface, 

neighboring negatively charged regions of O atoms that are shown in blue are close 

enough to give rise to repulsion between adsorbed O atoms. Whereas, on the (100) 

surface, these regions are farther apart, and the repulsion is less felt. 

4.4.1.3.  AIMD Study of C Adsorption onto Oxygenated Cu(100) and Cu(111) 

Surfaces 

To study the effect of temperature on reactivity of C on oxygenated Cu surfaces, 

each of the Cu(100) and (111) surfaces with 0.5 ML O coverage were taken and a C 

monomer was added into the gas phase of the computation cell. The addition of a C 

monomer in the gas phase of the Cu(100) and Cu(111) cells corresponds to pressures of 

140 and 200 atm, respectively. These rather high pressure values are due to the small 

size of the computational cells that have been chosen here. These high pressures are used 
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in some of the CVD synthesis processes of SWCNTs, for example, the HiPCO process 

[145, 146]. The geometry of both oxygenated surfaces with the C monomer in the gas 

phase were optimized before performing AIMD simulations. Two temperatures of 1200 

and 600 K, were chosen for the investigation. 

Cu (100) Cu (111) 

Figure 4.6 Optimized structures (top) and their charge density difference maps 

(bottom) at 0.38ML O coverage on Cu (100) and Cu (111). Light-blue and yellow 

clouds represent charge accumulation (negative) and depletion (positive), 

respectively. O atoms are shown in red, while Cu atoms are shown in blue, grey (2nd 

layer from top) and brown (3rd layer from top). Grey and brown atoms are also 

hcp-hollow and fcc-hollow sites, respectively. The maps are plotted in isosurface 

level of 0.005 e/Å3.
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As stated in the earlier section, on the (100) surface, the C atom initially added to 

Figure 4.7 Time evolution of adsorbed C (in brown) on Cu (100) with 0.5ML O 

coverage obtained from AIMD simulations at 1200K temperature. 
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the gas phase relaxed and absorbed into a hollow site (Figure 4.4). AIMD results 

obtained for the (100) surface showed that at a high temperature of 1200 K (Figure 4.7), 

Figure 4.8 Time evolution of adsorbed C (in brown) on Cu (100) with 0.5ML O 

coverage obtained from AIMD simulations at 600K. 
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a major surface reconstruction occurs at the surface, and the C atom initially adsorbed 

onto the surface is lifted along with the O atoms on the surface and pushed back into the 

surface and then deeper into the subsurface. At a lower temperature of 600 K (Figure 

4.8), the surface reconstruction is much less, and the C atom hovers at roughly around 

the location where it first relaxed onto. In addition, our simulations of up to 10 ps 

showed that the adsorbed C was unable to break away from the surface or bond to any O 

atom. This provides an idea of the amount of energy needed for these processes to occur. 

Results obtained for the Cu(111) surface showed a somewhat different picture. 

Initially, the C atom in the gas phase relaxed onto the Cu surface by desorbing a surface-

bound O atom, bonding to the surface Cu on one side and that desorbed O atom on 

another. 

At 1200 K (Figure 4.9), the C atom bonded to O was able to eventually (roughly 0.5 ps 

later) desorb from the surface and enter the gas phase as a CO molecule. This was not 

possible at the lower temperature (Figure 4.10), at least for the 10 ps time interval that 

was studied. Note that the surface reconstruction on the (111) surface is major and 

greater than that on the (100) surface for all three temperatures. 

Both DFT and AIMD results show that the (111) surface better facilitates 

desorption of oxygen by carbon through CO or CO2 bond formation. In the next part of 

the chapter, the effect of pre-adsorbed oxygen on the dissociation of CH4 to atomic C is 

studied. Cu (111) is taken as the metal surface, however for a comparison, Ni (111) is 

also studied.  
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Figure 4.9 Time evolution of adsorbed C on Cu (111) with 0.5ML O coverage 

obtained from AIMD simulations at 1200K temperature. 
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Figure 4.10 Time evolution of adsorbed C on Cu (111) with 0.5ML O coverage 

obtained from AIMD simulations at 600K temperature. 
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4.4.2. Part 2 

4.4.2.1.  CH4 Dehydrogenation on Clean Cu (111) and Ni (111) Surfaces 

The NEB calculations for obtaining transition states and energy barriers of 

reactions require initial (reactant) and final (product) state of those reactions. DFT 

calculations were performed for both surfaces to find the most favorable adsorption (for 

initial state) and co-adsorption (for final state) of all possible species (CH3*, CH2*, CH*, 

C*, CH3*+H*, CH2*+H*, CH*+H*, C*+H*) involved in the dehydrogenation process. 

The results of these calculations form the initial and final states of reactions for the NEB 

calculations.   Thus, the energy profile for the sequential dehydrogenation (CH4 → CH3 

→ CH2 →  CH →  C) of free CH4 to adsorbed C was constructed from the NEB

calculations. Initial, transition and final states of the reactions involved are shown in the 

Appendix B (Figure B3-B4). The energy profiles for Cu (111) and Ni (111) can be seen 

Figure 4.11 Energy profile for CH4 dehydrogenation on clean (black) and 1/16 ML 

Oxygen covered (orange) Cu (111) surfaces. The numbers in parenthesis at the 

maxima are the energy barriers for each step, and the values at the minima are the 

reaction energies.
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in Figures 4.11 and 4.12  and serve as benchmarks for the remainder of the study of the 

two metal surfaces with pre-adsorbed O. Energy barriers for both Cu (111) and Ni (111) 

agree well with the literature [84, 85]. Energy barriers for CH4 dissociation on Ni (111) 

are remarkably lower than those on Cu (111). As in Cu (111), the energy barrier for CH 

dehydrogenation on Ni (111) is the highest among other barriers. 

4.4.2.2.  CH4 Dehydrogenation on Cu (111) and Ni (111) with 1/16ML O Coverage 

For the case of metal surfaces with pre-adsorbed O, first the adsorption of atomic 

O on the Cu (111) and Ni (111) surfaces was examined. For the surface of p(4x4), the 

adsorption of only one atomic O leads to a coverage of 1/16 ML. The 1/16ML O covered 

Cu and Ni (111) surfaces were prepared by testing all possible sites for the adsorption of 

O on both metals and choosing the most thermodynamically favorable site. The most 

favorable adsorption site of O for both surfaces was found to be the fcc site. This is 

confirmed in the first part of this chapter. The adsorption energy of an atomic O on Cu 

Figure 4.12 Energy profile for CH4 dehydrogenation on clean (black) and 1/16 ML 

Oxygen covered (grey) Ni (111) surfaces. 
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(111) is weaker than on Ni (111). Bader charge analysis was performed to investigate the

charge of the O atom on both the surfaces. The charge of O on Cu (111) is more negative 

than on Ni (111) (reported in Table 4.2), which indicates a higher electron transfer from 

the surface to the adsorbed O atom on the Cu surface.  After preparing the O-adsorbed 

Cu and Ni (111) surfaces, the same procedure discussed for clean surfaces was carried 

out to find the initial/final states of each reaction step.  

Here, the co-adsorbed species are CH4+O*, CH3*+O*, CH2*+O*, CH*+O*, 

CH3*+OH*, CH2*+OH*, CH*+OH* and C*+OH*. NEB calculations were then 

performed to find the energy barriers of reaction 4.1. Initial, transition and final states of 

the reactions involved are shown in Appendix B (Figures B5-B6). Energy profiles 

depicting the energy barriers for all four dehydrogenation steps of CH4 on 1/16 ML O 

covered Cu (111) and Ni (111) alongside clean surfaces are shown in Figures 4.11 and 

4.12, respectively. The figures clearly show that the presence of O on Cu (111) reduces 

energy barriers for dehydrogenation and therefore promotes CH4 dehydrogenation. On 

Ni (111) however, dehydrogenation energy barriers are increased in the presence of O. 

Table 4.2 Adsorption energies and electronic charge of 1and 6 O atoms on Cu (111) 

and Ni (111) surfaces, referring to 1/16 and 6/16 ML O coverages.
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The inhibiting role of O on CH4 dehydrogenation on metals such as Ni has been 

attributed to the blocking of surface sites available for adsorption by strongly bound O 

atoms [147, 148]. In addition, the dehydrogenation of CHx involves the breaking away 

of H in a C-H bond and its adsorption to a pre-adsorbed O atom, thereby forming an 

OH* group. This adsorption on a 1/16 ML O covered Cu (111) and Ni (111) is 

calculated as -3.19eV and -2.7eV, respectively. Therefore, OH* is more strongly bound 

to and stable on the Cu (111) surface. The strong binding of the OH* group to Cu 

surface may imply the facilitated breaking of C-H bonds. As such, the effect of OH* on 

CH4 dissociation (via reaction 4.2) was also studied at the same coverage of 1/16 ML. 

The energy profiles and configurations are depicted in Appendix B (Figures B7-B8). 

Compared to O*, OH* appears to have an even greater promoting effect on CH4 

dissociation on Cu surfaces, while the opposite effect is observed in Ni (111) surfaces. 

4.4.2.3.  CH4 Dehydrogenation on Cu (111) and Ni (111) with 6/16ML O Coverage 

For the chosen surface of p(4x4), the adsorption of six atomic O would lead to a 

higher coverage of 6/16 ML. On both Cu and Ni (111), these six O atoms were adsorbed 

one O atom at a time, optimizing the structures and finding the most favorable 

adsorption site at each O adsorption step, i.e. at each adsorption step all possible sites 

were tested and the most favorable site was chosen to proceed with. The arrangement of 

the 6 O atoms on Cu and Ni are equivalent (as seen in Figure 4.13c,d). As with 1 O 

atom, the binding energy of 6 O atoms onto Cu (111) is weaker than on Ni (111) (seen in 

Table 4.2) and therefore surface O atoms are weakly bound and more active on Cu (111) 

than on Ni (111).  
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Bader charge analysis shows that the charges of O atoms on the Cu (111) and Ni (111) 

surfaces average at -0.85|e| and -0.77|e|, respectively. Hence, the six O atoms on Cu (111) 

are more electronegative than on Ni (111). Figure 4.13 depicts the 

charge density difference maps of the 1 and 6 pre-adsorbed O atoms on Cu (111) and Ni 

(111). For the higher O coverage (6 O atoms), Cu (111) shows greater areas of charge 

transfer compared to Ni (111). The production of OH* is an important aspect to consider 

in our evaluation of reaction (1) on Cu and Ni as it forms part of the final state and it can 

be bonded to any of the 6 O atoms pre-adsorbed on the surface. Also shown in Figures 

4.13c and 4.13d are the red circles which designate the most favorable adsorption site 

for H to bond to O* and form OH*. As with 1/16 ML O coverage, this adsorption is 

considerably more favorable on the 6/16 ML O covered Cu (111) (-3.53eV/O atom) than 

a)

c)

b)

d)

Figure 4.13 Charge density difference maps of a) 1 O* on Cu (111) b) 1 O* on Ni 

(111) c) 6 O* on Cu (111) and d) 6 O* on Ni (111). Yellow and blue colors represent 

areas with charge depletion (positive) and accumulation (negative), respectively.

(Isosurface level = 0.002 e/Å3)
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on its Ni (111) counterpart (-2.89eV/O atom). The same procedure discussed in the 

previous sections was carried out to find initial and final states of reaction 4.1 for the 

new coverage. Initial, transition and final states of the reactions involved are shown in 

Appendix B (Figures B9-B10). CI-NEB calculations were then performed to obtain 

Figure 4.15 Energy profile for CH4 dehydrogenation on clean (black) and 6/16 ML 

Oxygen covered (dark grey) Ni (111) surfaces.

Figure 4.14 Energy profile for CH4 dehydrogenation on clean (black) and 6/16 ML 

Oxygen covered (brown) Cu (111) surfaces.
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energy barriers for each reaction step. Energy profiles depicting the energy barriers for 

all four dehydrogenation steps of CH4 on 6/16 ML O covered Cu (111) and Ni (111) 

alongside clean surfaces are shown in Figures 4.14 and 4.15, respectively. Figure 4.14 

shows significant decrease in energy barriers for all dehydrogenation steps on 6/16 ML 

O covered Cu (111). Furthermore, dehydrogenation on 6/16ML O covered Cu (111) 

becomes slightly exothermic. The energy barriers for 6/16ML O coverage on Ni (111) 

slightly increase with respect to its 1/16 ML O coverage. 

4.4.2.4.  Electronic Factors 

The reactivity of a metal surface can be defined by the distribution of its 

electronic states in the valence band [149]. In this work, we analyze the reactivity 

differences between Cu (111) and Ni (111) can be analyzed through their density of 

states (DOS).  

Due to the presence of fully and partially filled localized 3d orbitals and the resulting 

repulsion among d orbital electrons on both metal surfaces, we have used the DFT+U 

method to plot the DOS. The DFT+U method incorporates additional energy factors for 

delocalization of the d orbitals. The formalism of Dudarev et al [66] with U-J values of 7 

eV [150] and 6 eV [151] were used for Cu and Ni, respectively.  

First, a discussion of clean and O adsorbed Cu and Ni surfaces is in order. Figure 

4.16 shows the DOS projected onto the d-orbitals of the clean and O adsorbed surfaces 

of Cu and Ni. For Ni, the d-band lies well on the Fermi level energy for its clean and O 

adsorbed surfaces, whereas this is not the case for Cu. Nonetheless for Cu, the d-band is 

not entirely empty at the Fermi level. However, the main focus of these plots is the d-
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band center shift with the adsorption of O atoms. The closer the d-band center is to the 

Fermi level, the higher is the reactivity. For Cu, the d-band center shifts towards the 

Fermi level – from -3.02 eV on clean to -3.00 eV on 1/16 O ML and to -2.78 eV on 6/16 

O ML – indicating the increase in reactivity of the surface with the increased adsorption 

of O. Whereas for Ni, the d-band center shifts away from the Fermi level with the 

addition of O to its surface (from -1.25 eV on clean to -1.38 eV on 1/16 O ML and to -

1.61 eV on 6/16 O ML). 

This is consistent with the decrease seen in energy barriers for CH dissociation 

on Cu and the increase seen thereof on Ni.   

To obtain insight into the effect of O on the reactivity of the metal surfaces 

towards CH adsorption, the DOS projected onto the CH3 molecule as in the final state of 

Figure 4.16 Projected density of states (PDOS) onto the d-orbitals of the metal 

atoms in clean, 1/16 ML and 6/16 ML O pre-adsorbed Cu (left) and Ni (right) 

surfaces. The vertical lines indicate d-band centers.
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reaction (1), were calculated. It is noted that since CH4 adsorption onto both metal 

surfaces is very weak, the reactivity change of surfaces towards its adsorption is also 

weak and unobservable on PDOS. Therefore, the study of CH3 was chosen. As shown in 

Figure 4.17, the HOMO peak of the CH3 molecule gradually shifts towards the Fermi 

level with the adsorption of more O on Cu. This is less of a case for Ni. These 

observations are also consistent with the decrease seen in energy barriers for CH 

dissociation on Cu but the increase seen thereof on Ni.  

Both Figures 4.16 and 4.17 indicate difference in properties of the two surfaces 

in the presence of oxygen and explain the facilitating effect of surface O on CH4 

dissociation path on Cu (111), and hindrance thereof on Ni (111). 

4.5. Conclusions 

Adsorption of C onto the oxygenated (100) and (111) surfaces shows some 

differences which can be attributed to the lattice structure and charge distribution. 

Results show that on the more open (100) surface, C atoms tend to absorb deeper into 

the subsurface, whereas on the (111) surface, C atoms adsorb on the surface. Also 

Figure 4.17 PDOS onto CH3 molecules in the final state on clean and 1/16 ML and 

6/16 ML O pre-adsorbed Cu (left) and Ni (right) surfaces. 
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because of its more open structure, higher O coverage is required for a C atom acting as 

a reducing agent to desorb an O atom from the (100) surface compared to the (111) 

surface.  

In AIMD simulations which were used to evaluate the dynamic and temperature-

dependent nature of adsorption, both surfaces showed a distinctive behavior with respect 

to the effect of O on adsorbed C. On the (111) surface, the C atom is able to desorb an O 

atom and enter into the gas phase as a CO molecule.  

This study shows evidence of the cleaning effect of oxygen on Cu surfaces in the 

presence of carbon with applications to graphene synthesis. These results can also be 

extrapolated to nanoparticle surfaces used in the synthesis of carbon nanotubes. It can be 

speculated that partially oxidized facets may exist on the nanoparticle catalyst because of 

the dissociation of oxygen containing gases (e.g., H2O or an oxygenated precursor gas) 

in the CVD chamber; may bond to C atoms later on, after being exposed to carbon-

containing precursor gases (e.g., C2H2); and may form CO and CO2 molecules in the gas 

phase. In this case, the surface of the nanoparticle catalyst being cleaned of any residual 

oxygen can then foster the environment for carbon surface and bulk diffusion before 

CNT nucleation and growth. On the other hand, if the precursor gas is itself an oxygen 

containing gas (e.g., CH3OH), then the oxygen atoms desorbed to the gas phase by 

bonding to carbon are likely to be constantly replaced by other oxygen atoms dissociated 

from the precursor gas, so long as the synthesis process is allowed, thereby moderating 

the rate of carbon nanostructures growth, but also hindering dissociation and surface 

diffusion of carbon atoms necessary for the CNT nucleation and growth. Such 
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desorption of carbon as CO or CO2 in partially or totally oxygenated surfaces may be 

one of the reasons for the termination of CNT growth. 

A more complete study is one in which rather than atomic C, a C precursor gas 

provides C atoms for graphene growth. Therefore, the effect of pre-adsorbed O on the 

adsorption and dissociation path of CH4 on Cu (111) and Ni (111) surfaces was also 

investigated. This dissociation exhibits high energy barriers on clean Cu (111) and lower 

less energy barriers on clean Ni (111). However the presence of surface O significantly 

changes the behavior of these surfaces; promoting the dissociation on Cu (111) and 

inhibiting that on Ni (111).  This behavior persists at higher O coverage of these surfaces. 

Charge analysis shows higher electronegativity and therefore basicity of O atoms on Cu 

(111) surface than on Ni (111) which induces the activation of acidic C-H bonds. PDOS

plots show that the surface O increases the reactivity of the Cu (111) surface, while 

reducing that of Ni (111). Such plots also reveal that HOMO peaks of CH3 shifts closer 

to Fermi level on Cu (111), and farther away from it on Ni (111). This information 

indicates the activation of the C-H bond by O on Cu (111) and the inhibition thereof on 

Ni (111). 

Overall, compared to clean Cu, surface oxygenated Cu greatly facilitates the C 

precursor gas dissociation to atomic C. However, in the presence of further surface O, 

atomic C can bond to O and form CO or CO2 and desorb from the catalyst surface. 

Therefore, for Cu as the catalyst, oxygenating its surface prior to growth but maintaining 

an anoxic environment during growth may well be the best approach for graphene and 

CNT growth. 
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5. CARBON STRUCTURES NUCLEATION AND GROWTH

5.1. Summary 

Repeated thermal cycling by using an organic precursor has shown to be a 

successful technique for growing graphene on metal substrates. Having control on this 

process is of vital importance in producing large areas of high quality graphene with 

well-ordered surface characteristics, which leads to the investigation of the effect of 

temperature on the microscopic mechanisms behind this process. Apart from being an 

important factor in the dissociation of the organic precursor and promoting the reactions 

taking place on the surface of the catalyst, temperature also plays a major role in the 

structure of the catalyst surface. In the experimental part of this chapter, conducted by 

Prof. Homa Khosravian at Texas A&M University, eight thermal cycles to successfully 

grow graphene on the surface of Cu (111) were used. Then, AIMD simulations were 

employed to study graphene island alignment evolution at two temperatures. The results 

shed light on experimental observations and those reported in the literature of the 

effectiveness of controlled thermal cycling in producing high quality graphene sheets on 

transition metal catalyst surfaces. 

5.2. Introduction 

Ni, Ir and Cu are three of the most common transition metals that are used as 

catalyst substrate for graphene growth [6]. Growth mechanism on these substrates are 

∗ Reprinted with permission from Behnaz Rahmani Didar, Homa Khosravian and Perla B. Balbuena. 
“Temperature effect on the nucleation of graphene on Cu (111)”. RSC Advances 2018, 8, 27825-27831 – 

Published by The Royal Society of Chemistry 
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shown to be highly dependent on temperature [152]. Among these substrates, copper has 

become one of the most widely used catalysts for the synthesis of graphene using the 

CVD method. Large high-quality graphene films were grown on copper, which exhibit 

transferability and unique plasmonic characteristics [5, 153, 154]. Low carbon solubility 

[155, 156] and weak Cu–C interactions [157, 158] along with low surface diffusion 

energy barrier of C atoms on Cu [159] all contribute to surface-driven mechanisms 

present in the nucleation and growth of graphene domains [5, 15, 160]. These factors 

may also explain why Cu produces predominantly single layer graphene [5, 161]. Low 

surface diffusion energy barrier contributes to highly mobilized carbon atoms that can 

travel freely on the Cu surface and attach to existing graphene islands. Surface Cu atoms 

have high mobility at high temperatures which can facilitate the mobility of C atoms and 

graphene islands at such temperatures and lead to defect healing [160, 161]. Therefore, 

surface morphology of Cu substrate at elevated growth temperatures is an important 

issue. 

Reported research aimed at improving the quality of graphene grown over Cu 

surface have focused on several aspects of this process. As an example, Wassei et 

al. investigated how the type of organic precursor may affect graphene growth and 

dictate its structure [162]. In other studies, environmental conditions such as temperature, 

pressure and hydrogen that may have effect on graphene growth were investigated [152, 

163, 164]. The copper catalyst surface has also been subject to many studies as the 

surface plays a major role in the epitaxial graphene growth and achieving a perfectly 

clean surface prior to growth is highly desirable [102, 121, 122, 165]. Yu et al. reported 
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their simple approach of preparing the copper surface by growing it on single-crystal 

sapphire. The resulting copper layer is reported to be extremely flat, chemically clean 

and can be easily peeled off to use for graphene growth. The graphene grown on such a 

copper surface exhibited very large domain sizes [166].  

High resolution electron microscopy provides valuable insights into Moiré 

patterns, defects and domain (grain) boundaries in graphene produced from the CVD 

method. Moiré patterns are regular patterns that result from overlaying two regular 

lattices one on top of another [167]. Lattice parameters and the angle at which the two 

lattices overlay, give rise to various periodicities and patterns which are always 

observable in epitaxial graphene growth. Domain boundaries have been subject to 

intense studies and may hold the key to understanding the growth mechanism. In this 

regard, two main mechanisms have been proposed for the growth of graphene on 

transition metal surfaces: segregation growth (Ni, Ru, Ir), and surface growth (Cu) [5, 

15]. In the surface-driven mechanism of growth on copper, it is shown that graphene 

islands grow when temperature is high enough to facilitate the diffusion of islands. At 

such temperatures some islands may ‘stitch’ together to form larger graphene domains 

[80, 97, 168-170]. Consequently, the overarching hypothesis is that defects observed in 

the graphene overlayer arise from the misalignment of graphene islands constituting a 

domain; various islands nucleate and grow with different rotational alignments across 

the catalytic substrate. Several studies have been aimed at investigating what dictates 

these island orientations. Studies in this area have concluded that domain shapes and 

sizes themselves are controlled by growth conditions such as temperature [119, 171]. 



76 

Upon closer examination, two possible routes have been identified that would lead to the 

transition of islands to domains; either the islands migrate and coalesce into larger 

islands, or islands progressively grow in size and form domains through addition of C 

atoms [142, 170, 172]. In the former, with the foregoing discussion, temperature would 

have great influence on rotation and migration of islands and domain growth, as well as 

on nucleation density, as evidenced earlier [171, 173]. While in the latter case, surface 

diffusion of C adatoms would be most likely to have a greater impact on growth of 

domains. Thus, the identification of the prevailing case will help in optimizing growth 

parameters. Although this may be a challenge since many factors are involved in the 

competition including carbon source gas decomposition rate, nucleation rate, surface 

diffusion and growth rate from carbon adatom addition.  

The main interest of this chapter is to understand the role of nucleation and 

growth parameters, such as temperature, on graphene domain orientation. In this regard, 

the catalyst surface may have a more active role than thought in the determination of 

domain boundaries. Experimental and ab initio methods are employed  in this 

investigation to understand how temperature and time cycles (annealing and source gas 

exposure cycles) may affect the alignment between the Cu lattice and a pre-existing 

graphene fragment. The focus is to study the interplay of the Cu substrate and the 

graphene overlayer in conjunction with temperature at early stages of growth. 

5.3. Experimental Details 

All the experiments were carried out in an ultrahigh vacuum system (base 

pressure approximately 1 × 10−10 mbar) equipped with a variable temperature scanning 
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tunneling microscope (VT-STM, Omicron NanoTechnology GmbH, Taunusstein, 

Germany) chamber, and a separate preparation chamber, which includes an ion sputter 

gun for sample cleaning, a LEED (Low Energy Electron Diffraction) system, and a 

directional gas doser. The Cu (111) single crystal (Marketech International, Port 

Townsend, WA) was polished on one side and mounted on a standard tantalum sample 

plate from Omicron with an 8 mm diameter hole on its rear end to facilitate electron 

bombardment heating. Cu (111) was cleaned by 8 cycles of sputtering (4 × 10−6 mbar Ar, 

1.0 keV, 1 μA, 20 minutes) and annealing (1000 °C, 10 minutes, in vacuo). Temperature 

above 600 °C (873 K) was monitored by a pyrometer (model OS3708; Omega 

Engineering Inc., Stamford, CT). Successful cleaning of the sample was confirmed by 

STM and LEED. Large continuous graphene islands were produced on Cu (111) surface 

through exposing the clean Cu (111) substrate to 1 × 10−5 mbar C2H4 at room 

temperature for 5 minutes, with subsequent annealing at 1000 °C (1273 K) for 5 minutes. 

This cycle was repeated 8 times. Successful graphene preparation was confirmed by 

scanning tunneling microscopy (STM). All STM images were collected at room 

temperature by using electrochemically etched tungsten homemade tips with a sample 

bias of 0.7 V and a constant tunneling current of 0.4 nA. All the post annealing images 

were generally acquired 2 hours after the experiment to ensure that the sample had 

returned to room temperature. To ensure that the images shown here are consistent 

across the crystal face, for any given surface condition, images were collected at 

multiple locations (usually 4 or 5) on the surface. All the STM data were processed 

using WSxM 5.0 software [174].  
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5.4. Computational and System Details 

DFT calculations were performed using the Vienna Ab initio Simulation Package 

[58, 109, 110] with the PBE exchange-correlation functional and in the GGA 

formulation [56]. The electron-ion core interactions were treated by using the PAW 

pseudopotentials [57, 58] available in the VASP database. The Cu surface was 

constructed as a four atomic layer thick p (7 × 7) slab in Materials Studio [135] by 

cleaving along the (111) plane. A vacuum of 20 Å thickness was applied on the slab 

along the z direction to prevent interactions of the slab with its upper/lower periodic 

images. The bottom layer was kept fixed and the remaining three layers were allowed to 

relax. Conjugate gradient algorithm with a Gaussian smearing width of 0.05 eV was 

used for all relaxations. Convergence tests were carried out, and a 1 × 1 × 1 k-point mesh 

with a plane wave energy cutoff of 400 eV was selected for the sampling of the Brillouin 

Top View 

Side View 

1.8nm 
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zone. The graphene fragments used in this study consist of three neighboring hexagonal 

rings, initially taken from Materials Studio structures database and then relaxed. Relaxed 

structures were then used on the Cu surface. Figure 5.1 depicts the constructed Cu slab and a 

single graphene overlayer of which the graphene fragments were extracted. Ab 

initio molecular dynamics (AIMD) were performed using VASP with the foregoing 

computational details. AIMD simulations were carried out in the NVT ensemble with a 1 fs 

time step and at two temperatures of 900 K and 1200 K.  

5.5. Experimental Observations 

One promising approach to prepare large graphene sheets with low defects on 

metal substrates is by thermal dissociation of an organic precursor on the metal surface 

[97, 175-177]. Gao et al showed that epitaxial growth of graphene on Cu (111) by 

thermal decomposition of ethylene (C2H4) at 1000 °C results in formation of single-layer 

graphene platelets and sheets [97]. Similarly, to produce large continuous graphene 

islands on Cu (111) surface, we undertook a controlled thermal cycling approach using 

the organic precursor, (C2H4). Successful preparation of large continuous graphene film 

over Cu (111) surface was confirmed by STM as shown in Figure 5.2. Since different 

moiré patterns could be observed under specific tunneling conditions, it was difficult to 

capture all moiré patterns in one single image. Thus, more than one method was needed 

to interpret the STM data and to conclude whether we had a full coverage graphene/Cu 

(111).  
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Figure 5.2A (topographical image), and Figure 5.2B (differential conductance 

(dI/dV) image) were captured after the 7th cycle of thermal annealing. As shown in these 

two images, graphene islands and C atoms are both observed in one single image before 

final controlled annealing. Note that graphene islands look smoother and darker in 

differential conductance images. However, as shown in Figure 5.2C (topographical 

image) and Figure 5.2D (differential conductance (dI/dV) image), after final cycle of 

thermal dissociation of C2H4 (8
th cycle), complete graphene coverage over Cu (111) was 

observed. The domain boundaries are visible in these STM images. Note that the entire 

differential conductance image has a uniform color, which indicates that either all the 

terraces are Cu (111) or graphene/Cu (111) and Figure 5.2E and 5.2F support that the 

latter is true. Moiré pattern was observed on some terraces of Figure 5.2E and 

5.2F shows the shape changes of Cu (111) terrace, which is a result of successful 

preparation of graphene [97]. As shown in Figure 5.2E and 5.2F, graphene films grown 

through this method terminated at Cu (111) step edges but changed their shape (the area 

inside the black circle in Figure 5.2F shows such a shape change). 

5.6. Results 

5.6.1. Adsorption of C6 rings and graphene islands on Cu (111) 

5.6.1.1. Rings 

The adsorption of C6 rings and graphene islands on different adsorption sites has 

been studied elsewhere using DFT [7, 178]. Compared to these earlier studies, the cell 

used here is larger to accommodate end effects, and a GGA functional used (PBE) 

which is more accurate than the local density approximation (LDA). Using DFT 
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optimizations, a C6 ring was allowed to relax onto the Cu (111) surface. Three main 

possibilities were tested; (a) the ring surrounds a top Cu atom and the C atoms of the 

ring occupy fcc and hcp hollow sites (fcc–hcp), (b) the ring surrounds an hcp site and the 

C atoms occupy fcc and top sites (fcc-top), and (c) the ring surrounds an fcc site and the 

C atoms occupy hcp and top sites (hcp-top), alternately. Results, illustrated in Appendix 

C (Figure C1) showed that the fcc–hcp is the most thermodynamically favorable site. 

This arrangement also allows for perfect matching of the Cu (111) lattice and the 

honeycomb structure of the hexagonal ring, whereas other arrangements cause slight 

stress in the hexagonal ring. Also inferred from the figure is that the adsorption energy 

differences between the possible adsorption sites are less than 0.05 eV per C atom. 

Furthermore, figures found in Appendix C (Figures C2-C3) illustrate the energy 

barriers obtained from NEB calculations for the diffusion of the fcc–hcp arrangement to 

the fcc-top and hcp-top. These barriers are approximately 0.45 eV which is quite low. 

Therefore it can be concluded that a single hexagonal ring, once formed, can travel on 

the Cu surface at a low energy cost. The perfect match between the ring and Cu lattice is 

only limited to a small number of rings. With an increase in the number of rings, the 

mismatch between the lattices of graphene and Cu will eventually lead to moiré patterns. 

5.6.1.2. Graphene Fragments 

In addition, we also allowed a pre-relaxed graphene fragment, composed of 13 C 

atoms constituting 3 rings, to relax on the Cu surface. We studied 7 different orientations 

of the fragment with respect to the Cu lattice. These orientations were from 0° to 60° 

with 10° increments. Results are illustrated in Appendix C (Figure C4). The energy 
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required for the adsorption of various rotations is slightly greater than a single ring. 

Nevertheless, similar to a single hexagonal ring, a strong preference towards a certain 

alignment of a graphene fragment with Cu is not apparent, although the 40° is slightly 

less favorable than others. The most energetically favorable graphene orientation on Ir 

(111), Au (111) and Cu (111) has been identified and reported elsewhere [171, 179, 180]. 

Here, the focus was to determine the most favorable orientations of a graphene fragment 

rather than a graphene sheet on the Cu surface. This represents the initial nucleation 

stages observed experimentally on the Cu (111) terraces as discussed in relation 

to Figure 5.2. 

5.6.2. Effect of Temperature on the Rotation and Orientation of an Isolated 

Fragment 

In the experimental part of this work, the technique of low and high temperature 

cycles was applied to grow the graphene sheet. Reportedly, graphene coverage can be 

controlled by the number of thermal cycles. Here, several aspects of this process were 

emulated by using AIMD simulations to understand the effect of these cycles on the stability 

of the graphene fragments with respect to the underlying substrate. First, the motion and 

rotation of an isolated fragment at two temperatures of 900 K and 1200 K were studied. The 

selection of temperatures was largely dictated by other experimental studies [97] as well as 

our own. Prior to running AIMD simulations, the fragment was relaxed onto the Cu surface 

with an initial misalignment of 24° with respect to the Cu (111) lattice as shown in Figure 5.3. 

The relaxed system was then allowed to evolve for 10 ps while rotation and alignment of 

fragment was checked every 1 ps. 
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Clearly, the fragment does not remain stationary but is rather in coordinated motion 

with the underlying surface Cu atoms as they reorder and reconstruct the surface  (shown 

in Figure 5.4). We observed the fragment to rotate in both clockwise and anti-clockwise 

directions. At the higher temperature of 1200 K and within 10 ps, the fragment had rotated to 

the extent of completely aligning with the Cu (111) lattice. At the lower temperature of 900 K, 

the same relaxed fragment was less mobile and was not able to correct the initial 24° 

misalignment with the Cu lattice. What is apparent from the images is that the surface Cu 
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atoms are more disordered at the higher 1200 K temperature. The ability of the graphene 

fragment to correct the misorientation at the higher temperature of 1200 K may therefore be 

linked to the elevated mobility of surface Cu atoms at higher temperatures. 

The relaxed system was then allowed to evolve for 10 ps while rotation and 

alignment of fragment was checked every 1 ps. Clearly, the fragment does not remain 

stationary but is rather in coordinated motion with the underlying surface Cu atoms as they 

reorder and reconstruct the surface (shown in Figure 5.4). We observed the fragment to 

rotate in both clockwise and anti-clockwise directions. At the higher temperature of 1200 K 

and within 10 ps, the fragment had rotated to the extent of completely aligning with the Cu 

(111) lattice. At the lower temperature of 900 K, the same relaxed fragment was less mobile

and was not able to correct the initial 24° misalignment with the Cu lattice. What is apparent 

from the images is that the surface Cu atoms are more disordered at the higher 1200 K 

temperature. The ability of the graphene fragment to correct the misorientation at the higher 

temperature of 1200 K may therefore be linked to the elevated mobility of surface Cu atoms 

at higher temperatures. 

5.6.3. Effect of Temperature on the Rotations and Alignments of a Pair of Fragments 

To understand the effect that neighboring graphene fragments may have on a single 

fragment, a second fragment was added to the vicinity of the isolated fragment of the 

previous section. Although, the orientation of the second fragment with the first fragment was 

not set arbitrarily. 
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Four different orientations of 0°, 30°, 60° and 90° between the two fragments. The most 

energetically favorable was found to be the 60° orientation. This structure resulted in 24° 

misalignment of both fragments with the Cu (111) lattice and the AIMD simulations were 

started with this initial structure. Figure 5.5 shows results of AIMD simulations.  

As in the isolated fragment, we observed rotations of fragments in both directions. 
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Rotations of the two fragments were also observed to oppose each other. At the higher 

temperature of 1200 K and at the end of 10 ps, neither of the fragments were observed to 

align with the Cu lattice. The disordering of the surface Cu atoms, shown in Figure 5.6, was 

also quite significant. At the lower temperature of 900 K, the misalignments with Cu lattice 

were less and one of the fragments succeeded in gaining close alignment with the Cu lattice. 

As evident from the figures, surface reconstruction of Cu atoms is low at this temperature. 

Therefore, while the higher 1200 K temperature was effective in mobilizing surface Cu atoms 

and aligning the isolated fragment with the Cu lattice, in the presence of a second fragment, 

this surface disordering is even more intense and may perhaps hinder the correction of the 

misalignment. Therefore, it is found that once small graphene fragments are formed, the more 

moderate temperature of 900 K, may be more effective in achieving alignment with the Cu 

lattice. 

5.6.4. Effect of Fragments Proximity on the Rotation and Alignments of Fragments 

To study the effect of proximity on additional graphene islands in the vicinity of the 

first one, the second graphene fragment of the previous section, was placed closer (by 0.2 nm) 

to the initial fragment and relaxed the structure before running AIMD simulations. Results are 

shown in Figure 5.7. As such, at 1200 K, the pair fragments were able to align with the Cu 

lattice. In the majority of times, the two fragments rotated in the same direction. At 900 K, 

however, the misalignment decreased but persisted throughout the 10 ps of simulation 

time. The Cu surface reconstruction (shown in Figure 5.8) was also considerably lower than 

when fragments were farther away from each other. The greater degree of disorder seen in the 

case of fragments farther apart from each other is in fact the surface Cu atoms being raised 
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with unsuccessful attempts to create bridges between the two fragments. Note that this is a 

periodic cell. Considering neighboring images to the depicted two fragments, the raising of 

surface Cu atoms is occurring in all directions. However, the fragments are not as close for 

bridging to occur. When the fragments are in close proximity, the bridging is achieved on the 

side that fragments are closer to each other, while the remaining area in the cell is not close 

enough to any fragment (even in periodic images) for surface Cu atom to rise.  
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The bridging-metal structure previously reported for Cu [114, 181, 182], Fe [183] and 

Ni [183, 184] surface atoms in graphene growth was clearly observed in this part of the work. 

Both fragments were able to bond to two surface Cu atoms situated between the two 

fragments and by doing so, raise those atoms from the surface (seen in Figure 5.8). Inevitably, 

the two metal atoms bridging between two graphene fragments, lead to the equaling of 

fragments orientations with respect to each other and unifying their rotations and movements 

on the Cu surface. In comparison with the case of two fragments farther away from each 

other, graphene fragments located in close proximity of each other, i.e. high density of 

graphene fragments on the Cu surface, seems to accentuate the ability of higher temperatures 

to correct graphene/Cu misalignment. Once greater number of graphene fragments/islands are 

formed at lower temperatures, increasing the temperature, may help coalesce the fragments 

into a larger fragment that is well-aligned with respect to the Cu lattice. It is suspected that at 

higher graphene island densities, these bridging metal atoms will eventually be suppressed 

down to the rest of the metal catalyst surface as graphene islands are brought into contact 

with each other. This hypothesis can be observed in the STM images (Figure 5.2). The 

density of independent graphene fragments is large enough just before the final annealing 

after which a complete graphene layer is formed. The graphene layer does not show major 

moiré patterns and holds a certain alignment with the Cu substrate. The moiré patterns 

observed are especially located on some terraces. This observation was also reported 

elsewhere [94, 97]. 
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5.7. Conclusions 

In this chapter, the effect of temperature and thermal cycles on the alignment of 

graphene islands in the early stages of epitaxial growth of graphene on Cu(111) surface and 

when only small graphene islands have been formed, is studied. Hereafter, the islands may 

align with respect to one another and form a uniform graphene sheet or each may grow about 

their own specific alignment with the Cu lattice and produce various domains. The effect that 

temperature may have in choosing either of these paths was closely examined. It is found that 

higher temperatures generally lead to the alignment of an island on the Cu surface. An 

isolated graphene pallet at high temperatures (above 900 K) is able to correct an initial 

misalignment and align itself perfectly with the Cu surface. This is attributed to the higher 

mobility of the Cu catalyst surface layer which allows graphene to rotate freely. As growth 

proceeds at lower temperatures and the number of graphene fragments increases, metal-

bridging of surface Cu atoms which was observed, unifies graphene islands. Therefore, 

increased growth rate at lower temperature combined with increased mobility at higher 

temperatures lead to the production of large high quality graphene films with the perfect 

alignment of graphene islands with Cu lattice. 
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6. HYDROCARBON DECOMPOSITION ON SUPPORTED

NANOPARTICLES 

6.1. Summary 

In this chapter, DFT is used to study some aspects of the growth of SWCNT on 

Cu as a potential non-traditional catalyst.  Several parameters of nucleation and growth 

such as C precursor gas dissociation, C dissolution and catalyst morphology evolution 

during reaction are investigated. The effect of doping the MgO support with Mo on C2H2 

dissociation is evaluated for Cu nanoparticles and compared alongside Co nanoparticles. 

Doping the MgO support, resulted in the decrease of the energy barrier for 

dehydrogenation on both catalysts, but the increase in energy barrier for CH-CH bond 

scission on the Cu nanoparticle catalyst. Results also show that the activation energy 

barrier for C2H2 dissociation (dehydrogenation and CH-CH bond scission) is 

consistently greater for Cu than for Co on the three MgO supports studied here. 

Although in general, dehydrogenation of C2H2 was found to be less energy consuming 

than CH-CH bond scission.  

 Regarding C dissolution, results show very low carbon solubility for both 

supported and unsupported Cu nanoparticles, although bigger Cu nanoparticles exhibit 

slightly higher C solubility. Generally, the interacting carbons are found to be localized 

on the surface of the Cu nanoparticles, hinting at the surface-mediating nature of Cu. In 

 Parts of this chapter are reprinted with permission from Behnaz Rahmani Didar and Perla B. Balbuena. 

“Growth of Carbon Nanostructures on Cu Nanocatalysts”. The Journal of Physical Chemistry C 2017, 121 

(13), 7232-7239. Copyright (2017) American Chemical Society 
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the case of supported Cu nanoparticles, nanoparticle−support adhesion energies indicate 

weak Cu−O bonding that allows the nanoparticle to remain nearly spherical on the 

support. In turn, this may facilitate the separation of the nanoparticle from the support, 

once the SWCNT has formed. Growth of curved carbon structures is examined by 

placing a graphene fragment in contact with the supported Cu nanoparticle. 

6.2. Introduction 

Traditional catalysts of choice for SWCNT growth (Fe, Co, and Ni and their 

alloys) have the tendency to form strong bonds with carbon and nascent CNT, maintain 

the nanotube open-end structure, and allow lengthening of the CNT [185]. Studies 

suggest that CNT nucleation and growth is possible to take place via different 

mechanisms [4, 186, 187]. It is believed that the mechanism of graphene growth on Cu 

is surface-mediated and different from that on other traditional catalysts such as Fe, Co, 

and Ni [6, 15]. On the Cu surface, reports show growth to begin simultaneously with C 

precursor gas dissociation, indicating the absence of intermediate steps such as 

penetration of carbon into the subsurface and formation of carbides as seen in, for 

example, Ni [188]. 

In order to optimize graphene and SWCNT growth, it is crucial to understand the 

underlying atomistic details of nucleation and growth. A knowledge of the C precursor 

gas dissociation pathway, and its active species and their evolution, can provide valuable 

insights required for tuning growth conditions. Many studies focus on the growth 

mechanism after the C precursor has dissociated on the catalyst, where C atoms begin to 

form networks. However, one of the crucial roles of the catalyst is to decompose the C 
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precursor gas. C2H2 is a commonly used C precursor gas in the growth of graphene and 

SWCNTs. The dissociation process of C2H2 has been investigated using first-principles 

calculations on Fe and Ir surfaces [134, 189-191]. Reportedly, on both Fe and Ir surfaces, 

C2H2 dissociates by breaking the C-C bond and forming CH species. CH species then 

dehydrogenate and form C monomers.  To date, such detailed atomistic information is 

not available for the decomposition of C2H2 on the Cu catalyst surface. Studies devoted 

to this area are scarce and therefore information is limited. This is also the case for 

catalysts that are supported and the system of catalyst/support catalyzes the 

decomposition. 

One such system is used in the CoMoCAT process. Since its first introduction by 

Resasco and co-workers [192], many studies have reported the promoting effect of 

adding Mo to the usual Co catalyst [37, 193, 194] that is supported by SiO2. The C 

precursor gas in the CoMoCAT process is CO. While the role of Mo is not fully 

understood, it has shown positive effects on the carbon yield (catalytic activity) and 

structure (chirality and SWCNT:MWCNT selectivity) of CNT. Narrow chirality 

distribution is obtained from the grown SWCNT. Many researchers in the SWCNT 

community have adopted the method with some variations from its original format [37, 

144, 195-198], for example by substituting SiO2 with MgO. In this method, as reported 

by Picher et al [144], a Co-Mo/MgO catalyst powder is used to prepare the catalyst and 

catalyst support and C2H2 is used as the C precursor gas. Reportedly, as seen from 

environmental scanning transmission electron microscope (ESTEM) videos, the 

resulting catalyst nanoparticles of CoO phases transition to CoxC upon the introduction 
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of C2H2. Further C deposition on the nanoparticles lead to nucleation of SWCNT. 

However, although Mo is used in the preparation, no Mo is detected in active catalyst 

nanoparticles. As such, the exact role of Mo in this method remains unknown.    

Nevertheless, Mo addition, as a catalyst promoter to other catalysts such as Fe 

and Ni has been reported to improve the yield of the grown SWCNT [199, 200]. In fact 

the role of Mo is such that in the absence of Mo in the CoMoCAT process, almost no 

SWCNT can be grown and Mo on its own cannot grow any form of CNT. The 

aforementioned findings have largely been obtained from experimental investigations. 

Therefore, it seems reasonable to analyze and understand the role of Mo from an 

atomistic point of view.  

On the other hand, perhaps one of the most important and common attributes of 

metal oxide supports to catalysis, is their ability to transfer charge to overlying metal 

particles in contact with them. Supported catalytic metal particles have indeed shown 

greater catalytic reactivity owing to the presence of charge transfer from the support 

[201-204]. Doping of metal oxides has become a common route for tuning and 

manipulating the interaction between a metal oxide and a metal particle. The removal of 

a cation of the metal oxide and substitution with another metal is one type of doping. In 

this Chapter, the effect of Mo-doping of the support on the activity of the catalyst (Cu 

and Co) towards the initial steps of C2H2 dissociation is studied.  

The general mechanism of CNT nucleation and growth on traditional catalysts 

such as Fe, Co and Ni has been roughly described as follows [205, 206]: The C 

precursor gas dissociates on the surface of the catalyst particle, producing C atoms. C 
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atoms dissolve inside the nanoparticle where they may or may not form stable carbides 

with the metal atoms. The addition of C atoms continues until saturation of the catalyst 

is reached. C atoms diffuse and precipitate to the surface of the catalyst and form nascent 

CNT structures. C solubility is an important factor in determining the deposition 

mechanism [207]. Due to the low solubility of Cu toward C, dissociated C atoms remain 

on the surface of Cu via weak Cu−C bonding and contribute to graphene growth. 

Solubility of carbon in noble metals such as Cu is orders of magnitude lower than that in 

other transition metals, and no carbides have been observed for the systems of these 

metals and carbon [156, 159]. In addition, the energy barrier for surface diffusion of 

carbon on Cu is low, which can contribute to carbon network growth. As such, it seems 

that CNT nucleation and growth is possible to take place via different mechanisms and 

that formation of carbides may not be necessary [4, 186, 187]. In addition, while 

extensive theoretical literature is available for SWCNT growth on early transition metals, 

there exists less for the case of noble metals. In one of the few studies of SWCNT 

growth on noble metal catalysts, Cu has been reported as a superior catalyst on the basis 

of catalytic activity for decomposing carbon feedstock gas and, low carbon solubility 

and also Cu’s weak interaction with the substrate [158]. While the former is addressed in 

the first part of the Chapter, the latter motivates the investigation of the potential of Cu 

in SWCNT growth in terms of C solubility and interactions with the substrate and the 

nascent nanotube.   

The Chapter starts by studying the dissociation of C2H2 on supported Cu and Co 

nanoparticle catalysts. For the support, a rock-salt metal oxide, namely MgO, is used. 
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Rock-salt metal oxides are known to be good catalysts, catalyst supports, and adsorbents 

[208, 209]. MgO, is most common due to its easier removal process from the catalyst 

and CNT after growth [37]. Two facets of MgO, namely (100) and (105)–which is a 

stepped surface– are chosen. To evaluate the effect of Mo, the dissociation is also 

studied for the case of Cu and Co supported by Mo-doped MgO (100). In all cases, while 

the focus is Cu, Co is also studied for comparison.    

In the latter part of this Chapter, the structure and evolution of unsupported 

carburized Cu nanoparticles in three sizes (38-, 55-, and 68-atoms) are first studied. Here, 

carburized particles can be defined as those that contain a certain concentration of C 

atoms in their interior, without necessarily having a carbide structure. At this point, the 

energetics, interactions, and positions of C in/on the nanoparticle clusters are of interest. 

Then, the procedure is repeated for MgO-supported carburized Cu nanoparticles in two 

sizes (32 and 38 atoms). Two facets of MgO – (100) and (111) – are studied. For all 

cases, charge densities are mapped to find regions of charge accumulation and depletion 

and, in general, to identify the charge transfer direction. Finally, results of the energetics 

of carbon incorporation into the nanoparticles in supported and unsupported clusters are 

compared to understand the effect of the support on the catalyst nanoparticle and 

eventually on the growth of carbon nanostructures. 

6.3. Computational and System Details 

The Vienna ab initio Simulation Package (VASP) was used to perform DFT 

calculations [58, 109, 110]. The electron exchange and correlation effects were treated 

with the GGA-PBE method [56]. The electron−ion core interactions were treated with 
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the PAW pseudopotentials [57, 58]. For geometry relaxations, the conjugate gradient 

algorithm with an energy stopping criterion of 10−4 eV was used. The smearing scheme 

used for relaxations was Gaussian with a width of 0.05 eV. In all relaxations, a gamma-

point Brillouin zone sampling for integration in the reciprocal space was used. To map 

and analyze charge densities the Bader charge analysis scheme was employed [136, 137]. 

For Part 1, the MgO (100) slab consisted of a p (4 × 4) supercell arranged in four 

atomic layers of which the top two were allowed to fully relax during all calculations. A 

3 × 3 × 1 k-point mesh with a plane wave energy cutoff of 400 eV was selected as the 

most appropriate for the sampling of the Brillouin zone. Periodically repeated slabs were 

separated by a vacuum of more than 10 Å thickness to avoid interactions of the slab with 

its upper/lower periodic images. The (105) facet of MgO was chosen to represent a 

stepped MgO surface. The MgO (105) consisted of a p (1 × 2) supercell. A 1 × 2 × 1 k-

point mesh was selected for the sampling of the Brillouin zone. 

For Part 2, two facets of MgO were studied; the (100) and oxygen-terminated 

(111) facet, which is more active than Mg-terminated (111) facet. The alternating layers

of oxygen and magnesium cause the (111) facet to become polarized. To prevent the 

cluster from spreading on the MgO(111) facet, the O on the surface of MgO(111) were 

hydroxylated with a monolayer of H. Thus, the OH layer stabilizes the polar surface 

[208, 210]. The (100) and O-terminated (111) MgO slabs each consisted of p (7 × 7) 

supercells. For both facets, a 1 × 1 × 1 k-point mesh was selected for the sampling of the 

Brillouin zone. A vacuum of 20 Å thickness was used for both slabs.  
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6.4. Results 

6.4.1. Part 1 

6.4.1.1. Mo-Doping of the MgO Surface 

Three possible Mo doping configurations (modifications) were investigated; the 

substitution of Mo for Mg (cation doping) on the top layer, the adsorption of Mo on the 

 MgO surface (hollow, O-top and Mg-top sites) and the insertion of Mo in the MgO 

subsurface (seen in Figure 6.1). The formation energies of Mo substitution, adsorption 

and insertion were calculated, in order, by: 

𝐸𝑠𝑢𝑏 = (𝐸𝑠𝑦𝑠 + 𝐸𝑀𝑔) − (𝐸𝑀𝑔𝑂 + 𝐸𝑀𝑜) (6.1a) 

𝐸𝑎𝑑𝑠 = 𝐸𝑠𝑦𝑠 − (𝐸𝑀𝑔𝑂 + 𝐸𝑀𝑜) (6.1b) 

Figure 6.1 Modifications to the MgO (100) surface by substitution of Mo (1 and 

5atoms) for Mg on the top layer, adsorption of Mo on MgO and insertion of Mo in 

MgO subsurface. Mg, O and Mo atoms are shown in green, red and blue.
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𝐸𝑖𝑛𝑠 = 𝐸𝑠𝑦𝑠 − (𝐸𝑀𝑔𝑂 + 𝐸𝑀𝑜) (6.1c) 

where 𝐸𝑠𝑦𝑠, 𝐸𝑀𝑔, 𝐸𝑀𝑔𝑂 and 𝐸𝑀𝑜 are the system total, atomic Mg, MgO slab and atomic 

Mo energies. Formation energies of modifying the MgO (100) surface with Mo 

calculated from Equations 6.1a-c are shown in Table 6.1. Substitution of Mo for Mg 

yields the most negative formation energies, hence doping the Mg surface by 

substitution Mo for Mg is the most thermodynamically favorable way of doping MgO 

with Mo. This type of doping will be used for the remainder of the study. Bader charge 

analysis reveals that the charge on the substituted single Mo atom for a single Mg atom 

is +1.15|e|. The average charges on the 5 Mo atoms for 5 Mg atoms is +1.18|e|. 

6.4.1.2. Adsorption of Cu and Co Atoms and Nanoparticles on Pristine, Mo-Doped 

and Stepped MgO Surfaces 

The adsorption of single Cu and Co atoms on the three types of MgO surfaces 

Table 6.1 Formation energies of the three types of modifications of the MgO (100) 

by Mo; substitutional (cation doping), adsorption and insertion. For the 

substitution of 5Mo atoms for 5Mg atoms, the formation energy is normalized by 

the number of Mo atoms.  
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(pristine, Mo-doped and stepped) was evaluated. Figure 6.2 depicts the geometry 

optimized structures of most favorable adsorption configurations. Adsorption energies of 

Co to the MgO surfaces are also greater than those of Cu. The bond lengths of Co with 

any of the three MgO surfaces are all shorter than those of Cu. Therefore, Co is more 

strongly bound to the MgO surfaces than Cu. Charges of Cu, Co and Mo atoms are also 

shown on Figure 6.2. Adsorption on MgO (100), yields electronic charges of –0.15|e| 

and –0.14|e| for Cu and Co, respectively. On the stepped MgO surface, the charges of Cu 

Figure 6.2 Most favorable adsorption configurations of Cu and Co atoms onto the 

three types of MgO surfaces. Adsorption energies, bond lengths and Bader charges 

(orange for Cu/Co and blue for Mo) are also indicated. Mg, O, Mo, Cu and Co 

atoms are shown in green, red, blue, orange and darker blue.  
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and Co are –0.13|e| and –0.12|e|, respectively, and very similar to the charges on pristine 

MgO. The adsorption of Cu on Mo-doped MgO yields a charge of +1.36|e| for Mo. As 

such, with the adsorption of a Cu atom, the electronic charge of Mo has increased from 

+1.15|e| to +1.36|e|. Similarly, with the adsorption of Co on Mo-doped MgO, the charge

of Mo increases to a more positive value of +1.32|e|. The charges of Cu and Co are both 

negative; –0.42|e| and –0.39|e|, respectively. In comparison to their values on pristine 

MgO, this shows a considerable change in Cu and Co charges due to the presence of the 

Mo dopant. This indicates a charge transfer from the dopant Mo to Cu and Co upon their 

adsorption. Such charge transfers have been reported for other doped oxides [204]. 

Charge transfers are the basis of many phenomena such as oxidation, reduction and bond 

activation [211].   

The building (growth) of Cu and Co nanoparticles was followed via a step-by-

step path of one Cu or Co atom at a time, finding the most favorable adsorption site of 

the atom at each addition step. Here, to clearly see the effect of Mo, rather than 1 Mo, 

the case of 5 Mo dopants on the MgO surface was pursued. Figure 6.3 shows the 

structures of 9 atom  Cu/Co atom nanoparticles on the pristine and 10 atom Cu/Co atom 

nanoparticles on the Mo-doped and stepped MgO surfaces. Mo-doping of the MgO 

surface, has induced a certain crystal structure to the Co nanoparticle which involves the 

(111) facet seen from the top view of Figure 6.3d as opposed to the (100) facet seen

from the top view of Figure 6.3b. Faceting on Cu nanoparticles however, seems to be 

more or less similar on the three MgO surfaces. More importantly, there exists a striking 

difference between the nanoparticles growth modes atop the three types of MgO surfaces. 
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The structures of the nanoparticles are 3D when grown on top of pristine and stepped 

MgO, but 2D on the Mo-doped MgO. This is in agreement with observations of 

nanoparticle growth on some Mo-doped oxides in the literature. The Mo dopant has been 

reported to change the growth mode of gold nanoparticles from 3D on pristine CaO 

surface to 2D on Mo-doped CaO surface [202]. This change has been attributed to the 

Figure 6.3 Structure of nanoparticles built by successive addition of atoms. a) and 

b) Cu9 and Co9 on MgO, c) and d) Cu10 and Co10 on Mo-doped, e) and f) Cu10 and

Co10 on stepped MgO (i.e. MgO (105)).
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charge transfer from the Mo to the gold nanoparticles and the gaining of negative charge 

by the gold nanoparticles. However, this behavior is dependent on the nature of the 

dopant and oxide [212, 213]. It is worth noting that the 2D structure is the case for the 

nanoparticle size of 10 atoms that was studied here. Perhaps this 2D structure can prevail 

with the addition of more atoms and therefore form a thin monolayer on the MgO 

surface. 

The 3D structures of Cu nanoparticles are also different from those of Co nanoparticles 

which are more compact. The adsorption energies of Cu and Co to the MgO surfaces per 

each addition step are shown in Figure 6.4. This energy was calculated for each n 

addition step by: 

𝐸𝑎𝑑𝑠 =
𝐸𝑠𝑦𝑠 − (𝐸𝑀𝑜𝑀𝑔𝑂 + 𝑛𝐸𝐶𝑢 𝑜𝑟 𝐶𝑜)

𝑛
 

(6.2) 

Where 𝐸𝑠𝑦𝑠 , 𝐸𝑀𝑜𝑀𝑔𝑂 , 𝐸𝐶𝑢 𝑜𝑟 𝐶𝑜are the system total, Mo-doped MgO and free 

atomic Cu or Co energies. The adsorption of Co atoms to MgO surfaces is generally 

Figure 6.4 Adsorption energies of Cu and Co to the MgO surfaces per each addition 

step. 
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more thermodynamically favorable than Cu atoms, even as the nanoparticle grows. 

Stepped MgO and Mo-doping of MgO cause increase in adsorption energy for both Cu 

and Co nanoparticles, although the effect is more significant with Mo-doping. The 

cohesive energies of the Cu and Co nanoparticles were also evaluated at each addition 

step of the atoms by: 

𝐸𝑐𝑜ℎ =
𝐸𝐶𝑢 𝑜𝑟 𝐶𝑜 𝑁𝑃 − 𝑛𝐸𝐶𝑢 𝑜𝑟 𝐶𝑜

𝑛

(6.3) 

where 𝐸𝐶𝑢 𝑜𝑟 𝐶𝑜 𝑁𝑃  is the energy of the Cu or Co nanoparticle. Results are shown in 

Figure 6.5. The general trend is that Co nanoparticles have greater cohesive energy than 

Cu nanoparticles and are therefore more compact. However, Mo-doping of MgO 

decreases the cohesive energy of the Co nanoparticle while increasing that of the Cu 

nanoparticle. As a conclusion, Mo-doping the MgO surface forces a 2D structure to the 

nanoparticles of Cu and Co and increases the adsorption of these nanoparticles to the 

MgO surface. 

Figure 6.5 Nanoparticle cohesive energies on the MgO surfaces per addition of Cu 

or Co atoms.
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6.4.1.3. The Adsorption and Dissociation of C2H2 on Supported Cu and Co 

Nanoparticles 

6.4.1.3.1. C2H2 Adsorption 

After preparing the Cu and Co nanoparticles on top of each MgO support, C2H2 

was allowed to adsorb on the nanoparticles. Adsorption was tested for all possible sites. 

The most thermodynamically favorable adsorption configuration for each case and their 

energies are shown in Figure 6.6-6.8. In the same figures, charge density difference 

maps of the configurations before the adsorption of C2H2 are depicted. The charge 

density differences were found by subtracting the sum of the charge densities of 

nanoparticle and the support from the total charge density. From the adsorption energy 

point of view, on all three surfaces, C2H2 binds stronger to the Co than to the Cu 

nanoparticle. Also, stepped MgO surfaces cause stronger binding of C2H2 to the 

nanoparticles. This is followed by the Mo-doped MgO and lastly, the pristine MgO 

surface. Although, the weakest adsorption of C2H2 on a Cu nanoparticle seems to be that 

which is on the Mo-doped MgO surface. In addition, adsorption of C2H2, in almost all 

cases, occurs on the edges of the nanoparticles. From the electronic and charge point of 

view, firstly, prior to C2H2 adsorption, charge depletion on the surface and accumulation 

on the nanoparticle in all cases is very apparent. Therefore, transfer of charge happens 

from the surface to the nanoparticles. Seemingly, C2H2 adsorbs onto charge accumulated 

areas of the nanoparticles where it can accept charge. Accepting electrons from the 

nanoparticle, imparts upon C2H2 a Lewis acid nature and on the adsorbent part of the 

nanoparticle that of a Lewis base which increases the binding energy [214]. 
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Figure 6.6 Side and top views of before and after C2H2 adsorption on a) Cu and b) 

Co, nanoparticles on pristine MgO (100) (shown in green (Mg) and red (O) sticks).  

Adsorption energies are also indicated. Charge density difference maps (isosurface 

level=0.001 e/Å3) before adsorption are also shown. Blue and yellow areas indicate 

accumulation (negative) and depletion (positive) of charge.  
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Figure 6.7 Side and top views of before and after C2H2 adsorption on a) Cu and b) 

Co, nanoparticles on Mo-doped MgO (100) (shown in blue (Mo), green (Mg) and 

red (O) sticks).  Adsorption energies are also indicated. Charge density difference 

maps (isosurface level=0.001 e/Å3) before adsorption are also shown. Blue and 

yellow areas indicate accumulation (negative) and depletion (positive) of charge.  
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Figure 6.8 Side and top views of before and after C2H2 adsorption on a) Cu and b) 

Co, nanoparticles on Stepped MgO (i.e. MgO (105)). Charge density difference 

maps (isosurface level=0.001 e/Å3) before adsorption are also shown. Blue and 

yellow areas indicate accumulation (negative) and depletion (positive) of charge. 

Adsorption energies are also indicated.
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6.4.1.3.2. C2H2 Dehydrogenation (C2H2 → CCH + H) 

NEB calculations were performed to find the energy barrier for the 

dehydrogenation of C2H2 on the Cu and Co nanoparticles adsorbed to the MgO surfaces. 

Between 3 to 5 images for used for the calculations. Prior to calculations, final 

configurations which involve the co-adsorption of CCH and H were identified by testing 

all possible co-adsorption sites. Results of the NEB calculations are shown in Figure 6.9. 

Initial, transition and final images can be found in Appendix D (Figures D1-D3). 

Dehydrogenation of C2H2 has a consistently higher activation energy barrier on the Cu 

nanoparticles than on Co nanoparticles. Energy barriers for dehydrogenation on both 

nanoparticles are considerably reduced by Mo-doping of the MgO surface. In addition, 

configurations resulting from dehydrogenation show that the dissociation products CHC 

and especially H are drawn to the edges of the nanoparticles and close to the 

nanoparticle-support interface. However, larger nanoparticles would be needed to draw 

definitive conclusions in this regard.    

6.4.1.3.3. C2H2 C-C Bond Scission (C2H2 → CH + CH) 

Energy barriers for the CH-CH bond breakage in C2H2 were also found from NEB 

calculations and are depicted in Figure 6.9. Initial, transition and final images can be 

found in Appendix D (Figures D4-D6). On both nanoparticles, energy barrier for 

breaking of the CH-CH bond in C2H2 is clearly higher than for dehydrogenating it. 

However, while Mo-doping reduces the barrier for CH-CH bond breakage on Co, the 

effect is opposite on the Cu nanoparticle. This can be attributed to the raising of a Cu 

atom and its bridging between the two CH species during the CH-CH bond breakage 
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(seen in Figure D5a of Appendix D). This Cu bridging feature is also seen in the 

literature [114] and in Chapter 5 on the flat surface of Cu in the presence of adsorbed C 

atoms. CH-CH bond breakage on Cu nanoparticles is also more considerably 

Figure 6.9 Energy profiles of left) C2H2 → CHC + H and right) C2H2 → CH + CH 

reactions happening on Cu and Co nanoparticles on the three MgO surfaces of 

study. Activation energy barriers are indicated in blue. The reaction coordinate 

has arbitrary units and is equivalent to the number of images used in NEB 

calculations.  
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endothermic than on Co nanoparticles. An important observation here is that the CH 

species resulting from the CH-CH bond breakage on the 3D nanoparticles, position most 

favorably along the edges of the nanoparticles and closer to the support. This has 

implications on nanotube growth where the cap may nucleate from these nanoparticle 

edges and begin to form the curved nanotube cap.   

6.4.2. Part 2 

In Part 2, it is assumed that the C precursor gas has dissociated and only C atoms 

are available. 

6.4.2.1. Carbon Dissolution/Interaction in Unsupported Nanoparticles 

The initial nanoparticle models, constructed in Materials Studio [135] consist of 

38- atom (taken from the face-centered cubic crystal), 55-atom (taken from the

icosahedral crystal), and 68-atom (taken from the fcc crystal) unsupported nanoparticles 

of Cu and are shown in Figure 6.10. The diameter of these nanoparticles are estimated 

as 0.8, 1, and 1.1 nm. All initial structures were relaxed. For each nanoparticle, C atoms 

were sequentially added to octahedral sites. The structures were allowed to relax after 

each addition of C. The interaction energy of C with the nanoparticle was calculated and 

Figure 6.10 Initial structures of Cu nanoparticles: a) 38-atom fcc, (b) 55-atom 

icosahedral, and (c) 68-atom fcc. 
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normalized by subtracting both the energies of n C atoms (each individual C having an 

energy of 𝐸𝐶) and  the nanoparticle without any C (𝐸𝑀) from the total energy of the 

system (𝐸𝑀𝐶𝑛) and dividing by the total number of C’s added (n):[215]

𝐸𝑖𝑛𝑡 =
𝐸𝑀𝐶𝑛 − (𝑛𝐸𝐶 + 𝐸𝑀)

𝑛

(6.4) 

Carbon atoms were added in sequence to the 38-, 55-, and 68-atom relaxed nanoparticle 

models explained earlier. At each addition step, a single C atom was placed in an 

available octahedral position, and the system was relaxed. As such, for each addition 

step all possible positions were tested and the most thermodynamically favorable C 

location was chosen. Figure 6.11 shows the resulting interaction energy, calculated from 

Equation 6.4, of each added C to the Cu nanoparticles studied here. Overall, the energy 

of interaction is negative, i.e. the addition of C atoms decreases the energy of the 

nanoparticle, which implies increased adsorption strength. However, with the addition of 

more C atoms, the graph shows an overall increase in energy. This rapid change in the 

rate of adsorption, which becomes weaker, indicates low C solubility in Cu nanoparticles. 

Figure 6.11 Energy of interactions for the successive addition of C atoms into 38-, 

55-, and 68-atom Cu nanoparticles compared to 55-atom Ni nanoparticle.
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The number of C atoms added before the steep incline in interaction energy hint at an 

approximate composition of CuxC, where x > 3. Note that M3C is a typical composition 

of a stable or at least metastable metal (M) carbide such as Fe3C, cementite.  

A closer look into the mechanisms of C incorporation into carburized Cu 

nanoparticles reveals other interesting features. Focusing first on the 38-atom Cu 

nanoparticle, upon the addition of the 10th C atom, a C−C dimer forms on the surface. 

The aforementioned sudden increase seen in the interaction energy (Figure 6.11) is 

attributed to the formation of this dimer. The number of dimers forming within the 

nanoparticle increases gradually (Figure 6.12) until the 18th C addition. From this point 

until the 23rd C addition, no new C dimers are formed, and the nanoparticle is being 

covered with C atoms (Figure 6.12). In Figure 6.11, this period (18th to 23rd addition) is 

seen as a drop in the interaction energy, and it is therefore thermodynamically favorable. 

The effect of these dimer bonds on the overall interaction energy is not negligible and 

has therefore been accounted for in the interaction energy calculation. The addition of C 

atoms is continued until no octahedral sites are found. At this point, many dimers are 

visible on and within the nanoparticle (see Figure 6.12). Approximately 88% of the total 

C atoms remain on or in the immediate subsurface of the nanoparticle despite being 

initially placed in octahedral positions inside the nanoparticle. This is in agreement with 

the well-known fact that the dissolution of C in Cu is very low and interactions of Cu 

with C are surface-driven. Similar events take place on the 55-atom Cu nanoparticle. The 

first dimer appears upon the addition of the 10th C at which point the energy of 

interaction rises slightly. However, the magnitude of the interaction energies shows that 
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compared to the 38 fcc structure, dimers are less likely to form for this structure of Cu 

nanoparticle. In fact, from the 10th to the 15th addition very few dimers are formed. 

However, after the 15th addition, more dimers are adsorbed and the interaction energy 

increases sharply. Finally, in the 68-atom Cu nanoparticle, the first dimer appears at the 

10th C addition. The stair-wise interaction energy trend for this nanoparticle is similar to 

that of 38 atom fcc, and dimers are likely to be formed as in the 38 atom fcc structure. 

More than 85% of dimers formed in all three nanoparticles are largely located on the 

Figure 6.12 Gradual carburization and structure distortion of the un-supported 38-

atom Cu nanoparticle. C atoms are in brown. For “+1C”, the single C atom is at 

the center of the nanoparticle and is hidden from view.
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surface of the nanoparticles. These results indicate that C atoms interacting with 

unsupported Cu nanoparticles of various sizes tend to form dimers and remain on the 

surface rather than diffuse into the bulk of the nanoparticle. Therefore, it is emphasized 

that the interaction energies reported in Figure 6.11 are not representative of C solubility.

Figure 6.11 also shows the energies of interaction corresponding to C atom 

additions into a 55-atom Ni nanoparticle, as reported by Gomez-Ballesteros and 

Balbuena [216]. The energy of interaction for the 55-atom Ni is well in the range for that 

of the 38-, 55-, and 68-atom Cu nanoparticles. However, for the 55-atom Ni nanoparticle, 

a total of 14 C atoms were added to the nanoparticle, and therefore, further comparisons 

with the Cu nanoparticles was not feasible. Beyond the energy of interaction, major 

differences are seen in the interactions of these two nanoparticles (Cu and Ni) with C. 

First, the structure of the Cu nanoparticle is distorted (see Figure 6.12) with each 

addition of a C atom, while the Ni nanoparticle remains well intact at least for the 14 

atoms of C that it has accepted. Second, this structural distortion within the Cu 

nanoparticle helps C atoms to roam and bond with other C atoms, especially on the 

surface. This may imply large surface diffusion rates of C atoms on Cu nanoparticles. 

These observations have also been noted for graphene growth on Cu(111) and Ni(111) 

[161]. The ability of Cu to form good quality graphene sheets is attributed to the high 

mobility of surface Cu atoms. It may be argued that interaction energies for Cu are well 

in the range of those for Ni, while Ni is known to have high C solubility especially for 

smaller nanoparticle sizes [217]. It is noted that interaction energies reported here for Cu 
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are by no means representative of solubility since the majority of the incorporated C 

atoms actually relax to the surface rather than being dissolved below the subsurface. 

6.4.2.2. MgO-Supported Cu Nanoparticles 

Two different sizes (32- and 38-atoms) of Cu nanoparticles supported by MgO 

substrate are studied. Two facets of MgO were studied; the (100) and oxygen-terminated 

(111) facet. In each case, the nanoparticle was positioned on the MgO substrate and

allowed to relax. After relaxation, the same procedure of adding C’s as in unsupported 

nanoparticles was repeated here. The interaction energy of C with the structure was 

calculated and normalized by subtracting the sum of n C atoms and the energy of the 

supported nanoparticle without any C (𝐸𝑀/𝑀𝑔𝑂) from the total energy of the system 

(𝐸𝑀𝐶𝑛/𝑀𝑔𝑂):

𝐸𝑖𝑛𝑡 =
𝐸𝑀𝐶𝑛/𝑀𝑔𝑂 − (𝑛𝐸𝐶 + 𝐸𝑀/𝑀𝑔𝑂)

𝑛

(6.5) 

The changes in adhesion energy between the MgO surface and the nanoparticle 

with each addition of C atoms was also explored. Single-point calculations were 

conducted on the surface (𝐸𝑀𝑔𝑂 ) and the nanoparticle (𝐸𝑀𝐶𝑛 ) individually. These

energies were summed up and subtracted from the total energy of the system: 

𝐸𝑎𝑑ℎ =
𝐸𝑀𝐶𝑛/𝑀𝑔𝑂 − (𝐸𝑀𝐶𝑛 + 𝐸𝑀𝑔𝑂)

𝑛

(6.6) 

The adhesion energy of the graphene fragment to the carburized Cu nanoparticle was 

calculated by subtracting the sum of the energies of the carburized nanoparticle and the 

graphene fragment from the total energy of the nanoparticle− graphene system. 
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6.4.2.2.1. Supported 32-Atom Cu Nanoparticle 

Figure 6.13 shows the energy of interaction calculated from Equation 6.5 for MgO-

supported carburized 32-atom Cu nanoparticle compared to that of the unsupported. The 

initial geometry of the nanoparticle is also illustrated in Figure 6.13. As mentioned 

earlier, two different MgO facets of (100) and OH-terminated (111) were studied. In all 

cases, the interaction energy resulting from the addition of a C into the system is 

negative, and therefore, the addition of C atoms into the system is thermodynamically 

favorable. This energy increases (i.e., the C adsorption becomes weaker) after a certain 

amount of C atoms has been added to the system. This abrupt increase in energy is again 

due to the formation of dimers on the surface and inside the carburized Cu nanoparticle. 

The formation of a dimer within the Cu nanoparticle happens on the unsupported 

nanoparticle the earliest (i.e., with less C atoms), and then on the MgO(111) support, 

followed by that on the MgO(100) support, as revealed by the energy trend in the 

intermediate range. Also, the energy of interaction remains more favorable for further C 

Figure 6.13 a) Energy of interaction for the successive addition of C atoms into 32-

atom Cu nanoparticles: unsupported and supported on MgO(100) and MgO(111) 

and b) the 32-atom Cu nanoparticle used on the MgO supports.
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addition for the Cu nanoparticle supported by MgO(111) than by MgO(100). Therefore, 

in terms of C−C bonding and C interaction with supported Cu nanoparticle, the OH-

terminated MgO(111) seems to be a better option.  

6.4.2.2.2. Supported 38-Atom Cu Nanoparticle 

Figure 6.14 shows the same type of analysis as for Figure 6.13 but for the 38-

atom Cu nanoparticle (initial geometry depicted in Figure 6.10a). Note that the 

geometry of the 32-atom Cu nanoparticle is different from that of the 38-atom Cu 

nanoparticle; the 38-atom Cu is rounded, while the 32-atom is nearly hemispherical and 

was placed on the support from the flatter side. As in the supported 32-atom Cu 

nanoparticle, carburizing the supported 38-atom Cu nanoparticle is energetically 

favorable. Here also, C atoms within the Cu nanoparticle supported by MgO(111) form 

dimers earlier (with less C atoms) than that supported by MgO(100). Thus far, 

comparing Figures 6.13 and 6.14 shows that the supported rounder 38-atom Cu 

nanoparticle is slightly more favorable for carburization on the basis of stronger energy 

of interaction ranges. Nevertheless, bonding and formation of dimers take place with 

fewer C atoms in the 32-atom Cu nanoparticle than in the 38-atom. Also, with respect to 

C atom locations, the MgO(111) support allows approximately 94% of incorporated C 

atoms to remain on the surface of the Cu nanoparticle, while the MgO(100) allows a 

lesser percentage of approximately 80%. This may also explain why interaction energies 

for C addition to systems with MgO(111) switch from less favorable in the intermediate 

region to more favorable toward later addition steps. For MgO(100) supported Cu 

nanoparticles, the support−nanoparticle interface strongly dictates the position of Cu 
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atoms and subsequently the position of C atoms. For this facet of MgO, added C atoms 

appear to be located at considerably greater distances from the interface than in the case 

of the (111) facet. This leaves less space available for additional C atoms, translating to 

less favorable interaction energies than for the (111) facet, as described further in the 

following section. 

6.4.2.2.3. Adhesion Energy between Carburized Cu Nanoparticles and MgO Support 

Figure 6.15 shows the averaged distance of the closest Cu and C atoms to the 

MgO support for all supported carburized Cu nanoparticles. These results indicate that 

Cu atoms of nanoparticles supported by MgO(100) are slightly more distanced from the 

support compared to those supported by MgO(111). This distance from the support is 

even greater for C atoms in the nanoparticles supported by MgO(100) compared to those 

supported by MgO(111). It is also observed that the Cu nanoparticle adheres to the 

MgO(100) support only via Cu−O bonds, whereas on MgO(111) this bonding is 

switched to Cu− H. 

Figure 6.14 Energy of interaction for the successive addition of C atoms into 

unsupported, MgO(100) and MgO(111) supported 38-atom Cu nanoparticles.
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Pacchioni and Rösch reported that Cu−O bonding is weaker than Ni−O bonding of metal 

nanoparticles on MgO(100) supports and that metal−metal bonds are stronger than such 

metal−oxygen bonds [218]. However, as discussed above, formation of dimers is 

delayed when the Cu nanoparticle is supported by MgO. Then, the adhesion of the Cu 

nanoparticle to the support is an aspect to study and is likely to be affected during 

carburization, as shown in Figure 6.16. The negative energy values reveal that adhesion  

 is more favorable as the particle becomes carburized. For the smallest nanoparticle at 

the first stages of carbon addition, the adhesion is far better on the MgO(111) than on the 

MgO(100). As the nanoparticle accepts further C atoms, the adhesion energies on both 

substrates become relatively close, but the adhesion remains slightly more favorable for 

the MgO(111) support. Figure 6.16 also shows that for the much rounder 38-atom Cu 

nanoparticle except for slight differences in the earliest stages of C addition, adhesion 

energies are very similar for both types of MgO supports. The difference in early stages 

is expected since the 38-atom nanoparticle is adhered to the support by a smaller area 

Figure 6.15 Average distance of closest Cu and C atoms to MgO support for all 

four carburized Cu nanoparticle and support cases. C atoms in both 32- and 38-

atom Cu nanoparticles supported by the MgO(111) support are closer to the 

support compared to the nanoparticles supported by MgO(100) (illustrated in the 

image to the right). 
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composed by the lower four Cu atoms of the nanoparticle, whereas the hemispherical 

32-atom nanoparticle is adhered to the support by the flat nanoparticle side consisting of

eight Cu atoms. Thus, the larger contact area is more affected by the structure and 

chemical nature of the support exposed facet. In addition, Figure 6.16 also implies that 

the adhesion of carburized Cu nanoparticles on MgO(100) supports is weaker than on 

MgO(111), which is in agreement with the findings in Figure 6.15. In total, the OH-

terminated MgO(111) supported 38-atom Cu nanoparticle is the most energetically 

favorable in terms of carburization and adhesion energy. 

6.4.2.3. Adhesion of Graphene Fragment to Carburized Supported Cu 

Nanoparticles 

To gain some insight into the energetics of a nascent nanotube cap formed on a 

carburized Cu nanoparticle, a graphene fragment was placed in contact with the 

supported carburized Cu nanoparticles. A similar study was conducted by Silvearv et al 

Figure 6.16 Energy of adhesion of the carburized 32- and 38-atom Cu nanoparticles 

to MgO(100) and MgO(111) supports during successive C atom additions. Adhesion 

of the Cu nanoparticles to the MgO(111) is greater, and in agreement with Figure 

6.15.
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[207] where CNTs were brought into contact with various transition metal nanoparticles

including Cu, although in that work the metal nanoparticles were not carburized prior to 

contact with CNTs. The analysis of previous sections have shown a large number of 

incorporated C atoms to be relaxed on the surface, mediating formation of C dimers and 

networks that can facilitate nascent CNT formation. Figure 6.17 illustrates the 

geometry-optimized configuration of a graphene fragment adhered to the carburized 32-

atom Cu nanoparticle supported by MgO. The graphene fragment consists of five six-

membered rings of C atoms. This geometry is initially relaxed with a DFT optimization.  

Table 6.2 lists the adhesion energies. The greatest support− nanoparticle 

adhesions belong to the supported 32-atom Cu, due to the larger and flatter contact area 

(8 Cu atoms) in contact with the support. However, the greatest graphene−nanoparticle 

adhesions are for the supported rounder 38-atom Cu, especially for MgO(111) supported 

carburized Cu. This implies that if the graphene fragment is assumed a cap and a 

Figure 6.17 (a) Image of graphene fragment adhering to the MgO(100) supported 

carburized 32-atom Cu nanoparticle. (b) Image of graphene fragment adhering to 

the MgO(111) supported carburized Cu nanoparticle.
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precursor to nanotube growth, then the cap will adhere with greater strength to the 

rounder (38-atom) carburized Cu nanoparticle than to the hemispherical (32-atom) 

carburized Cu nanoparticle. While the rounder nanoparticle adheres strongly to the cap, 

it adheres weakly to the support. Note that in the previous section it was found that the 

round-shaped 38-atom Cu nanoparticle supported by MgO(111) was also the most 

favorable for carburization. 

6.4.2.4. Charge Density of Carburized Supported Cu Nanoparticles 

Figure 6.18 shows charge density differences obtained using the Bader charge 

analysis. These isosurfaces have been plotted at a density of 0.001 e/Å3. Charge density 

differences show charge depletion and accumulation areas. Charge density differences 

for carburized supported Cu nanoparticles before and after graphene placement are 

respectively calculated by: 

∆𝜌𝐶𝑢𝐶𝑀𝑔𝑂 = 𝜌𝐶𝑢𝐶𝑀𝑔𝑂 − 𝜌𝐶𝑢𝐶 − 𝜌𝑀𝑔𝑂 (6.7) 

∆𝜌𝐶𝑢𝐶𝑀𝑔𝑂𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒 = 𝜌𝐶𝑢𝐶𝑀𝑔𝑂𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒 − 𝜌𝐶𝑢𝐶𝑀𝑔𝑂 − 𝜌𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒 (6.8) 

where 𝜌𝐶𝑢𝐶𝑀𝑔𝑂 , 𝜌𝐶𝑢𝐶 , 𝜌𝑀𝑔𝑂 , 𝜌𝐶𝑢𝐶𝑀𝑔𝑂𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒 , and 𝜌𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒  are charge 

densities of carburized MgO-supported Cu NP, carburized MgO-supported Cu NP 

Table 6.2 Adhesion energies between graphene fragment and cluster (carburized 

nanoparticle) and between support and cluster for all four cases of supported 

carburized Cu nanoparticles. All energies in eV. 
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excluding the support, carburized MgO-supported Cu NP excluding the Cu NP, 

carburized MgO-supported Cu NP with the graphene, and graphene.  

As seen from the figure, ions in the oxide surface affect the adjacent metal atoms, 

and the adjacent metal atoms experience opposite charge toward the oxide surface. This 

behavior has also been reported for alumina-supported metal nanoparticles [219]. 

Accumulation of charge is shown in blue and can be seen predominantly at the lower 

region of the cluster in the vicinity of the surface for all four cases of Figure 6.18(a)−(d) 

and before the addition of any C atoms to the cluster. Charge depletion is seen in yellow 

and mostly on the surface of the supports, i.e. charge is transferred from the support 

surface to the nanoparticle. With the addition of 16 C atoms, the charge distribution 

remains localized on the surface but involves a somewhat wider region, showing more 

interaction with the MgO surface. Compared to MgO(100) surface, the MgO(111) 

surface is more reactive and areas with charge accumulation/depletion are wider. The 

accumulation of electrons in the cluster in the vicinity of the surface is greater than in the 

MgO(100) case. In general, as expected, the electronic structure of the Cu nanoparticle 

appears to be modified by the metal−oxide (MgO) support. The interaction occurs within 

the first few layers of the cluster and metal−oxide interface. Charge transfer between the 

nanoparticle and the MgO support can affect the catalytic activity of the Cu nanoparticle 

[4, 220].  



 

125 
 

 

Figure 6.18 Charge density difference analysis before and after carburization and 

addition of graphene fragment for (a) MgO(100) supported 32-atom Cu, (b) 

MgO(111) supported 32-atom Cu, (c) MgO(100) supported 38-atom Cu, and (d) 

MgO(111) supported 38-atom Cu. Blue and yellow colors represent negative 

(accumulation) and positive (depletion) charge densities, respectively. Isosurface 

level = 0.001 e/Å3. 
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6.4.2.5. Bader Charge Analysis 

The analysis of charges is summarized in Figure 6.19 for unsupported and supported 

carburized Cu nanoparticles. Standard deviation of charges and therefore charge variations 

are also shown in these figures. For unsupported Cu nanoparticles, the average partial atomic 

charges for Cu and C in the nanoparticles are 0.34e− and −0.68e−, respectively. The average 

partial charge for Cu atoms in the supported nanoparticles for all four cases is similar and 

approximately 0.3e−, while the partial charge for the C atoms within and on the Cu 

nanoparticle varies significantly and averages at −0.63e−. The variation in partial charges on 

C atoms within the graphene fragment is also large but averages at a slightly negative value 

of −0.07e−. A comparison of the unsupported and supported reveals that the changes in 

charge transfer caused by supporting the carburized Cu nanoparticles and allowing contact 

with a graphene fragment are not significant. This observation points at the weak electrostatic 

interaction between the support and the Cu nanoparticle as well as between Cu and C atoms. 

Therefore, the large adhesion energies between the graphene fragment and carburized Cu 

Figure 6.19 Average partial atomic charges of the left ) carburized unsupported 32- 

and 38-atom Cu nanoparticles and right) Cu nanoparticle, C atoms, and the 

graphene fragment in contact with the nanoparticle. Charge transfer is greater for 

supported Cu nanoparticles, especially among the carbons and graphene fragment. 
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nanoparticles observed in the previous section are not driven by electrostatic interactions 

but rather due to covalent interactions. 

6.5. Conclusions 

 DFT calculations were used to study the effect of Mo on the adsorption of Cu and Co 

atoms and nanoparticles on the MgO surface. In comparison, Co atoms and nanoparticles 

bind stronger to the MgO (100) surface. Mo doping of MgO surface strengthens the 

adsorption of both Co and Cu nanoparticles to the MgO surface. Mo also seems to change the 

crystal structure of Co nanoparticles on the MgO surface. Moreover, adsorption and 

dissociation (dehydrogenation and C-C bond breakage) of C2H2 on Cu and Co nanoparticles 

on pristine, stepped and Mo-doped MgO surfaces were also investigated. Results consistently 

show that activation energy barriers for both dehydrogenation and C-C bond breakage of 

C2H2 on Co nanoparticles on the three types of MgO surfaces studied, are lower than those on 

Cu nanoparticles. Mo doping of the MgO surface reduces the energy barriers for both the 

dehydrogenation and CH-CH bond breakage of C2H2 on Co nanoparticles. However, for Cu 

nanoparticles, Mo-doping increases the energy barrier for CH-CH bond scission. Therefore, 

as a general conclusion, the role of Mo is that of enhancing the binding of nanoparticles to the 

support and aiding in the dissociation of C2H2.    

DFT simulations were carried out to also study the energetics of carbon 

incorporation into various sizes of unsupported and MgO-supported Cu nanoparticles. 

For the unsupported nanoparticles, a significant number of carbon atoms tended to locate 

at the surface of the Cu nanoparticle, giving rise to surface diffusion and the formation 

of dimers that are precursors of carbon networks necessary for the onset of graphene or 
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carbon nanotube cap formation. In contrast to the well-known behavior observed in 

traditional non-noble catalysts such as Co and Ni, a very small amount of the 

incorporated carbon atoms remain inside the nanoparticle. Similar behavior is detected 

during the incorporation of carbon into the MgO-supported Cu nanoparticles. Two 

morphologies of the Cu nanoparticle, hemispherical and round, and two facets of MgO, 

MgO(100) and MgO(111), were studied. The structure and chemistry of the support 

exposed facet affects the carburization of the Cu nanoparticle inducing changes in the 

catalyst nanoparticle shape that results in changes of the adhesion energy and in the 

capacity to incorporated carbon atoms into the subsurface. The adhesion of the 

carburized Cu nanoparticle to the MgO(100) support is found to be weaker than that on 

the MgO(111) facet. Carbon atoms incorporated within the MgO(100)-supported Cu 

nanoparticle clearly locate at a further distance from the support than those incorporated 

within the MgO(111)- supported Cu nanoparticle. As for the effect of Cu nanoparticle 

shape, formation of dimers happens with less carbon atoms in the hemispherical Cu 

nanoparticle than that in the round, making the energetics of carbon incorporation into 

the rounder Cu nanoparticle slightly more thermodynamically favorable. Finally, contact 

of a graphene fragment with all four cases of supported carburized Cu nanoparticle was 

tested. Greater adhesion of graphene fragment to CuC cluster was seen for the round 

cluster on either of the supports. Comparing the two clusters, the curved geometry of the 

round cluster results in stronger adhesion to the graphene fragment and weaker to the 

support, whereas the hemispherical cluster adheres stronger to the support and weaker to 

the graphene fragment. Therefore, Cu nanoparticles would be favorable for growth of 
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single-walled carbon nanotubes, provided the appropriate combination of catalyst 

nanoparticle shape/support provides the necessary geometry of the exposed catalyst 

surfaces. It is also noted that such “template effect” of the catalyst would also be crucial 

to achieve some effects on the chirality of the nascent tubes. Moreover, in supported Cu 

nanoparticles, nanoparticle−support adhesion energies indicate weak Cu−O bonding that 

allows the nanoparticle to remain nearly spherical on the support. In turn, this may 

facilitate the separation of the nanoparticle from the support, once the SWCNT has 

formed.
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7. CONCLUSIONS AND FUTURE DIRECTIONS 

 

The growth of graphene and CNT involves many different parameters such as 

temperature, pressure, C precursor gas type and composition, catalyst and catalyst 

support type and structure, and growth scheme, all of which may affect the resulting 

structure of these nanoscale materials in terms of their length, diameter and chirality of 

carbon nanotubes, and quality of the graphene films. The present study was set out to 

explore some of these aspects with special focus on Cu as the catalyst and with the aim 

of elucidating causalities of events and shedding light on some of the current unknowns 

of the processes.  

The spatiotemporal scales at which C precursor gas dissociation on a catalyst 

occurs makes several microscopic details of this event currently undetectable by 

experimental settings. On the other hand, information regarding this event is crucial in 

understanding the first stages of nucleation and growth of graphene and CNT. This 

knowledge helps in defining the building blocks of these materials and leads to the 

understanding of the growth mechanism. Therefore, one of the goals (goal i) of this 

dissertation was to investigate the pathway with which the C precursor gas is converted 

into C atoms or species necessary for the C network, on the catalyst surface. To this end, 

in Chapter 3 the dissociation pathway of CH4 was studied on the Cu (111) surface from 

the thermodynamics point of view. The energy barriers for all reaction pathways 

obtained through DFT calculations revealed competing pathways. For example, energy 

barrier for the hydrogenation of H atoms and their conversion to H2 is comparable to the 
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energy barriers of CHx dehydrogenation reactions. The results also revealed that 

compared to dehydrogenation reactions, hydrogenation reactions have a lower energy 

barrier. Therefore, kMC was then employed to account for such competing energy 

barriers and, in addition, the diffusion of species and temperature effects. The results of 

this integration of DFT energetics and kMC kinetics revealed that the dissociation 

pathway is very sensitive to temperature, pressure and the presence of gaseous H2 in the 

feedstock gas. In fact, it was shown that adding H2 to the feedstock gas directs the 

dissociation towards further dehydrogenation of CHx species.  This beneficial effect of 

H2 in the feedstock gas along with CH4 was explained by the high diffusion of H surface 

species and the slightly lower energy barrier towards forming H2 and desorbing to the 

gas phase, thus depleting the Cu surface of H that would otherwise reverse the CHx 

dehydrogenation reactions.  

 In Chapter 4, another aspect of goal i – the effect of other species on C precursor 

gas dissociation pathway – was addressed. To this end, the effect of surface oxygen as a 

common specie present in the CCVD method of graphene and CNT growth was studied. 

The case of Ni was studied alongside Cu as a comparison. Results showed that surface 

oxygen, even at high coverages, lowers the energy barriers of CH4 dissociation reactions 

on the Cu (111) surface but increases those on the Ni (111) surface. This finding was 

explained by the higher electronegativity and basicity of surface O on Cu surface than on 

Ni, which activate acidic C-H bonds. However, results also showed that surface O can 

bond with atomic C to form CO or CO2 and desorb to the gas phase. This process is ideal 

for the cleaning of the Cu surface of any residual C before growth. Therefore, it is 
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concluded that partially oxygenating Cu surfaces prior to graphene and CNT growth can 

promote C precursor gas dissociation, however the presence of O during growth may 

lead to the deprivation of the catalyst of the C atoms that it needs to form the C network.     

In the topic of graphene growth, the presence of the aforementioned residual C 

leads to the formation of individual graphene islands each with their own unique 

orientations across the catalyst surface, resulting in a non-uniform graphene sheet. The 

second goal (goal ii) of this dissertation, addressed in Chapter 5 for a Cu catalyst, was to 

investigate how temperature may affect these individual islands and alleviate the 

problem of non-uniformity, as observed in thermal cycling treatment of graphene growth 

in experimental settings. Results obtained in this dissertation showed that owing to weak 

Cu-C bonding and the high mobility of C atoms and networks on the Cu surface, high 

temperatures indeed facilitate graphene islands in their rotations above the Cu surface. 

While at lower temperatures graphene islands form, eventually at high temperatures and 

at higher densities of graphene islands, i.e. where graphene islands are closer to one 

another, metal-bridging effect was observed whereby metal atoms, here Cu, form a 

bridge between graphene islands thereby unifying them during their rotations on the Cu 

surface.    

Finally, in Chapter 6 and in relation to goals i and iii, the dissociation of another 

C precursor gas, C2H2, was studied on supported catalyst nanoparticles which is the 

common setting for CNT growth. Simultaneously, this Chapter also addressed goal iii, 

the effect of the support and support dopants in the dissociation of the C precursor gas. 

In experimental settings, the catalyst support surface is not particularly doped by Mo, but 
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rather Mo is a constituent of the catalyst precursors. Results in this study showed that 

Mo atoms are most thermodynamically likely to substitute Mg atoms of the top layer of 

the MgO surface. Since Mo is not detected in ESTEM images and post-processing 

analyses of the catalyst, this leads the most likely positioning of Mo atoms to be 

immediately under the catalyst nanoparticles. While the focus of this dissertation was Cu 

as the catalyst, Co was studied alongside as a comparison. First, with regards to C 

precursor gas dissociation, the dehydrogenation of C2H2 on Cu nanoparticles was found 

to have a lower energy barrier compared to its CH-CH bond scission. This was true for 

all three cases of the catalyst support MgO being pristine, stepped or Mo-doped. 

However, for Co, Mo-doping in particular, yields the lowest energy barrier for C2H2 

dissociation. Second, with regards to the effect of Mo-doping, doping indeed lowers the 

energy barrier to the lowest amount for C2H2 dehydrogenation for both metal 

nanoparticles. It seems that the most energetically favorable scenario is the 

dehydrogenation of C2H2 in the presence of Mo, leading to the formation of CCH and H. 

Third, DFT calculations performed in this regard, showed that species (CCH and H) 

resulting from the dissociation of C2H2, were more thermodynamically favorable to be 

located at the edges of a nanoparticle and its interface with the support. This is due to the 

strong charge transfer present in those regions. This implies that CNT nucleation may 

begin from this region and grow from thereon, as is observed in time-resolved ESTEM 

videos. Whether the nascent CNT expands outwards from this region (tangential growth 

mode), or extends to reach the top of the nanoparticle (perpendicular growth mode) 

would most probably be dictated by the faceting of the nanoparticle which itself is 
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dictated by the support and its influence on the nanoparticle. This faceting was also 

observed from the DFT calculations performed in this study. The dissolution of C in Cu 

nanoparticles was also studied and found to be very low. In fact, almost all C tend to 

migrate to or remain on the surface of a Cu nanoparticle. Formation of C dimers on Cu 

nanoparticles is also very common and thermodynamically likely. Lastly, a nascent 

graphene fragment in contact with a carburized Cu nanoparticle on MgO surface, 

reduces the Cu nanoparticle adhesion to the MgO surface.   

   Based on the work presented in this dissertation, several areas are identified for 

further study: 

 The dissociation of CH4, results in the formation of CHx species. 

According to the DFT calculations presented in Chapter 3, the energy barrier for the 

diffusion of these species on Cu surface is fairly low. Thus, there is a possibility that 

these CHx species may combine to form larger CHx-CHy species. Hence, these pathways 

should also be investigated and included in the kMC simulations. Therefore, it is 

recommended to study the dissociation of C2H4, where dehydrogenation/hydrogenation 

paths ultimately leading to C2/C2H6 are accounted for. This dissociation process would 

then include the dissociation of C2H2 and several many dehydrogenation/hydrogenation, 

isomerization and C-C bond scission reaction pathways. In fact, C2H4 and C2H2 

themselves are used as C precursor gas in graphene and CNT growth.        

 MD simulations, including the highly-accurate DFT-based AIMD and the 

faster force-field-based classical MD (e.g. LAMMPS), are very useful in describing the 

kinetics of a system. In the study of the dissociation of C-precursor gas on Cu surfaces of 
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Chapter 3, it is recommended to use MD simulations to complement the DFT and 

coarse-grained kMC simulations conducted in this dissertation. Such simulations will 

provide qualitative insights into the dissociation process and may verify results obtained 

in this study. However, it is noted that a force field specific for this dissociation on the 

Cu surface is currently not available.   

 In Chapter 4, the products of CHx dehydrogenation on the oxygenated Cu

and Ni surfaces are CHx-1 and OH. While the focus of the work was the sequential 

dehydrogenation of CH4 to C in the presence of surface O, it seems important to study 

the fate of the OH species produced from this reaction. It is likely that these OH species 

may form H2O molecules and desorb to the gas phase. This likelihood can be examined 

by finding the energy barrier for this reaction via DFT and also verified by experimental 

work.      

 Chapter 4 also reports the effect of surface pre-adsorbed O on the

dissociation of CH4. This effect on the dissociation of C2H2 or C2H4, as other common C 

precursor gases, is currently unknown and therefore is recommended to be studied.  

 In Chapter 6, the dissociation of C2H2 on the Cu and Co nanoparticles

was addressed by studying the dehydrogenation (𝐶2𝐻2 → 𝐶𝐶𝐻 + 𝐻) and the C-C bond 

scission (𝐶2𝐻2 → 𝐶𝐻 + 𝐶𝐻 ) reactions. However, the dissociation pathway can be 

continued by using the same method (DFT-NEB). The products of these reactions – 

CCH and CH – can be further dissociated (𝐶𝐶𝐻 → 𝐶𝐶 + 𝐻 or 𝐶𝐶𝐻 → 𝐶 + 𝐶𝐻, 𝐶𝐻 →

𝐶 + 𝐻) and should therefore be studied to provide a complete picture of the dissociation 

process of C2H2 on nanoparticle catalysts. Such a study would provide valuable 
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information in order to draw conclusions on the dependence of dissociation mechanism 

on different transition metal catalysts.   

 As to complement the DFT-NEB results of Chapter 6, the dissociation of

C2H2 on the Cu and Co nanoparticles can be studied using AIMD simulations, provided 

that the system of support and nanoparticle catalyst is sufficient in size as to 

accommodate the computational demand of the calculations and be representative of a 

realistic system as well.    

 Aside from Mo-doping and stepped MgO, another aspect of the support

surface that can be studied in Chapter 6 is the effect of oxygen vacancies of the MgO 

support on the nanoparticle catalyst adsorption and C precursor gas dissociation process. 

Oxygen vacancies are possible to develop on the MgO surface at the high temperatures 

that the CCVD process operates in.  

 The Cu and Co nanoparticles studied in Chapter 6, consisted of 9-10

atoms. Some faceting of the nanoparticles were observed and C2H2 adsorption and 

dissociation occurred mainly along the edges of the nanoparticles and closer to the 

interface with the support. It is recommended to test larger nanoparticles to draw more 

definitive conclusions in regards to faceting and adsorption/dissociation of C2H2. 

Although, DFT-NEB calculations on larger nanoparticles would demand greater 

computational time and resources.  

 Finally, the growth of graphene and carbon nanotubes involves many

different parameters that can affect the resulting nanostructure in many different ways. 

Investigating different aspects of the process, gathering their corresponding data and 
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using big data analytics can serve as a major leap forward towards understanding the 

mechanism of growth, finding the most efficient method and ultimately tailoring 

graphene and carbon nanotubes towards specific applications.    
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APPENDIX A 

HYDROCARBON DISSOCIATION ON COPPER SURFACES: REACTIONS 

MECHANISMS 

Figure A1 Successive CH4 dehydrogenation reaction energy profiles along with 

initial, transition and final state images. Cu, C and H atoms are shown in orange, 

black and white.  
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 Figure A2 H2 dissociative adsorption reaction energy profile along with the initial, 

transition and final state images. Cu and H atoms are shown in orange and white.  
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APPENDIX B 

OXYGEN ADSORPTION ON LOW-INDEX COPPER SURFACES 

Figure B1 Top (top panels) and side (bottom panels) views of sequential O 

adsorption on Cu (100). 
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Figure B2 Top (top panels) and side (bottom panels) views of sequential O 

adsorption on Cu (111). 
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Figure B3 Initial, transition and final states of the sequential CH4 dissociation steps 

on clean Cu (111). Cu, C and H atoms are shown in orange, black and white.  
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Figure B4 Initial, transition and final states of the sequential CH4 dissociation steps 

on clean Ni (111). Ni, C and H atoms are shown in blue, black and white.   
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Figure B5 Initial, transition and final states of the sequential CH4 dissociation steps 

on 1/16ML O-covered Cu (111). Cu, O, C and H atoms are shown in orange, red, 

black and white.  

CH
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Figure B6 Initial, transition and final states of the sequential CH4 dissociation steps 

on 1/16ML O-covered Ni (111). Ni, O, C and H atoms are shown in blue, red, black 

and white. 
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Figure B7 Energy profile for CH4 dehydrogenation on clean (black) and 1/16 ML 

OH-covered (orange) Cu (111) surfaces. 

Figure B8 Energy profile for CH4 dehydrogenation on clean (black) and 1/16 ML 

OH-covered (grey) Ni (111) surfaces. 
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Figure B9 Initial, transition and final states of the sequential CH4 dissociation 

steps on 6/16ML O-covered Cu (111). Cu, O, C and H atoms are shown in orange, 

red, black and white. 
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Figure B10 Initial, transition and final states of the sequential CH4 dissociation 

steps on 6/16ML O-covered Ni (111). Ni, O, C and H atoms are shown in blue, red, 

black and white. 



167 

APPENDIX C 

ADSORPTION AND DIFFUSION OF CARBON RINGS 

𝐸𝑎𝑑𝑠 =
𝐸𝑠𝑦𝑠 − 𝐸𝐶𝑢 𝑆𝑙𝑎𝑏 − 𝑛𝐶𝐸𝐶

𝑛𝐶(= 6)

(C.1) 

Figure C1 Adsorption energies and structures of three possible adsorption sites for 

a C6 ring on the Cu (111) surface. Top and second layer Cu atoms are colored in 

orange and white, respectively. Differences between adsorption energies are within 

0.05eV/C from one another. The adsorption energies are calculated by:   



168 

Figure C2 Diffusion of a C6 ring on the Cu (111) surface from fcc-hcp site to fcc-top 

site obtained from NEB DFT calculations. Initial (fcc-hcp), TS (transition state) and 

final (fcc-top) images are also depicted. Top and second layer Cu atoms are colored 

in orange and white, respectively. Energy barrier for forward and reverse reactions 

are 0.46 eV and 0.18 eV, respectively.     

Figure C3 Diffusion of a C6 ring on the Cu (111) surface from fcc-hcp site to hcp-

top site obtained from NEB DFT calculations. Initial (fcc-hcp), TS (transition state) 

and final (hcp-top) images are also depicted. Top and second layer Cu atoms are 

colored in orange and white, respectively. Energy barrier for forward and reverse 

reactions are 0.45 eV and 0.15 eV, respectively. 
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Figure C4 Rotation of a graphene fragment on the Cu (111) surface upon geometry 

optimization of initial alignments of 0° to 60° with the Cu lattice. Negative values 

correspond to anti-clockwise rotation. 
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APPENDIX D 

C2H2 DECOMPOSITION ON SUPPORTED NANOPARTICLES 

Figure D1 Initial, transition and final states of the dehydrogenation reaction of 

C2H2 on a) Cu and b) Co nanoparticles supported by MgO (100). 
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Figure D3 Initial, transition and final states of the dehydrogenation reaction of 

C2H2 on a) Cu and b) Co nanoparticles supported on the stepped MgO (105) 

surface. 

Figure D2 Initial, transition and final states of the dehydrogenation reaction of 

C2H2 on a) Cu and b) Co nanoparticles supported by Mo-doped MgO (100). 



172 

Figure D4 Initial, transition and final states of the CH-CH bond breakage of C2H2 

on a) Cu and b) Co nanoparticles supported by MgO (100). 

Figure D5 Initial, transition and final states of the CH-CH bond breakage reaction 

of C2H2 on a) Cu and b) Co nanoparticles supported by Mo-doped MgO (100). The 

Cu atom bridging between the two CH species is indicated in a)FS. 
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Figure D6 Initial, transition and final states of the CH-CH bond breakage reaction 

of C2H2 on a) Cu and b) Co nanoparticles supported on the stepped MgO (105) 

surface. 




