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Abstract

We present new measurements of the inclusive forward-backward tt production asymmetry,

AFB, and its dependence on several properties of the tt system. The measurements are

performed with the full Tevatron data set recorded with the CDF II detector during pp

collisions at √s=1.96  TeV, corresponding to an integrated luminosity of 9.4  fb−1. We measure

the asymmetry using the rapidity difference Δy=yt−yt. Parton-level results are derived, yielding

an inclusive asymmetry of 0.164±0.047(stat+syst). We establish an approximately linear
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and parton levels. Assuming the standard model, the probabilities to observe the measured

values or larger for the detector-level dependencies are 7.4×10−3 and 2.2×10−3 for Mtt and

|Δy| respectively. Lastly, we study the dependence of the asymmetry on the transverse
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dependencies of the asymmetry.
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We present new measurements of the inclusive forward-backward t�t production asymmetry, AFB, and its

dependence on several properties of the t�t system. The measurements are performed with the full Tevatron

data set recorded with the CDF II detector during p �p collisions at
ffiffiffi
s

p ¼ 1:96 TeV, corresponding to an

integrated luminosity of 9:4 fb�1. We measure the asymmetry using the rapidity difference �y ¼ yt � y�t.

Parton-level results are derived, yielding an inclusive asymmetry of 0:164� 0:047ðstatþ systÞ. We

establish an approximately linear dependence of AFB on the top-quark pair mass Mt�t and the rapidity

difference j�yj at detector and parton levels. Assuming the standard model, the probabilities to

observe the measured values or larger for the detector-level dependencies are 7:4� 10�3 and
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2:2� 10�3 for Mt�t and j�yj respectively. Lastly, we study the dependence of the asymmetry on the

transverse momentum of the t�t system at the detector level. These results are consistent with previous

lower-precision measurements and provide additional quantification of the functional dependencies of the

asymmetry.

DOI: 10.1103/PhysRevD.87.092002 PACS numbers: 11.30.Er, 12.38.Qk, 14.65.Ha

I. INTRODUCTION

The creation of top quarks in p �p collisions offers a
unique test of pair production in quantum chromodynamics
(QCD) at very large momentum transfer as well as a
promising potential avenue for the observation of new
physical phenomena. Given the very large mass of the
top quark, exotic processes may couple more strongly to
top quarks than to the other known fundamental particles,
and possible hints of new interactions could be first ob-
served in top-quark production. In particular, asymmetries
in t�t production could provide the first evidence of new
interactions, such as t�t production via a heavy axial color
octet or a flavor-changing Z0 boson that might not be easily
observed as excesses in the top-quark production rate or as
resonances in the t�t invariant mass distribution.

TheCDFandD0 collaborations have previously reported
on forward-backward asymmetries (AFB) in p �p ! t�t pro-
duction at

ffiffiffi
s

p ¼ 1:96 TeV at the Fermilab Tevatron. In the
standard model (SM), the t�t production process is approxi-
mately symmetric in production angle, with a Oð7%Þ
charge asymmetry arising at next-to-leading order (NLO)
and beyond [1]. Using a sample corresponding to 5:3 fb�1

of integrated luminosity, CDF measured a parton-level
asymmetry AFB ¼ 0:158� 0:074 [2] in the leptonþ jets

decay channel (t�t ! ðWþbÞðW�bÞ ! ðlþ�Þðq �q0Þb �b [3]),
and very good agreement was found by the D0 measure-
ment AFB ¼ 0:196� 0:065 [4] in a leptonþ jets sample
corresponding to 5:4 fb�1. CDF and D0 have also per-
formed simple differential measurements using two bins
each in the top-antitop rapidity difference j�yj and the top-
antitop invariantmassMt�t. The two experiments agreed on a
large j�yj dependence. CDF also saw a large Mt�t depen-
dence, and while that observed at D0 was smaller, the CDF
and D0 results were statistically consistent. One of the aims
of this paper is to clarify the j�yj andMt�t dependence of the
asymmetry using the full CDF data set.

The 5 fb�1 results have stimulated new theoretical
work, both within and outside the context of the SM. The
SM calculation has been improved by calculations of
electroweak processes that contribute to the asymmetry,
studies of the choice of renormalization scale, and progress
on a next-to-next-to-leading order (NNLO) calculation of
the asymmetry [5–9]. The new calculations result in a
small increase in the expected asymmetry, but not enough
to resolve the tension with observation. Other work has
focused on the dependence of the asymmetry on the trans-
verse momentum of the t�t system [10], on which we report
here.

A number of speculative papers invoke new interactions
in the top sector [11] to explain the large asymmetry. In one
class of models, t�t pairs can be produced via new axial
s-channel particles arising from extended gauge symme-
tries or extra dimensions. For these models, the asymmetry
is caused by interference between the new s-channel me-
diator and the SM gluon. In other models, light t-channel
particles with flavor-violating couplings create an asym-
metry via a u, d ! t flavor change into the forward
Rutherford-scattering peak. All potential models of new
interactions must accommodate the apparent consistency
of the measured cross section and Mt�t spectrum with the
SM predictions. Tevatron and LHC searches for related
phenomena, such as dijet resonances, same-sign tops, and
other exotic processes, can provide additional experimen-
tal limits on potential models. Measurements by the LHC
experiments of the top-quark charge asymmetry AC, an
observable that is distinct from AFB but correlated with it,
have found no significant disagreement with the SM [12];
however, any observable effect at the LHC is expected to
be small, and the nature of the relationship between AFB

and AC is model dependent [13]. A more precise measure-
ment of the Tevatron forward-backward asymmetry and its
mass and rapidity dependence may help untangle the po-
tential new physics sources for AFB from the standard
model and from each other.
This paper reports on a study of the asymmetry in the

leptonþ jets topology, with several new features com-
pared to the previous CDF analysis in this channel [2].
We use the complete Tevatron Run II data set with an
integrated luminosity of 9:4 fb�1. We additionally expand
the event selection by including events triggered by large
missing transverse energy and multiple hadronic jets, in-
creasing the total data set by approximately 30% beyond
what is gained by the increase in luminosity. In total, the
number of candidate events in this analysis is more than
twice the number of events used in Ref. [2]. An improved
NLO Monte Carlo generator is used to describe the pre-
dicted t�t signal, and we also add small corrections reflect-
ing new results on the electroweak contributions to the
asymmetry [5–7]. Finally, parton-level shape corrections
utilize an improved algorithm which yields binned parton-
level measurements of the rapidity and mass dependence of
the asymmetry. We also study the dependence of the
asymmetry on the t�t transverse momentum, pt�t

T , showing
that the modeling of this quantity is robust and that the
excess asymmetry above the SM prediction is consistent
with being independent of pt�t

T .
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II. EXPECTED ASYMMETRIES AND
MONTE CARLO MODELS

The asymmetry is measured using the difference of
the t and �t rapidities, �y ¼ yt � y�t, where the rapidity y
is given by

y ¼ 1

2
ln

�
Eþ pz

E� pz

�
; (1)

with E being the total top-quark energy and pz being the
component of the top-quark momentum along the beam
axis as measured in the detector rest frame. �y is invariant
to boosts along the beam line, and in the limit where the
transverse momentum of the t�t system is small, the
forward-backward asymmetry

AFB ¼ Nð�y > 0Þ � Nð�y < 0Þ
Nð�y > 0Þ þ Nð�y < 0Þ (2)

is identical to the asymmetry in the top-quark production
angle in the experimentally well-defined t�t rest frame. The
standard model predictions for the top-quark asymmetry
referenced in this paper are based on the NLO event
generator POWHEG [14] using the CTEQ6.1M set of parton-
distribution functions (PDFs) validated by comparing
POWHEG to the NLO generator MC@NLO [15] as well as

the NLO calculation of MCFM [16]. We find good consis-
tency overall, as shown in Table I [17]. Sources of asym-
metry from electroweak processes in the standard model
that are not included in the POWHEG calculations [5–7] lead
to an overall increase of the asymmetry by a factor of 26%
of the QCD expectation. This is included in all the pre-
dictions shown in Table I and in all predicted asymmetries
and �y distributions in this paper. The electroweak asym-
metry is assumed to have the sameMt�t and �y dependence
as the QCD asymmetry, and we apply a simple 26%
rescaling to the POWHEG predictions there as well.
Following Ref. [18], we include a 30% uncertainty on all
theoretical predictions for the SM asymmetry due to the
choice of renormalization scale.

To test the analysis methodology in the case of a large
asymmetry, we study two models in which an asymmetry is
generated by the interference of the gluon with massive
axial color-octet particles. Each provides a reasonable
approximation of the observed data in presenting a large,
positive forward-backward asymmetry, while also being

comparable to the Tevatron data in other important varia-
bles such as the t�t invariant mass, Mt�t.
The first model, Octet A, contains an axigluon with a

mass of 2 TeV=c2. This hypothetical particle is massive
enough that the pole is observed as only a small excess in
the tail of theMt�t spectrum, but it creates an asymmetry via
the interference between the off-shell axigluon and the SM
gluon. The couplings are tuned [gVðqÞ ¼ gVðtÞ ¼ 0,
gAðqÞ ¼ 3, gAðtÞ ¼ �3, where q refers to light-quark
couplings and t to top-quark couplings] to produce a
parton-level asymmetry consistent with the measurement
in Ref. [2]. The second model, Octet B, contains an ax-
igluon with the same couplings, but a smaller mass of
1:8 TeV=c2. This model produces a larger excess in the
tail of theMt�t spectrum and an even larger asymmetry than
Octet A, allowing the measurement procedure to be tested
in a regime with a very large asymmetry.
Both models are simulated using the leading order

(LO) MADGRAPH [19,20] Monte Carlo generator and are
hadronized with PYTHIA [21] before being passed to the
CDF detector simulation and reconstruction software. We
emphasize that these are not hypotheses—the physical
applicability of these models is, in fact, quite constrained
by t�t resonance searches at the LHC [22]. Rather, these
models are used as controlled inputs to study the perform-
ance of the analysis in the presence of large asymmetries.
Further information about these models can be found in
Ref. [2].

III. MEASUREMENT STRATEGY

The analysis takes place in several steps. We first con-
sider the asymmetry observed at the reconstruction level in
all selected events. Next, to study the asymmetry for a pure
sample of t�t events as recorded in the detector, the calcu-
lated non-t�t background contribution is subtracted and the
appropriate systematic uncertainties related to the back-
ground prediction are applied. Finally, to study the asym-
metry at the parton level, corrections are applied for the
event reconstruction and detector acceptance, along with
appropriate systematic uncertainties on the signal model-
ing. The reconstruction- and background-subtracted-level
measurements have the advantage of fewer assumptions,
while the parton-level measurement allows direct compari-
son to theory predictions.
After reviewing the event selection and reconstruction in

Sec. IV, we describe the various steps of the correction
procedure in detail and apply them to the �y distribution
and the inclusive AFB measurement in Sec. V. In Secs. VI
and VII, we study the dependence of the asymmetry on
j�yj and Mt�t, AFBðj�yjÞ and AFBðMt�tÞ respectively, at all
three stages of correction, and Sec. VIII discusses the
significance of discrepancies observed in these dependen-
cies between the data and the SM. Section IX discusses the
dependence of the asymmetry on the t�t transverse
momentum.

TABLE I. Parton-level asymmetry predictions of POWHEG,
MC@NLO, and MCFM after applying electroweak corrections.

MC@NLO POWHEG MCFM

Inclusive 0:067� 0:020 0:066� 0:020 0:073� 0:022

j�yj< 1 0:047� 0:014 0:043� 0:013 0:049� 0:015

j�yj> 1 0:130� 0:039 0:139� 0:042 0:150� 0:045

Mt�t < 450 GeV=c2 0:054� 0:016 0:047� 0:014 0:050� 0:015

Mt�t > 450 GeV=c2 0:089� 0:027 0:100� 0:030 0:110� 0:033
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IV. DETECTOR, EVENT SELECTION,
AND RECONSTRUCTION

The data sample corresponds to an integrated luminosity
of 9:4 fb�1 recorded with the CDF II detector during p �p
collisions at 1.96 TeV. CDF II is a general purpose,
azimuthally and forward-backward symmetric magnetic
spectrometer with calorimeters and muon detectors [23].
Charged particle trajectories are measured with a silicon-
microstrip detector surrounded by a large open-cell drift
chamber, both within a 1.4 T solenoidal magnetic field.
The solenoid is surrounded by pointing-tower-geometry
electromagnetic and hadronic calorimeters for the mea-
surement of particle energies and missing energy recon-
struction. Surrounding the calorimeters, scintillators and
proportional chambers provide muon identification. We
use a cylindrical coordinate system with the origin at the
center of the detector and the z axis along the direction of
the proton beam [24].

This measurement selects t�t candidate events in the
leptonþ jets topology, where one top quark decays
semileptonically (t ! Wb ! l�b) and the other hadroni-
cally (t ! Wb ! q �q0b). We detect the lepton and
hadronization-induced jets. The presence of missing trans-
verse energy ( 6ET) [24] is used to infer the passage of a
neutrino through the detector. Detector readout is initiated
in one of two ways: either by indications of a high-
momentum lepton (electron or muon) in the central portion
of the detector or by events with indications of large 6ET and
at least two energetic jets. Events collected in the second
manner, in which we require the presence of muon candi-
dates reconstructed off-line, make up the ‘‘loose muon’’
sample, a new addition compared to the previous version of
this analysis. After off-line event reconstruction, we re-
quire that all candidate events contain exactly one electron
or muon with ETðpTÞ> 20 GeV ðGeV=cÞ and j�j< 1:0,
as well as four or more hadronic jets with ET > 20 GeV
and j�j< 2:0. Jets are reconstructed using a cone algo-

rithm with �R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��2 þ��2

p
< 0:4, and calorimeter

signals are corrected for various detector and measurement
effects as described in Ref. [25]. We require 6ET > 20 GeV,
consistent with the presence of an undetected neutrino. We
finally require that HT , the scalar sum of the transverse
energy of the lepton, jets, and 6ET be HT > 220 GeV. This
requirement reduces the backgrounds by 17% while
accepting 97% of signal events. The SECVTX algorithm
[26] is used to identify b jets by searching for displaced
decay vertices within the jet cones, and at least one jet in
each event must contain such a ‘‘b tag.’’ The coverage of
the tracking detector limits the acceptance for jets with
identified b tags to j�j< 1.

The sample passing this selection, including the b-tag
requirement, contains 2653 candidate events. The estimated
non-t�t background in the data sample is 530� 124 events.
The predominant background source is QCD-inducedW þ
multiparton events containing either b-tagged heavy-flavor

jets or erroneously tagged light-flavor jets. These events are
modeled with the ALPGENMonte Carlo generator [27], with
the normalizations determined by tagging efficiencies, mis-
tagging rates, and other measurements in the data. QCD
multijet (‘‘non-W’’) events containingmismeasured 6ET and
jets that are misidentified as leptons are modeled using real
data events with lepton candidates that are rejected by the
lepton identification requirements. This background, which
is the most difficult to model properly, is also the one that is
most efficiently suppressed by the HT requirement, which
reduces it by approximately 30%. Small backgrounds from
electroweak processes (WW,WZ, single top) are estimated
using Monte Carlo generators. The expected background
contributions from each source are given in Table II. We
note that there are correlations among the various sources of
uncertainty for the different background components, so
that the total background uncertainty is not a simple sum in
quadrature of the uncertainties on the individual back-
ground normalizations. Further information about the back-
ground modeling and event selection can be found in
Ref. [28].
The reconstruction of the t�t kinematics employs the

measured momenta of the lepton and the four leading jets

in the event, along with the measured ~6ET . The calculation of
the t�t four-vectors uses a �2-based fit of the lepton and jet
kinematic properties to the t�t hypothesis. Each of the
possible jet-to-parton assignments is evaluated according
to its consistency with having resulted from the decay of a
pair of top quarks. Two of the observed jets are required to
be consistent with being decay products of a W boson,
while the lepton and 6ET must be consistent with another
W boson. Each W boson, when paired with one of the
remaining (b) jets, is checked for consistency with having
resulted from a top-quark decay. The lepton momentum,
6ET , and jet energies are allowed to float within their ex-
perimental uncertainties, and we apply the constraints that
MW ¼ 80:4 GeV=c2, Mt ¼ 172:5 GeV=c2, and any
b-tagged jets must be associated with b partons. The jet-
to-parton assignment that best matches these requirements
is chosen to define the parent top quarks in each event.

TABLE II. Expected contributions of the various background
sources to the selected data.

Background source Number of events

W þ HF 256� 83
W þ LF 102� 32
Non-W 97� 50
Single top 35� 3
Diboson 21� 3
Zþ jets 19� 3
Total background 530� 124
t�t (7.4 pb) 2186� 314
Total prediction 2716� 339
Data 2653
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This algorithm has been studied and validated in many
precision top-quark-property analyses including mass mea-
surements [29], which remove the top-quark mass con-
straint, and property measurements that do make use of
the mass constraint [30]. The top- and antitop-quark four-
vectors determined from this procedure are used to find the
rapidities of the quarks and the �y ¼ yt � y�t variable used
for the asymmetry analysis, with the charges of the recon-
structed top quarks being fixed by the observed lepton
charge. In the Appendix A, we discuss a high-precision
test of the lepton-charge determination in a large control
sample with the goal of verifying that the lepton charge
assignment is well modeled by the detector simulation.

The validity of the analysis is checked at all stages by
comparison to a standard model prediction created using
the POWHEG t�t model, the leptonþ jets background model
described above, and a full simulation of the CDF II
detector. Figure 1 shows the rapidity distribution for the
hadronically decaying top or antitop quark. In the mea-
surement of the asymmetry, the observed lepton charge is
used to determine whether each entry in this distribution
corresponds to a top quark or an antitop quark, and this
rapidity is combined with the rapidity of the leptonically
decaying quark to calculate�y for each event. In Fig. 1 and

all that follow, the t�t signal prediction is scaled such that

the total signal normalization, when added to the back-

ground prediction in Table II, totals the number of ob-

served events.

Figure 2 shows a comparison of the data to the predic-

tion for the invariant mass of the t�t system, Mt�t; there is

good agreement. In the previous CDF analysis [2], the

forward-backward asymmetry was found to have a large

dependence on this variable. In Sec. VII we report a new

measurement of this dependence.
The transverse momentum of the t�t system pt�t

T provides a
sensitive test of the reconstruction and modeling, particu-
larly at low momenta, where both the prediction and the
reconstruction are challenged by the addition of soft gluon
radiation external to the t�t system. In Fig. 3 we show the
difference between the reconstructed and true values of the
x component of pt�t

T in POWHEG. The difference is centered
on zero andwell fit by the sumof twoGaussianswithwidths
as shown. Most events fall in the central core with a reso-
lution of �14 GeV=c. Doubling this in quadrature for the
two transverse components gives an overall expected
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resolution �pt�t
T � 20 GeV=c for the bulk of the data. In

Fig. 4 we show that the reconstructed data are in good
agreement with the sum of the background prediction and
the NLO t�tmodel; the 10 GeV bin size here is chosen to be

half the measured resolution. The t�t forward-backward
asymmetry can have a significant pt�t

T dependence, and we
discuss the expected andmeasured asymmetry as a function
of this variable in Sec. IX.
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We also consider a wide range of other variables, a
selection of which are shown here, to validate the recon-
struction algorithm and the modeling of the data set. In
Fig. 5 we show the distributions of the number of jets and
number of b tags in events passing the selection require-
ments. Figure 5(b) also includes events containing no
b-tagged jets, which are not part of the final sample of
candidate events but provide an important check on the
modeling of the b-tagging algorithm. Figure 6 shows the
transverse energy of the most energetic jet and the trans-
verse momentum of the lepton, while Fig. 7 shows the
distribution of the reconstructed 6ET and HT . All distribu-
tions exhibit good agreement between the observed data
and the model expectations.

V. THE INCLUSIVE ASYMMETRY

A. �y in the reconstructed data

We first consider the reconstructed �y distribution and
its asymmetry as defined in Eq. (2). The �y distribution is
shown in Fig. 8, compared to the prediction for the back-
ground plus the POWHEG t�tmodel. Those bins with �y > 0
contain data points that are consistently higher than the
prediction, while in the bins with �y < 0, the data are
consistently below the prediction. This results in an inclu-
sive reconstructed asymmetry of AFB ¼ 0:063� 0:019
compared to a prediction of 0:020� 0:012. The uncer-
tainty on the data measurement is statistical only.
Table III summarizes the reconstructed asymmetry values,
with events split according to the charge of the identified
lepton, and also reports the results of Ref. [2] for compari-
son. The uncertainties scale as expected from the previous
analysis according to the increase in the number of
candidate events. When the sample is separated according
to the charge of the lepton, the asymmetries are equal

within uncertainties, as would be expected from a
CP-conserving effect.

B. Subtracting the background contributions

Approximately 20% of the selected data set is composed
of events originating from various background sources. We
remove the effect of these events by subtracting the pre-
dicted background contribution from each bin of the re-
constructed distribution. This background-subtraction
procedure introduces additional systematic uncertainty,
which is added in quadrature to the statistical uncertainty
for all background-subtracted results in this paper.
To derive this uncertainty, we start with a total prediction

containing n components (n� 1 background sources and
one signal), with each component i having an asymmetry
Ai and contributing Ni events. This leads to a total asym-
metry for the prediction of

Atot ¼
P

n
i¼1 AiNiP
n
i¼1 Ni

¼
P

n
i¼1 AiNi

Ntot

: (3)

For the ith component, we let �Ai
and �Ni

be the

uncertainties on the asymmetry and the normalization
respectively. For �Ni

, we use the predicted uncertainty of

each background component, as listed in Table II. The
uncertainty due to the finite sample size of the model for
a given background component is included as �Ai

, though

this is only appreciable for the non-W component, which is
taken from a statistically limited sideband in the data.
These uncertainties can be propagated in the usual way

by calculating derivatives and adding in quadrature, lead-
ing to the term within the summation in Eq. (4). For the
uncertainty due to background subtraction, the summation
runs over the n� 1 background components. We also
include an overall uncertainty �Abkg

as the final term,

�2
syst ¼

Xn�1

i¼1

�
N2

i

N2
n

�2
Ai
þ ðAi � AtotÞ2

N2
n

�2
Ni

�
þ �2

Abkg
: (4)

For the uncertainty �Abkg
on the overall background shape,

we substitute an alternate model for the non-W background
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FIG. 8 (color online). (top) The reconstructed �y distribution
and the inclusive reconstruction-level asymmetry compared to
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TABLE III. Measured reconstruction-level asymmetries in �y
compared to the values measured in the previous CDF analysis
[2], as well as the predicted asymmetries for the signal and
background contributions.

Predicted AFB

SM t�t 0:033� 0:011
Backgrounds �0:034� 0:013
Total prediction 0:020� 0:012

Observed AFB � stat
9:4 fb�1 5:3 fb�1

All data 0:063� 0:019 0:057� 0:028
Positive leptons 0:072� 0:028 0:067� 0:040
Negative leptons 0:055� 0:027 0:048� 0:039
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component and determine the effect on the measured
asymmetry, contributing an uncertainty of 0.002 to the
inclusive AFB result. The summation term in Eq. (4) results
in a total uncertainty of 0.008. In total, the sum of the
systematic contributions to the uncertainty is small com-
pared to the statistical uncertainty.

The �y distribution after background subtraction is
shown in Fig. 9. Because the total background prediction
is nearly symmetric, the removal of the backgrounds in-
creases the asymmetry attributable to the t�t signal. The
resulting observed asymmetry in the background-
subtracted sample is 0:087� 0:026ðstatþ systÞ compared
to the POWHEG prediction of 0:033� 0:011.

C. Correction to the parton level

The background-subtracted results provide a measure-
ment of the asymmetry due to t�t events. However, these
results are not directly comparable to theoretical predic-
tions because they include the effects of the limited accep-
tance and resolution of the detector. We correct for these
effects so as to provide parton-level results in the t�t rest
frame after radiation that can be directly compared to
theoretical predictions.

If the true parton-level binned distribution of a particular
variable is given by ~nparton, then, after background subtrac-

tion, we will observe ~nbkg sub ¼ SA ~nparton, where the di-

agonal matrix A encodes the effect of the detector
acceptance and selection requirements, while the response
matrix S describes the bin-to-bin migration that occurs in
events passing the selection due to the limited resolution of
the detector and t�t reconstruction algorithm. To recover the
parton-level distribution, the effects of S and A must be
reversed.

The 5:3 fb�1 CDF analysis [2] used simple matrix
inversion (‘‘unfolding’’) to perform the correction to

the parton level. While effective, this technique was
limited in its application because unfolding via matrix
inversion tends to enhance statistical fluctuations (due to
small eigenvalues in the migration matrix), which makes
it reliable only in densely populated distributions. This
limited the previous analysis to the extent that the deter-
mination of the functional dependencies of the asym-
metry could only use two bins of j�yj and Mt�t. In
this paper, we employ a new algorithm, also based on
matrix inversion but more sophisticated in application,
to measure more finely binned parton-level distribu-
tions, resulting in a more robust measurement of the
functional dependence of AFB on j�yj and Mt�t at the
parton level.
We first consider S, correcting for the finite resolution

of the detector using a regularized unfolding algorithm
based on singular value decomposition (SVD) [31,32].
We model the bin-to-bin migration caused by the detec-
tor and reconstruction using POWHEG. The matrix S in
�y from POWHEG is represented graphically in Fig. 10.
Along each row, the box area is proportional to the
probability that each possible measured value �ymeas is
observed in events with a given true rapidity difference
�ytrue. The matrix population clusters along the diagonal
where �ymeas ¼ �ytrue and is approximately symmetric,
showing no large biases in the �y reconstruction. Before
inverting the matrix S and applying it to the background-
subtracted data, a regularization term is introduced to
prevent statistical fluctuations from dominating the cor-
rection procedure. It is this smoothing via regularization
that allows an increase in the number of bins in the
parton-level distributions compared to the previous
analysis. Details regarding how the regularization term
is included are given in Ref. [31], but in essence, a termffiffiffi
�

p
C, where C is the second-derivative matrix
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C ¼

�1 1 0 0 . . .

1 �2 1 0 . . .

0 1 �2 1 . . .

. . . . . . . . . . . . . . .

. . . 0 1 �2 1

. . . 0 0 1 �1

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

(5)

is added to the matrix equation relating ~nparton to ~nbkg sub.

This term imposes the a priori condition that the parton-
level solution should be smooth (more precisely, the
regularization assumes that the ratio between the data dis-
tribution after acceptance cuts and the model distribution
after acceptance cuts is smooth, but given a smooth accep-
tance function and a model that is smooth at the parton
level, this is equivalent to a condition that the data be
smooth at parton level). The value of � defines how strongly
the regularization condition affects the result and is deter-
mined using the methods recommended in Ref. [31].

In the second step of the parton-level correction proce-
dure, we account for events that are unobserved due to
limited acceptance. The acceptance in each bin is derived
from the POWHEG model, as shown in Fig. 11, and these
acceptances are applied to the data as an inverse-
multiplicative correction to each bin. The acceptance is
asymmetric in �y, with backwards events passing the
selection requirements more often than forward events.
This effect is related to the pt�t

T dependence of the asymme-
try that is discussed in Sec. IX. Large pt�t

T in a given event
leads to t�t decay products that also have large pT , and thus
events with large pt�t

T pass the selection requirements more
often than events with small pt�t

T . As is shown in Sec. IX,
high-pt�t

T events are also predicted by POWHEG (and various
other SM calculations) to have a negative asymmetry. The
result is that events with a negative asymmetry are more
likely to fulfill the selection requirements, leading to the
asymmetric acceptance distribution in Fig. 11.

The SVD unsmearing and bin-by-bin acceptance cor-
rection have similarly sized impact on the final result. Both
of the corrections lead to an increase in the asymmetry. The

population of poorly reconstructed events tends to have
zero asymmetry, and thus dilutes the true asymmetry. One
effect of the unsmearing is to remove this dilution. The
acceptance correction also increases AFB because of the
asymmetric acceptance shown in Fig. 11.
The combination of these two parts of the correction

procedure allows the determination of the parton-level
distribution of �y, which is reported as a differential cross
section. This algorithm is tested in various simulated t�t
samples, including standard model POWHEG and the non-
SM samples Octet A and Octet B. Analyzing these samples
as if they are data, we measure the bias in the comparison
of derived parton-level results to the true values in the
generated samples. The POWHEG results are self-consistent
to better than 1%, and, because the NLO standard model is
assumed a priori to be the correct description of the under-
lying physics and is used to model the acceptance and
detector response, any biases observed in this case are
included as systematic uncertainties, as described below.
In the octet models, the derived distributions track the

generator truth predictions well, but small biases (gener-
ally less than 3%–4%) are observed in some of the differ-
ential asymmetry values. An example of the average
corrected distribution across a set of 10 000 simulated
experiments is shown in Fig. 12 for Octet A, with the
asymmetry as a function of j�yj for these simulated experi-
ments summarized in Table IV. We do not attempt to
correct the biases seen in the non-SM models or include
them in the uncertainty because there is no reason to
believe that these specific octet models actually represent
the real underlying physics—these models exhibit small
but significant discrepancies with the data in the Mt�t spec-
trum, a variable that has a significant effect on the t�t
reconstruction, and thus the detector response matrix. In
light of this model dependence, we emphasize that the
parton-level results need to be interpreted with some cau-
tion in relation to models that differ significantly from the
NLO standard model.
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FIG. 11 (color online). Acceptance as a function of �y as
modeled by POWHEG.
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central values for the simulated results, with the error bars
representing the 1� spread of the results.
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Because the resolution corrections can cause migration
of events across bins, the populations in the final parton-
level distributions are correlated. In all binned parton-level
distributions, the error bars on a given bin correspond to the
uncertainty in the contents of that bin, but they are not
independent of the uncertainties corresponding to other
bins in the distribution. When we calculate derived quan-
tities such as AFB, we use the covariance matrix associated
with the unsmearing procedure to propagate the uncertain-
ties correctly.

Several sources of systematic uncertainty must be ac-
counted for when applying the correction procedure. In
addition to uncertainties on the size and shape of the back-
ground prediction, there are also uncertainties related to the
signal Monte Carlo sample used to model the acceptance
and detector response. These signal uncertainties include
the size of the jet energy scale corrections [25], the amount
of initial- and final-state radiation, the underlying parton-
distribution functions [33], the modeling of color reconnec-
tion [34], and the modeling of parton showering and color
coherence.We evaluate these uncertainties by repeating the
measurement after making reasonable variations to the
assumptions that are used when modeling the detector
response. For example, to estimate the effect on our mea-
surement of uncertainty in parton shower and color coher-
ence models, we compare two detector response models,
one using the Lund string model [21] and one using the
Catani-Seymour dipole model [35]. We also include a

systematic uncertainty for the correction algorithm itself,
taking the difference between the true value in POWHEG and
the average result from the simulated experiments based on
POWHEG described above as the uncertainty resulting

from the correction procedure. The systematic uncertainties
on the inclusive AFB measurement are shown in Table V,
and the total systematic uncertainty is found to be small
compared to the statistical uncertainty. When adding the
systematic uncertainties to the covariance matrices that
result from the unfolding procedure, the systematic uncer-
tainties are assumed to be 100% correlated across all bins.
Applying the correction procedure to the data of Fig. 9

yields the distribution shown in Fig. 13, where the mea-
sured result is compared to the SM POWHEG prediction.
Both the prediction and the observed data distributions are
scaled to a total cross section of 7.4 pb, so that Fig. 13
shows the differential cross section for t�t production as a
function of �y. The measured values are summarized in
Table VI. We measure an inclusive parton-level asymmetry

TABLE IV. Average parton-level asymmetry values in 10 000
simulated experiments with Octet A.

j�yj
Average

measured AFB

Average

uncertainty

True

AFB

Inclusive 0.162 0.039 0.156

0:0 � j�yj< 0:5 0.056 0.035 0.052

0:5 � j�yj< 1:0 0.180 0.055 0.158

1:0 � j�yj< 1:5 0.316 0.078 0.295

j�yj � 1:5 0.434 0.128 0.468

TABLE V. Systematic uncertainties on the parton-level AFB

measurement.

Source Uncertainty

Background shape 0.018

Background normalization 0.013

Parton shower 0.010

Jet energy scale 0.007

Initial- and final-state radiation 0.005

Correction procedure 0.004

Color reconnection 0.001

Parton-distribution functions 0.001

Total systematic uncertainty 0.026

Statistical uncertainty 0.039

Total uncertainty 0.047
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FIG. 13 (color online). (top) The differential cross section
d�=dð�yÞ as measured in the data after correction to the parton
level compared to the SM prediction. Uncertainties include both
statistical and systematic contributions and are correlated be-
tween bins. (bottom) The difference between the data and
prediction divided by the prediction.

TABLE VI. The measured differential cross section as a func-
tion of �y. The total cross section is normalized to 7.4 pb. Errors
include both statistical and systematic contributions, and are
correlated across bins.

�y d�=dð�yÞ (pb)
� �1:5 0:13� 0:05
�1:5 to �1:0 0:36� 0:07
�1:0 to �0:5 0:95� 0:10
�0:5 to 0.0 1:66� 0:14
0.0 to 0.5 1:82� 0:13
0.5 to 1.0 1:37� 0:09
1.0 to 1.5 0:76� 0:09
� 1:5 0:35� 0:07
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of 0:164� 0:039ðstatÞ � 0:026ðsystÞ ¼ 0:164� 0:047. At
the parton level, the observed inclusive asymmetry is non-
zero with a significance of 3:5� and exceeds the NLO
prediction of POWHEG by 1:9�, where we have included
a 30% uncertainty on the prediction.

VI. THE DEPENDENCE OF THE
ASYMMETRY ON j�yj

The dependence of AFB on the rapidity difference j�yj
was studied in the 5 fb�1 analyses [2,4], but with only two
bins of j�yj. The CDF and D0 results were consistent and
showed a rise of AFB with increasing j�yj. We perform a
more detailed study of the rapidity dependence of AFB

using the full data set and improved analysis techniques.
The forward-backward asymmetry as a function of j�yj

at the reconstruction level can be derived from the data
shown in Fig. 8 according to

AFBðj�yjÞ ¼ NFðj�yjÞ � NBðj�yjÞ
NFðj�yjÞ þ NBðj�yjÞ ; (6)

where NFðj�yjÞ is the number of events in a given j�yj
binwith�y > 0 andNBðj�yjÞ is the number of events in the
corresponding j�yj bin with �y < 0. One important con-
straint on the �y dependance of the asymmetry may be
anticipated: any theory that predicts a continuous and differ-
entiable �y distribution must have AFBðj�yj¼0Þ¼0,
regardless of the size of the inclusive asymmetry.

Figure 14 shows AFBðj�yjÞ in four bins of j�yj, with the
measured values and their uncertainties listed in Table VII.
To quantify the behavior in a simple way, we assume a
linear relationship, which provides a good approximation
of both the data and the POWHEG prediction (see also
Ref. [36]). From the theoretical considerations described
above, we make the assumption AFBðj�yj ¼ 0Þ ¼ 0 and fit
the slope only. The slope ��y of the line does not corre-

spond to a specific parameter of any particular theory, but

provides a quantitative comparison of the j�yj dependence
of the asymmetry in the data and prediction. The measure-
ments of AFBðj�yjÞ in the data at the reconstruction level
are well fit by a line with a �2 per degree of freedom of
1:7=3 and a slope ��y ¼ ð11:4� 2:5Þ � 10�2, a rapidity

dependence that is nonzero with significance in excess of
4�. The predicted slope from POWHEG and the background
model is ð3:6� 0:9Þ � 10�2.
The behavior of the asymmetry as a function of j�yj is

also measured after the removal of the background contri-
bution as described previously. Figure 15 shows the distri-
bution AFBðj�yjÞ for the background-subtracted data, with
the measured values summarized in Table VIII. Systematic
uncertainties on the background-subtraction procedure are
included in the error bars. The data measurements and the
predictions are well fitted by the linear assumption, with an
observed slope of ��y ¼ ð15:5� 3:3Þ � 10�2 that exceeds

the prediction of ð5:3� 1:0Þ � 10�2 by approximately 3�.
The observed slope is larger than at the reconstruction level
owing to the removal of the background, with the signifi-
cance of the difference relative to the standard model
staying approximately the same.
The j�yj dependence of the asymmetry at the parton

level can be derived from Fig. 13 by comparing the forward
and backward bins corresponding to a given value of j�yj.
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FIG. 14 (color online). The reconstruction-level forward-
backward asymmetry as a function of j�yj with a best-fit line
superimposed. The errors on the data are statistical, and the
shaded region represents the uncertainty on the slope of the
prediction.

TABLE VII. The asymmetry at the reconstructed level as
measured in the data, compared to the SM t�t plus background
expectation, as a function of j�yj.

Data SM t�tþ Bkg:
j�yj AFB � stat AFB

0.0–0.5 0:016� 0:028 0:001� 0:005
0.5–1.0 0:055� 0:035 0:020� 0:012
1.0–1.5 0:186� 0:049 0:050� 0:021
� 1:5 0:206� 0:085 0:109� 0:030

-1CDF data - Bkg, 9.4  fb
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FIG. 15 (color online). The background-subtracted asymmetry
as a function of j�yj with a best-fit line superimposed. Error bars
include both statistical and background-related systematic un-
certainties. The shaded region represents the theoretical uncer-
tainty on the slope of the prediction.
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This parton-level AFBðj�yjÞ distribution is shown in
Fig. 16, with the asymmetries in each bin also listed in
Table IX. A linear fit to the parton-level results yields a
slope ��y ¼ ð25:3� 6:2Þ � 10�2 compared to an ex-

pected slope of ð9:7� 1:5Þ � 10�2. We use the full covari-
ance matrix (including both statistical and systematic
contributions) for the corrected AFB values when minimiz-
ing �2 in order to account for the correlations between bins
in the parton-level distribution.

VII. DEPENDENCE OF THE ASYMMETRY ON Mt �t

The dependence of AFB on the invariant mass of the t�t
system was also studied in the 5 fb�1 analyses [2,4] with
only two bins.Mt�t is correlated with the rapidity difference
�y, but because �y depends on the top-quark production
angle in addition to Mt�t, a measurement of the Mt�t depen-
dence can provide additional information about the under-
lying asymmetry relative to the AFBðj�yjÞmeasurement. In
the previous publications [2,4], the CDF and D0 measure-
ments of AFB at small and largeMt�t were consistent within
statistical uncertainties but had quite different central val-
ues, leading to an ambiguity in the comparison of the
results and their interpretation. We use the full CDF data

set and the new techniques introduced in this analysis to
clarify the dependence of AFB on Mt�t.
We start at the detector level, where we divide the data

into several mass bins and determine the number of events
with positive (NF) and negative (NB) �y in each bin, from
which we calculate the asymmetry as a function of Mt�t

according to

AFBðMt�tÞ ¼ NFðMt�tÞ � NBðMt�tÞ
NFðMt�tÞ þ NBðMt�tÞ : (7)

The Mt�t-dependent asymmetry is compared to the NLO
t�t plus background prediction in Fig. 17 and Table X.
The Mt�t spectrum is divided into intervals of 50 GeV=c2

below 600 GeV=c2 and 100 GeV=c2 intervals above
600 GeV=c2, with the final bin containing overflow events.
TheMt�t resolution across this range varies as a function of
mass, being approximately 50 GeV=c2 at the lowest
masses and increasing to near 100 GeV=c2 at very high
mass. A linear fit of the observed data has �2=Ndof ¼
1:0=5 and yields a slope of �Mt�t

¼ ð8:9� 2:3Þ �
10�4 ðGeV=c2Þ�1, which is nonzero with significance in
excess of 3�. The predicted slope at the reconstruction
level is ð2:4� 0:6Þ � 10�4 ðGeV=c2Þ�1.

TABLE VIII. The asymmetry at the background-subtracted
level as measured in the data, compared to the SM t�t expectation,
as a function of j�yj.

Data SM t�t
j�yj AFB � ðstatþ systÞ AFB

0.0–0.5 0:027� 0:034 0:009� 0:005
0.5–1.0 0:086� 0:045 0:040� 0:014
1.0–1.5 0:246� 0:063 0:074� 0:026
� 1:5 0:254� 0:124 0:113� 0:039

y|∆

F
B

A

Parton-level |
0 0.5 1 1.5 2

F
B

0

0.1

0.2

0.3

0.4

0.5

0.6
-1CDF data, 9.4 fb

-210× 6.2)± = (25.3 y∆α

 predictiontt
-210× 1.5)± = (9.7 y∆α

FIG. 16 (color online). The parton-level forward-backward
asymmetry as a function of j�yj with a best-fit line super-
imposed. Uncertainties are correlated and include both statistical
and systematic contributions. The shaded region represents the
theoretical uncertainty on the slope of the prediction.

TABLE IX. The asymmetry at the parton level as measured in
the data, compared to the SM t�t expectation, as a function of
j�yj.
Parton level Data SM t�t
j�yj AFB � stat� syst AFB

0.0–0.5 0:048� 0:034� 0:025 0:023� 0:007
0.5–1.0 0:180� 0:057� 0:046 0:072� 0:022
1.0–1.5 0:356� 0:080� 0:036 0:119� 0:036
� 1:5 0:477� 0:132� 0:074 0:185� 0:056
<1:0 0:101� 0:040� 0:029 0:043� 0:013
� 1:0 0:392� 0:093� 0:043 0:139� 0:042
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FIG. 17 (color online). The reconstruction-level forward-
backward asymmetry as a function of Mt�t with a best-fit line
superimposed. The last bin contains overflow events. The errors
on the data are statistical, and the shaded region represents the
uncertainty on the slope of the prediction.
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After removing the background contribution, Fig. 18(a)
compares the observed Mt�t distributions in forward and
backward events, with an excess of forward events in many
bins. These distributions are converted into asymmetries as
a function of Mt�t, as shown in Fig. 18(b) and summarized

in Table XI. The linear fit to the background-subtracted
asymmetries yields �2=Ndof ¼ 1:1=5 and a slope of
ð10:9� 2:8Þ � 10�4 ðGeV=c2Þ�1, with the predicted slope
being ð3:0� 0:7Þ � 10�4 ðGeV=c2Þ�1.
At the background-subtracted level, we divide the data

into two regions ofMt�t (above and below 450 GeV=c2) for
direct comparison to the 5:3 fb�1 CDF analysis [2]. The
�y distributions at high and low mass are shown in Fig. 19,
yielding asymmetries of 0:030� 0:031 for Mt�t <
450 GeV=c2 and 0:197� 0:043 for Mt�t � 450 GeV=c2,
where the uncertainties include statistical and
background-related systematic contributions. These are in
good agreement with the values from the 5:3 fb�1 analysis,
which found background-subtracted asymmetries of
�0:022� 0:043 for Mt�t < 450 GeV=c2 and 0:266� 0:62
for Mt�t � 450 GeV=c2 [2]. To check against potential
systematic effects, the behavior of the background-
subtracted asymmetry at high and low Mt�t in various sub-
sets of the data is summarized in Table XII. The Mt�t

dependence is consistent across lepton charge and lepton
type. It is consistent (within relatively large statistical
uncertainties) across single- and double-b-tagged events.
The asymmetry is larger in events with exactly four jets
than it is in events with at least five jets, an effect that is
discussed further in Sec. IX.
We determine the parton-level mass dependence of AFB

by correcting the �y and Mt�t distributions simultaneously.
To do so, we apply the unfolding procedure to a two-
dimensional distribution consisting of two bins in �y (for
forward and backward events) and four bins in Mt�t. Since
regularization makes use of the second-derivative matrix,
which is not well defined for a two-bin distribution, the
regularization constraint is applied only along the Mt�t

dimension. The resulting Mt�t distributions for forward
and backward events are shown in Fig. 20(a). These dis-
tributions are combined to determine the differential
asymmetry as a function of Mt�t shown in Fig. 20(b) and
summarized in Table XIII. The best-fit line to the
measured data asymmetries at parton level has a slope
�Mt�t

¼ ð15:5� 4:8Þ � 10�4 ðGeV=c2Þ�1 compared to the

POWHEG prediction of ð3:4� 1:2Þ � 10�4 ðGeV=c2Þ�1.

TABLE X. The asymmetry observed in the reconstructed data,
compared to the SM t�t plus background expectation, as a
function of Mt�t.

Data SM t�tþ Bkg:
Mt�t (GeV=c

2) AFB � stat AFB

<400 �0:005� 0:030 0:002� 0:006
400–450 0:053� 0:039 0:017� 0:010
450–500 0:118� 0:050 0:028� 0:012
500–550 0:152� 0:067 0:040� 0:018
550–600 0:128� 0:086 0:067� 0:025
600–700 0:275� 0:101 0:054� 0:024
� 700 0:294� 0:134 0:101� 0:042
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FIG. 18 (color online). (a) Mt�t after background subtraction in
events with positive and negative �y and (b) background-
subtracted AFB as a function of Mt�t with a best-fit line super-
imposed. The last bin contains overflow events. Error bars
include both statistical and background-related systematic un-
certainties. The shaded region in (b) represents the theoretical
uncertainty on the slope of the prediction.

TABLE XI. The asymmetry at the background-subtracted
level as measured in the data, compared to the SM t�t expectation,
as a function of Mt�t.

Data SM t�t
Mt�t (GeV=c

2) AFB � ðstatþ systÞ AFB

<400 0:003� 0:038 0:012� 0:006
400–450 0:076� 0:049 0:031� 0:011
450–500 0:149� 0:061 0:039� 0:015
500–550 0:198� 0:083 0:060� 0:022
550–600 0:156� 0:104 0:083� 0:030
600–700 0:361� 0:128 0:077� 0:028
� 700 0:369� 0:159 0:137� 0:049
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VIII. DETERMINATION OF THE SIGNIFICANCE
OF THE DEPENDENCE OF THE ASYMMETRY

ON j�yj AND Mt �t

The slopes of the linear dependencies of AFB on j�yj and
Mt�t provide a measure of the consistency between the data
and the SM prediction. We quantify this consistency in a
more rigorous manner by repeating the measurement on
large ensembles of simulated experiments generated ac-
cording to the SM prediction and determining the proba-
bilities, or p values, for observing the actual data given the
SM assumption. Each p value is defined as the fraction of
simulated experiments in which the measured slopes are at
least as large as those found in the data, �simulated

�y;Mt�t
�

�data
�y;Mt�t

.

We use the background-subtracted sample for measuring
these p values because it provides access to an asymmetry
calculation that has been corrected for background but is
still independent of the assumptions made when using a
regularized unfolding procedure to extract parton-level
information. We start from the predicted distribution at
the reconstruction level, created from the standard model
predictions of POWHEG and the various background

contributions proportioned as in Table II. The population
of each bin of this predicted distribution is fluctuated
within its uncertainty, which includes the statistical uncer-
tainty on the contents of that bin, the systematic uncertain-
ties on the various background contributions, as described
in Sec. VB above, and the theoretical uncertainty on the
POWHEG prediction.

Many systematic uncertainties may in principal simulta-
neously affect both the signal and background models.
However, the theory uncertainty is the dominant uncer-
tainty on the predicted asymmetry (0.011). As a point of
comparison, the uncertainty due to jet energy scales is only
0.0008, and the effects of correlations between uncertainties
on the t�t prediction and backgrounds are negligible. For this
reason we do not include the effect of correlations between
uncertainties on the signal and background models.
For each simulated experiment, the nominal background

prediction with the normalizations of Table II is subtracted,
and the slopes of the remaining asymmetries as a function of
j�yj and Mt�t are fit. We find p values of 2:2� 10�3 for
AFBðj�yjÞ and 7:4� 10�3 for AFBðMt�tÞ, corresponding to
2:8� and 2:4� discrepancies respectively (based on a one-
sided integration of the normal probability distribution).
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FIG. 19 (color online). The background-subtracted �y distributions for events with (a) Mt�t < 450 GeV=c2 and
(b) Mt�t � 450 GeV=c2. Error bars include both statistical and background-related systematic uncertainties.

TABLE XII. Various measured asymmetries after background subtraction, inclusively and at
small and large Mt�t.

AFB � ðstatþ systÞ
Sample Inclusive Mt�t < 450 GeV=c2 Mt�t � 450 GeV=c2

All data 0:087� 0:026 0:030� 0:031 0:197� 0:043
Positive leptons 0:094� 0:036 0:034� 0:044 0:207� 0:060
Negative leptons 0:080� 0:035 0:027� 0:043 0:186� 0:057
Exactly 1 b tags 0:100� 0:031 0:047� 0:036 0:220� 0:049
At least 2 b tags 0:037� 0:045 �0:018� 0:055 0:134� 0:073
Electrons 0:079� 0:039 0:017� 0:047 0:195� 0:062
Muons 0:094� 0:033 0:041� 0:040 0:197� 0:055
Exactly 4 jets 0:110� 0:031 0:029� 0:037 0:256� 0:049
At least 5 jets 0:033� 0:044 0:034� 0:053 0:033� 0:077
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IX. DEPENDENCE OF THE ASYMMETRYON THE
TRANSVERSE MOMENTUM OF THE t �t SYSTEM

The QCD asymmetry at NLO arises from the sum of two
different effects [1]. The interference of the 2 ! 2 LO tree-
level diagrams (upper left of Fig. 21) and the NLO box

diagrams (upper right) produces a positive asymmetry
(‘‘Born-box’’ interference), while the interference of
2 ! 3 tree-level diagrams with initial-state (lower left)
and final-state radiation (lower right) produces a negative
asymmetry (‘‘ISR-FSR’’ interference). In the latter final
state, t�t plus an additional jet, the t�t system acquires a
transverse momentum pt�t

T , while in the former case with an
exclusive t�t final state, all events have pt�t

T ¼ 0. The result-
ant SM asymmetry at NLO is therefore the sum of two
effects of different sign, with very different pt�t

T depen-
dence. The virtual effects from Born-box interference are
larger, leading to a net positive asymmetry. Recent work
has also emphasized that color coherence during the ha-
dronization process can produce a significant pt�t

T depen-
dence for the asymmetry in Monte Carlo generators that
include hadronization [4], with the degree of the pt�t

T de-
pendence varying greatly depending on the details of the
implementation of color coherence [10]. The verification
of the pt�t

T dependence of the asymmetry is therefore crucial
to understanding the reliability of the SM predictions for
AFB [4], as well as testing for possible new effects beyond
the SM.
In this section, we first compare and discuss several

predictions for AFBðpt�t
TÞ. We then compare the data to

two of these predictions (the NLO with hadronization
prediction from POWHEG and the LO with hadronization
prediction from PYTHIA), showing that the asymmetry in
the data displays the same trend with respect to pt�t

T as
observed in both POWHEG and PYTHIA, and that the excess
inclusive asymmetry in the data is consistent with a
pt�t
T-independent component.
We define the pt�t

T dependence of the asymmetry as

AFBðpt�t
TÞ ¼

NFðpt�t
TÞ � NBðpt�t

TÞ
NFðpt�t

TÞ þ NBðpt�t
TÞ
: (8)

The expected SM parton-level asymmetry is shown for
four predictions in Fig. 22. The matrix elements for
PYTHIA are LO for t�t production, with some higher-order

effects approximated through hadronization. There is es-
sentially no net inclusive asymmetry in PYTHIA due to the
underlying 2 ! 2 matrix elements in the hard-scattering
process; gluon emission during hadronization results in a
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FIG. 20 (color online). (a) The parton-level Mt�t distributions
for events with positive and negative �y and (b) the parton-level
forward-backward asymmetry as a function ofMt�t with a best-fit
line superimposed. The last bin contains overflow events.
Uncertainties are correlated and include both statistical and
systematic contributions. The shaded region in (b) represents
the theoretical uncertainty on the slope of the prediction.

TABLE XIII. The asymmetry at the parton level as measured
in the data, compared to the SM t�t expectation, as a function of
Mt�t.

Parton level Data SM t�t
Mt�t (GeV=c

2) AFB � stat� syst AFB

<450 0:084� 0:046� 0:030 0:047� 0:014
450–550 0:255� 0:062� 0:034 0:090� 0:027
550–650 0:370� 0:084� 0:087 0:117� 0:035
� 650 0:493� 0:158� 0:110 0:143� 0:043
<450 0:084� 0:046� 0:030 0:047� 0:014
� 450 0:295� 0:058� 0:033 0:100� 0:030

FIG. 21. Interfering q �q ! t�t (top) and q �q ! t�tj (bottom)
diagrams.

MEASUREMENT OF THE TOP QUARK FORWARD-BACKWARD . . . PHYSICAL REVIEW D 87, 092002 (2013)

092002-17



negative asymmetry for nonzero pt�t
T events, leaving a posi-

tive asymmetry in the low-pt�t
T region.

The other three curves suggest a different behavior for
the pt�t

T dependence at NLO. The MCFM calculation uses
NLO matrix elements for t�t production, and includes both
the Born-box and ISR-FSR interference terms, with the
result being a parton-level output with two partons (t�t) or
three partons (t�t plus a gluon) in the final state. In MCFM,
events produced by the virtual matrix elements with Born-
box interference have pt�t

T ¼ 0 and a positive asymmetry,
while events produced by the real matrix elements describ-
ing gluon radiation have nonzero pt�t

T and a negative asym-
metry. POWHEG has the same NLO matrix elements as
MCFM, with additional higher-order effects approximated

through hadronization performed by PYTHIA. The addi-
tional radiation from the hadronization process results in
a migration of events in pt�t

T and thus a moderation of the
otherwise bimodal pt�t

T behavior observed in MCFM.
The POWHEG prediction with PYTHIA hadronization can

be partially checked against a recent NLO calculation for t�t

production in association with an extra energetic jet (p
jet
T >

20 GeV=c and j�jetj< 2:0) [37] shown as ‘‘t�tþ jet.’’ This

calculation has a Born-level final state with three partons
(t�t plus a gluon), and thus it is most relevant for comparison
to the other predictions at high pt�t

T . It contains virtual
matrix elements for the t�tþ jet final state as well as real
corrections from final states with t�t and two extra jets. The
negative asymmetry observed in the tree-level prediction
for t�tþ jet (as shown in MCFM at high pt�t

T) is reduced with
the full NLO calculation of this final state. In the high-pt�t

T

region, we see that the POWHEG predictions are in good
agreement with those from the NLO t�tþ jet calculation.

In Fig. 4 we show that the reconstructed pt�t
T spectrum in

the data is well reproduced by the t�t signal and background
model simulations. Building on this, we study the pt�t

T

dependence of the asymmetry in the data. Figure 23 shows

AFBðpt�t
TÞ for the data after background subtraction com-

pared to predictions from POWHEG (hadronized with
PYTHIA) and from PYTHIA. The trends of the parton-level

curves in Fig. 22 are reproduced: the LO prediction has a
steady drop, while the NLO prediction tends to zero or
slightly below. The data show a clear decrease with pt�t

T , but

lie above the models. We investigate this using the ansatz
that the data contain an additional source of asymmetry
that is independent of pt�t

T . In this case, because independent

asymmetries are additive, it should be possible to normal-
ize the model predictions to the data by adding a constant
offset �A that is equal to the excess observed inclusive
asymmetry in the data.
We test this ansatz using the color-octet model Octet A

(implemented in MADGRAPH with hadronization performed
by PYTHIA) described at the end of Sec. II. In this LO
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model, the octet physics induces a pt�t
T-independent inclu-

sive t�t asymmetry 0.106 at the background-subtracted level
(we neglect very small statistical uncertainties in these
large Monte Carlo samples). We wish to compare the pt�t

T

dependence of this asymmetry to the LO PYTHIA model,
which has a background-subtracted asymmetry of�0:021.
The inclusive difference is �AOct ¼ 0:127. If the excess
asymmetry in Octet A is independent of pt�t

T , we expect that
Apythia

FB ðpt�t
TÞ þ�AOct reproduces satisfactorily AOctet A

FB ðpt�t
TÞ.

Figure 24 shows this test in the simulated samples, with
the pt�t

T-dependent behavior of Octet A being described well
by the addition of the constant normalization factor �AOct

to Apythia

FB ðpt�t
TÞ.

We use this procedure to normalize the AFBðpt�t
TÞ models

of POWHEG and PYTHIA to the total inclusive asymmetry

observed in the data. Since this artificial procedure adjusts
the mean values such that they are exactly equal, we do not
assign uncertainties to the offsets. The asymmetry after
background subtraction is 0.087 in the data, 0.033 in NLO
POWHEG (Table III), and�0:021 in LO PYTHIA, resulting in

offset terms �ANLO ¼ 0:054 and �ALO ¼ 0:108.
The normalized AFBðpt�t

TÞ models are compared to the
data in Fig. 25. Within the experimental uncertainties, the
AFBðpt�t

TÞ behavior of the data is described well by both
models. We conclude that the excess asymmetry in the data
is consistent with being independent of pt�t

T .
Finally we note the connection between pt�t

T and jet
multiplicity. In events with one or more extra energetic
jets, we expect the t�t system to have large pt�t

T due to recoil
against these additional jets. In Table XII a difference was
noted in the asymmetry measurements at the background-
subtracted level between events with exactly four jets and
at least five jets. Rephrasing this in terms of pt�t

T , we find
that the mean pt�t

T in five-jet events is 34:4� 0:6 GeV=c
compared to 18:6� 0:3 GeV=c in events with only four
jets. The smaller asymmetry in events with extra jets is
seen to be consistent with the observed AFBðpt�t

TÞ behavior.

X. CONCLUSIONS

We study the forward-backward asymmetry AFB in top-
quark pair production using the full CDF Run II data set.
Using the reconstructed t�t rapidity difference in the detector
frame, after removal of backgrounds, we observe an inclu-
sive asymmetry of 0:063� 0:019ðstatÞ compared to
0:020� 0:012 expected from the NLO standard model
(with both QCD and electroweak contributions). Looking
differentially, the asymmetry is found to have appro-
ximately linear dependence on both j�yj and Mt�t, as ex-
pected for the NLO charge asymmetry, althoughwith larger
slopes then the NLO prediction. The probabilities to ob-
serve the measured values or larger for the detector-level
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dependencies are 2:8� and 2:4� for j�yj and Mt�t

respectively.
The results are corrected to the parton level to find the

differential cross section d�=dð�yÞ, where we measure an
inclusive parton-level asymmetry of 0:164� 0:047ðstatþ
systÞ. The asymmetries and their functional dependencies
at the three stages of the analysis procedure are summa-
rized in Fig. 26 and Table XIV.

We also study the dependence of AFB on the transverse
momentum of the t�t system. We find a significant momen-
tum dependence that is consistent with either of the LO or
NLO predictions, and evidence that the excess asymmetry
is independent of the momentum.

This new measurement of the top-quark production
asymmetry serves as a means to better understand
higher-order corrections to the standard model or potential
effects from non-SM processes.
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APPENDIX A: VALIDATION OF CHARGE
ASYMMETRY MEASUREMENTS WITH THE

CDF II DETECTOR

With a p �p initial state and a t�t final state that are
symmetric under charge conjugation, the forward-
backward asymmetry is equivalent to a charge asymmetry.

The asymmetry measurements rely crucially on measure-
ment of the lepton charge to determine the charges of all
reconstructed particles in the t�t final state. This is particu-
larly important when the lepton pT is large, as large Mt�t is
correlated with large-lepton-pT events, in which the deter-
mination of the lepton charge is more challenging. It is
therefore important to verify that the lepton-charge deter-
mination is modeled correctly over the lepton pT and �
ranges pertinent to the t�t measurements.
We do this in the large sample of CDF events containing

a W boson and only one observed hadronic jet. In addition
to an abundant, low-background signal, this sample fea-
tures a well-understood, lepton-pT-dependent asymmetry
in the direction of motion of the lepton from the W-boson
decay, which is used to gauge the charge measurement. We
measure the asymmetry in the observable q � �lep, where q

is the lepton charge and �lep is the pseudorapidity of the

lepton. At low lepton pT , the asymmetry is positive and
dominated by asymmetric contributions to the proton
parton-distribution function from u and d quarks, while
at large lepton pT , the asymmetry is negative and domi-
nated by effects from the electroweak decay of the W
boson. We compare the data and prediction for the leptonic
asymmetry over the relevant ranges of lepton pT and �lep

to test whether we reproduce the known SM asymmetries
in this important control region. As in the analysis of the t�t

TABLE XIV. The measured inclusive forward-backward asymmetry and the best-fit slopes for AFBðj�yjÞ and AFBðMt�tÞ at the
different levels of correction. The uncertainties include the statistical uncertainties and the appropriate systematic uncertainties for
each correction level as discussed in the text.

Inclusive Slope Slope

Correction level AFB ��y �Mt�t

Reconstruction 0:063� 0:019 ð11:4� 2:5Þ � 10�2 ð8:9� 2:3Þ � 10�4 ðGeV=c2Þ�1

Background subtracted 0:087� 0:026 ð15:5� 3:3Þ � 10�2 ð10:9� 2:8Þ � 10�4 ðGeV=c2Þ�1

Parton 0:164� 0:047 ð25:3� 6:2Þ � 10�2 ð15:5� 4:8Þ � 10�4 ðGeV=c2Þ�1
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signal sample, SM W þ jet production is modeled using
the ALPGEN generator [27].

The lepton selection in this sample is the same as that for
t�t candidate events. We require there to be only one ob-
served hadronic jet, for which no b-tag requirement is
applied. We also release the HT requirement for this sam-
ple. Finally, we introduce a new variable, the minimum
W-boson mass. We add the four-momenta of the identified
lepton and the ‘‘neutrino,’’ which is defined to be a mass-
less particle with the x and y components of momentum

given by the ~6ET , and the z component chosen to minimize
the total mass of the leptonþ neutrino system. We require
this mass to exceed 20 GeV=c2, removing most of the
non-W contribution to this data sample. After applying
this selection, we have approximately 800 000 total data
events.

The lepton pT in the W þ 1 jet sample is given in
Fig. 27. Good agreement with the prediction is seen over

the entire spectrum. Compared to the lepton pT in t�t decays
shown in Fig. 6, this distribution is softer, but it still
provides sufficient precision in the high-lepton-pT region
relevant to the t�t sample. Figure 28 shows the asymmetries
in q � �lep as a function of j�lepj and lepton pT . Across the

entire spectrum, the asymmetry is measured with good
accuracy and is in excellent agreement with the SM pre-
diction. The biggest difficulty with the comparison is the
uncertainty due to model sampling at very large j�lepj and
lepton pT .
In t�t events, lepton pT is correlated withMt�t, with higher

mass t�t pairs leading to larger lepton pT . Therefore, in the
context of AFBðMt�tÞ, where a large asymmetry is observed
at high mass, we are particularly interested in events with
high lepton pT . The measured asymmetries in two bins of
lepton pT are given in Table XV for direct comparison to
the SM prediction. In the context of AFBðj�yjÞ, we also list
the asymmetries for two bins of j�lepj in Table XVI.

Excellent agreement to within 1% is found between the
data and the prediction in all regions of lepton pT and �lep

using this high-precision control sample, supporting con-
fidence in the understanding and modeling of the detector’s
lepton charge reconstruction.

APPENDIX B: COVARIANCE MATRICES
FOR THE PARTON-LEVEL RESULTS

The unfolding procedure used to determine the parton-
level results presented in this paper corrects for migrations
of events between bins. In doing so, it introduces correla-
tions between bins in the measured results, as each
‘‘detector-level event’’ affects multiple bins at the parton
level. Proper error treatment requires the use of a covariance
matrix to describe these correlations. This is particularly
important when measuring quantities that involve multiple
bins, such as the linear fits discussed in themain body of the
paper. In Table XVII, we provide the eigenvalues and
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FIG. 28 (color online). The forward-backward asymmetry in q � �lep at the detector level as a function of (a) j�lepj and (b) lepton pT

in events with a W boson and only one observed jet. The error bars on the data include only a statistical contribution, with the
uncertainty on the SM prediction shown as a band around the predicted asymmetry. The last bin contains overflow events.

TABLE XV. The q � �lep asymmetry in the W þ 1 jet sample,
compared to SM expectations, for small and large lepton pT .

Lepton

pT < 60 GeV=c
Lepton

pT � 60 GeV=c

Observed data 0:083� 0:001 �0:009� 0:004
SM prediction 0:089� 0:004 �0:001� 0:013
Data minus prediction �0:006� 0:004 �0:008� 0:014

TABLE XVI. The q � �lep asymmetry in theW þ 1 jet sample,
compared to SM expectations, for small and large j�lepj.

j�lepj< 0:75 j�lepj � 0:75

Observed data 0:059� 0:001 0:124� 0:002
SM prediction 0:063� 0:005 0:134� 0:008
Data minus prediction �0:004� 0:005 �0:010� 0:008
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eigenvectors of the covariance matrix for the parton-level
differential cross section measurement. Tables XVIII and
XIX display the same information for the parton-level
measurements of AFBðjdyjÞ and AFBðMt�tÞ respectively.

The bins are the same as those described in Tables VI, IX,
and XIII. The covariance matrices include both statistical
and systematic contributions, with the systematics uncer-
tainties assumed to be 100% correlated across bins.
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