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Fig. 2 Mne

receive message bits from an information source 110
perform channel coding on the message bits using an irregular repeat accumulate (IRA)
encoder to generate parity bits 115

!

serialize the parity bits to generate a serial stream q 116
expand each bit g; of the stream q to generate an A-bit word, thus producing a stream Q

of A-bit words 117

Y

scale a stream S of channel state values to obtain a stream of scaled values 120
add a stream D of dither values to the stream of scaled values in order to generate a
stream of intermediate values 125

Y

operate on the words of the stream Q to obtain a stream G of modified words, where this
operation includes adding one or more binary control streams to a number of the A
substreams of the stream Q, where the control streams are generated as the output of a
trellis coded quantization in response to an input vector b 130

Y

perform pulse amplitude modulation (PAM) based on the stream G of modified words to
obtain a modulated signalu 135

) J

subtract the stream of intermediate values from the signal u to obtain a stream X of
difference values, where the input vector b, used to generate the control streams, is
optimized so that the power associated with the stream X of difference values is
minimized (or approximately minimized) 140
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Fig. 4
Mnb
¥
receive values of the input signal Y from channel
310
END
Y A
scale the received values to generate scaled values
315
— determine an estimate for the message
bits from the feedback information —
A4
. . Ioyur 360
add dither values respectively to the scaled values

to generate intermediate values 320

/

perform check node decoding (CND)
on the feedback information I, cnp to
determine the feedback information

perform a decoding operation (e.g., based on
BCJR) on the intermediate values using feedback |
information Is acc to determine feedforward

information Ijoin: 325 Inace 355
\ 4 .
; A permute the feedback information
subtract the .feedbacl? information I AACC from the It vop to determine the feedback
feedforward 19format19n Lioin: to obtain feedforward information I, ap 350
information Ig acc 327 ? ’

subtract the permuted information
I ynp from the feedback information
Iour to obtain feedback information
Ievap 345

Y
perform check node decoding (CND) on the
feedforward information Ig acc and feedback
information I cnp to generate feedforward
information Ienp; 330 VES

342 o

y

subtract the feedback information I onp from the

feedforward information Icnp; to obtain
feedforward information [gcnp 335

A

perform variable node decoding

_| (VND) on the permuted information
" | Iovnp to obtain feedback information
Iour 340

permute the feedforward information Ig cnp to
obtain permuted information I wwp 337
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receive message bits from an information
source 510

I
y

perform channel coding on the message bits
using an irregular repeat accumulate (IRA)
encoder to generate parity bits 515

serialize the parity bits to generate a serial
stream gp 516

Y

Fig. 6

Mse

expand each bit of the stream qp to generate an
A-bit word, thus producing a stream Qp of A-
bit words 517

Y

scale a stream S of channel state values to

obtain a stream of scaled values 520

subtract the stream of intermediate values from
the signal u to obtain a stream X of difference

values, where the input vector bs and the input
vector bp, used to generate the control streams,
are optimized so that the power associated with
the stream X of difference values is minimized

(or approximately minimized) 555

v

add a stream D of dither values to the stream of
scaled values in order to generate a stream of
intermediate values 525

A

generate a signal u by concatenating the signal
ug and the signal up 550

Y

!

operate on the words of the stream Qp to obtain
a stream Gp of modified words, where the
operation includes adding one or more binary
control streams to a number of the A
substreams of the stream Qp, where the one or
more control streams are generated as the
output of a first trellis coded quantization in
response to an input vector bp 530

perform pulse amplitude modulation based on
the stream Gg of modified words to obtain a
modulated signal ug 547

i

Y

perform pulse amplitude modulation (PAM)
based on the stream Gp of modified words to
obtain a modulated signal up 535

operate on the words of the stream Qs to obtain
a stream Gg of modified words, where the
operation includes adding one or more binary
control streams to a number of the A
substreams of the stream Qg, where the one or
more control streams are generated as the
output of a second trellis coded quantization in
response to an input vector bg 545

!

A
|

serialize the message bits to obtain a serial
stream qs 537

expand each of the message bits of the stream

—» 5 to generate a corresponding A-bit word, thus

producing a stream Qg of A-bit words 340
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receive values of the input signal Y from channel
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scale the received values to generate scaled values
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v

add dither values respectively to the scaled values
to generate intermediate values 715
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END
A

determine an estimate for the message
bits from the information Iy 755

perform a decoding operation on a parity portion of
the intermediate values using feedback information

perform check node decoding (CND) on
the feedback information I cnp to

I4 accto determine feedforward information Ligin:
720

determine the feedback information I acc
745

i

Y

subtract the feedback information Is acc from the
feedforward information Ijen to obtain feedforward
information [gacc 723

Y

permute the feedback information Ig ynp
to determine the feedback information
laoxo 742

Y

perform check node decoding (CND) on the

feedforward information Ig scc and feedback

information I cnp to generate feedforward
information ICND] m

Y

subtract the feedback information I cxp from the
feedforward information Icnp; to obtain
feedforward information Igcxnp 727

Y

permute the feedforward information I cxp to
obtain permuted information I, yap 730

Y

perform a decoding operation on a systematic
portion of the intermediate values using feedback
information I, Tcqz and encoder structure
information to determine feedforward information
L 732

subtract the information [ ynp from the
feedback information Iy to obtain
feedback information Iz ynp 740
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perform variable node decoding on the
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1
SOURCE-CHANNEL APPROACH TO
CHANNEL CODING WITH SIDE
INFORMATION

PRIORITY DATA

This application claims the benefit of U.S. Provisional
Application No. 60/782,416, filed on Mar. 15, 2006, entitled
“Near-capacity Dirty-paper Code Design: A Source-Channel
Coding Approach”, invented by Sun, Liveris, Stankovi¢ and
Xiong, which is hereby incorporated by reference in its
entirety.

FIELD OF THE INVENTION

The present invention relates to the field of information
encoding/decoding, and more particularly to systems and
methods for addressing the so-called “dirty paper” coding
problem.

DESCRIPTION OF THE RELATED ART

The notation “[n]” is used repeatedly in this specification
and is to be interpreted as a reference to the n” document in
the list of references appearing at the end of this specification.

Communicating over side-information channels consti-
tutes a powerful paradigm that is built upon the framework of
channel coding with side information (CCSI), where the
channel state is known only to the encoder as side informa-
tion. CCSI has recently generated a lot of interest due to its
application to data-hiding, preceding for interference chan-
nels, coding for MIMO broadcast channels, and transmitter
cooperation in ad hoc networks. However, although the
capacity results obtained by Gelfand and Pinsker [8] and by
Costa in the special case of the so-called problem of “writing
on dirty paper” [5] have been known for more than 20 years,
practical approaches to CCSI did not appear until 1999.

The general framework of CCS], described by Gelfand and
Pinsker [8], is shown in FIG. 1. A transmitter wishes to
communicate messages to a receiver over a noisy channel.
Thus, the transmitter sends encoded messages, me{l, . . .,
M}, over a memoryless channel defined by the transition
probabilities p(ylx,s), where X and Y are the channel input
and output, respectively, and the independent identically dis-
tributed (i.i.d.) random variable S is the state of the channel
(side information) known non-causally to the encoder but not
to the decoder. X and Y are related by

Y=X+S+Z (€8]

where Z is the noise in the channel. Based on the selected
message m and the state of the channel S, the encoder sends
codeword X which satisfies the power constraint E[w(X,
S)I=P,, with w(*,*) being the cost measure. The achieved
transmission rate is then R=log, M.

The capacity is given by [8] as

Ct = r(nax [{U; Y)=1U; S,

pluxls)

@

where U is an auxiliary random variable such that two
Markov chains Y—=(X,S)—=U and Y—(U,S)—X hold, and
E[w(X,S)]=Py.

CCSI in general suffers capacity loss when compared to
channel coding with side information available at both the
encoder and the decoder. However, when Z is i.i.d. Gaussian

15

20

50

55

60

2

random variable with variance P, we have the famous dirty-
paper coding problem [5] without capacity loss, i.e.,

Cr = %logz(l + %) ®

Costa’s proof [5], which shows the existence of capacity-
achieving random binning schemes, is non-constructive.
Thus, it does not provide any indication about practical code
construction. Zamir et al. [23] suggested an algebraic binning
scheme based on nested lattice codes and showed that the
scheme approaches the capacity in (3) as the dimensionality
of'the employed lattices approaches infinity. However, nested
lattice coding requires a joint source-channel code design,
typically with the same dimensional coarse lattice source
code and fine lattice channel code, which are difficult to
implement in high dimensions.

The first practical dirty-paper code was developed by Chen
and Wornell under the name of quantization index modula-
tion [2]. Eggers et al. [6] proposed a scalar Costa scheme for
information embedding. Yu et al. [22] employed trellis-coded
quantization (TCQ) [10] as the source code and trellis-coded
modulation (TCM) [16] as the channel code. These dirty-
paper coding schemes perform several dB away from the
capacity. Another implementation using turbo-coded trellis-
based construction was designed by Chou et al. [3]. However,
the employed TCQ source code is significantly weakened due
to its coupling with turbo code, resulting in dimensional
mismatch [ 18] between the source code and the channel code.
Indeed, at a transmission rate of 1.0 bit per sample (b/s), the
design of [3] performs 2.02 dB away from the capacity.

The designs above do not perform well at low rate where
the dirty-paper code design is more challenging due to mag-
nification of the granular loss of the source code (see [18]).
Recent works by Erez and ten Brink [ 7] and by Bennatan et al.
[1] target at the low rate regime. However, the code designs in
[7][1] still show a 1.3 dB gap from the capacity-achieving
signal-to-noise ratio (SNR) at 0.25 b/s.

SUMMARY

In one set of embodiments, a method for encoding data
may involve: performing channel coding on a set of message
bits using an irregular repeat accumulate (IRA) encoder in
order to generate parity bits; expanding the parity bits to
obtain a stream of parity words; operating on the stream of
parity words to obtain a stream of modified parity words,
where said operating includes adding one or more binary
control streams to corresponding bit positions of the stream of
parity words, where the one or more binary control streams
are outputs of a trellis coded quantization in response to an
input vector b; performing pulse amplitude modulation based
on the stream of modified parity words to obtain a modulated
signal u; subtracting a scaled and dithered version of a chan-
nel state signal from the modulated signal u to obtain a dif-
ference signal X; where the input vector b has been selected
so that the difference signal X satisfies a power constraint.

In another set of embodiments, a method for recovering
message bits from a received is signal may involve: (a) per-
forming a trellis decoding operation on a scaled and dithered
version of a received signal using first feedback information
to determine first feedforward information, wherein the trellis
decoding operation is over a joint trellis corresponding at
least to an accumulator portion of an IRA encoder and a trellis
coded quantization; (b) subtracting the first feedback infor-
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mation from the first feedforward information to obtain sec-
ond feedforward information; (¢) performing check node
decoding on the second feedforward information and second
feedback information to generate third feedforward informa-
tion, where the check node decoding corresponds to check
nodes of the IRA encoder; (d) subtracting the second feed-
back information from the third feedforward information to
obtain fourth feedforward information; (e) performing vari-
able node decoding on a permuted version of the fourth feed-
forward information to obtain third feedback information,
where the variable node decoding corresponds to variable
nodes of the IRA encoder; (f) subtracting the permuted ver-
sion of the fourth feedforward information from the third
feedback information to obtain fourth feedback information,
where the second feedback information is a permuted version
of the fourth feedback information; (g) performing check
node decoding on the second feedback information to deter-
mine the first feedback information, where the check node
decoding corresponds to the check nodes of the IRA encoder;
(h) repeating (a) through (g) a number of times until a termi-
nation condition is achieved; and (i) generating an estimate
for the message bits from the third feedback information.

In yet another set of embodiments, a method for encoding
data may involve: performing channel coding on a set of
message bits using an irregular repeat accumulate (IRA)
encoder in order to generate parity bits; expanding the parity
bits to obtain a stream of parity words; operating on the
stream of parity words to obtain a stream of modified parity
words, where said operating includes adding one or more
binary control streams to corresponding bit positions of the
stream of parity words, where the one or more first binary
control streams are outputs of a first trellis coded quantization
in response to an input vector b,; performing a first pulse
amplitude modulation based on the stream of modified parity
words to obtain a modulated signal u,; expanding the mes-
sage bits to obtain a stream of expanded words; operating on
the stream of expanded words to obtain a stream of modified
expanded words, where said operating includes adding one or
more additional binary control streams to corresponding bit
positions of the stream of expanded words, where the one or
more additional binary control streams are outputs of a sec-
ond trellis coded quantization in response to an input vector
bs; performing a second pulse amplitude modulation based
on the stream of modified expanded parity words to obtain a
modulated signal ug; generating a signal u from the modu-
lated signal u, and the modulated signal ug; subtracting a
scaled and dithered version of a channel state signal from the
signal u to obtain a difference signal X; where the input
vectors b, and bg have been selected so that the difference
signal X satisfies a power constraint.

Inyet another set of embodiments, a method for recovering
message bits from a received signal may involve: (a) perform-
ing a first trellis decoding operation on a parity portion of a
scaled and dithered version of a received signal using first
feedback information to determine first feedforward informa-
tion, wherein the first trellis decoding operation is over a joint
trellis corresponding at least to an accumulator portion of an
IRA encoder and a first trellis coded quantization; (b) sub-
tracting the first feedback information from the first feedfor-
ward information to obtain second feedforward information;
(c) performing check node decoding on the second feedfor-
ward information and second feedback information to gener-
ate third feedforward information, where the check node
decoding corresponds to check nodes of the IRA encoder; (d)
subtracting the second feedback information from the third
feedforward information to obtain fourth feedforward infor-
mation; (e) performing variable node decoding on a permuted
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version of the fourth feedforward information to obtain third
feedback information and fourth feedback information,
where the variable node decoding corresponds to variable
nodes of the IRA encoder; (f) subtracting the permuted ver-
sion of the fourth feedforward information from the fourth
feedback information to obtain fifth feedback information,
where the second feedback information is a permuted version
of'the fifth feedback information; (g) performing check node
decoding on the second feedback information to determine
the first feedback information, where the check node decod-
ing corresponds to the check nodes of the IRA encoder; (h)
performing a second trellis decoding operation on a system-
atic portion of a scaled and dithered version of the received
signal using the third feedback information to determine fifth
feedforward information, wherein the second trellis decoding
operation is over a joint trellis corresponding at least to a
second trellis coded quantization; (i) subtracting the third
feedback information from the fifth feedforward information
to obtain sixth feedforward information, wherein said per-
forming variable node decoding uses the sixth feedforward
information; (j) repeating (a) through (i) a number of times
until a termination condition is achieved; and (k) generating
an estimate for the message bits from the fourth feedback
information.

A combined source-channel coding approach to CCSI
(e.g., dirty-paper coding) is presented herein. In one set of
embodiments, in addition to channel coding, strong source
coding is employed to satisfy the power constraint due to the
presence of encoder side information. To synergistically
combine a strong source code and a strong channel code
together, we follow a simple design philosophy of picking a
strong source code first and then focusing on designing near-
capacity channel codes. Specifically, we present practical
code designs using TCQ, in conjunction with both non-sys-
tematic and systematic irregular repeat-accumulate (IRA)
codes. (For more information on TCQ), please refer to [10].
For more information on IRA codes, please refer to [9]).

We endeavor to achieve as much granular gain as possible
from TCQ. The aim of IRA coding then is to approach the
capacity of the equivalent modulo lattice channel induced by
TCQ.

We tackle the problem of designing efficient IRA codes for
the TCQ-induced (modulo lattice) channel, whose memory
increases with that of TCQ. The performance of TCQ is not
compromised and the end results are CCSI codes (e.g., dirty-
paper codes) with better performance at lower complexity.
For example, at 0.25 b/s, one of our code designs (with 1024-
state TCQ) performs only 0.83 dB away from the capacity. We
are thus approaching the limit of dirty-paper coding.

We design IRA codes for the TCQ-induced channel using
advanced tools such as EXIT charts. For more information on
EXIT charts, please refer to [15]. (EXIT is an acronym for
extrinsic information transfer.)

BRIEF DESCRIPTION OF THE DRAWINGS

The following detailed description makes reference to the
accompanying drawings, which are now briefly described.

FIG. 1 illustrates the general framework of channel coding
with side information (CCSI).

FIG. 2 illustrates one embodiment of a method M, for the
encoding of message information. The method M, involves
both trellis-coded quantization (TCQ) and irregular repeat
accumulate (IRA) encoding.
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FIG. 3 illustrates one embodiment of a system S, for
encoding message information that involves both trellis-
coded quantization (TCQ) and irregular repeat accumulate
(IRA) encoding.

FIG. 4 illustrates one embodiment of an iterative method
M, for recovering message information from received sig-
nal information.

FIG. 5 illustrates one embodiment of a system S,,, for
recovering message information from received signal infor-
mation.

FIG. 6 illustrates one embodiment of a method Mg for
encoding message information that involves both a system-
atic portion and a parity portion.

FIG. 7 illustrates one embodiment of a system S for
encoding message information that involves both a system-
atic portion and a parity portion.

FIG. 8 illustrates one embodiment of a method Mg, for
recovering message information from received signal infor-
mation that involves both a systematic portion and a parity
portion.

FIG. 9 illustrates one embodiment of a system S, for
recovering message information from received signal infor-
mation that involves both a systematic portion and a parity
portion.

FIG. 10 is a table illustrating the modulo loss SNR,, for
TCQ of different numbers of states and the predicted total
performance loss ASNR in embodiments of our dirty-paper
code designs, assuming the packing loss SNR, from IRA
codes is 0.34 dB and a target rate of C*=0.25 b/s.

FIG. 11 is block diagram of one embodiment of a dirty-
paper encoder based on TCQ and the non-systematic IRA
code.

FIG. 12 is a block diagram of one embodiment of a decoder
with TCQ and the non-systematic IRA code.

FIG. 13 illustrates VND (variable node decode) EXIT
charts with different variable node degrees and with 256-state
TCQ.

FIG. 14 illustrates EXIT charts of the non-systematic IRA
code at SNR=-2.844 dB with K=60,000 and N=240,000 and
with 256-state TCQ.

FIG. 15 illustrates EXIT charts of the non-systematic IRA
code at SNR=-2.993 dB with K=22,500 and N=90,000 bits
and with 1024-state TCQ.

FIG. 16 is a block diagram of one embodiment of a dirty-
paper encoder based on TCQ and the systematic IRA code.

FIG.17 is a block diagram of one embodiment of a decoder
with TCQ and the systematic IRA code.

FIG. 18 illustrates EXIT charts of the systematic IRA code
at SNR=-2.844 dB with K=60,000 and N=180,000. Both
TCQ, and TCQ, have 256 states.

FIG. 19 illustrates EXIT charts of the systematic IRA code
at SNR=-2.945 dB with K=30,000 and N=90,000 bits. TCQ,
has 512 states and TCQ, has 1024 states.

FIG. 20 is a PDF of quantization error X with the 256-state
TCQ in embodiments of our dirty-paper code designs,
together with a Gaussian PDF.

While the invention is described herein by way of example
for several embodiments and illustrative drawings, those
skilled in the art will recognize that the invention is not
limited to the embodiments or drawings described. It should
be understood, that the drawings and detailed description
thereto are not intended to limit the invention to the particular
form disclosed, but on the contrary, the intention is to cover all
modifications, equivalents and alternatives falling within the
spirit and scope of the present invention as defined by the
appended claims. The headings used herein are for organiza-
tional purposes only and are not meant to be used to limit the
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scope ofthe description or the claims. As used throughout this
specification, the word “may” is used in a permissive sense
(i.e., in the sense of “having the potential to”), rather than in
the mandatory sense (i.e., in the sense of “must”). Further-
more, the phrase “A includes B” is used to mean “A includes
B, but is not limited to B”.

DETAILED DESCRIPTION

In one set of embodiments, a method M, for encoding
data may involve the following actions/operations as illus-
trated in FIG. 2. The method M, may be performed by a
processor (or a set of processors) which is configured to read
program instructions from a memory and execute the pro-
gram instructions. Thus, the method M, may be encoded in
the program instructions.

At 110, the processor receives message bits (e.g., in the
form of a K-bit word, where K is a positive integer) from an
information source. The type of information provided by the
information source is not limited. Typical examples of types
of information that may be provided include audio, image,
video, text, physical measurements, stock market data, covert
intelligence data, etc.

At 115, the processor performs channel coding on the
message bits using an irregular repeat accumulate (IRA)
encoder in order to generate parity bits. In one embodiment,
the IRA encoder may have the structure illustrated in FIG. 11.
Please refer to the section below entitled “TCQ Plus Non-
Systematic IRA Code Design” for information on how to
design at least one embodiment of the IRA encoder.

At 116, the processor serializes the parity bits generated by
the IRA encoder in order to generate a serial stream g.

At 117, the processor expands each bit g, of the stream q to
generate an A-bit word, where A is an integer greater than one.
(For example, in one embodiment, A equals 4.) If the bit g,
equals one, the generated word has all ones. If the bit g, equals
zero, the generated word has all zeros. Thus, the stream q is
converted into a stream of words. The stream of words is
denoted Q. The stream Q can be viewed as having A single-bit
substreams which are denoted Q*, Q, . .., Q. The substream
Q' is composed of the i bit of each word in the stream Q.

At 120, the processor scales a signal S to obtain a scaled
signal. The signal S represents information about the state of
the channel, and thus, may be referred to herein as the channel
state signal. (It is assumed that the signal S and a noise signal
Z are added to the signal X as part of the channel. See FIGS.
1 and 11.) The channel state signal S may be provided to the
processor as a discrete-time signal, i.e., as a stream of channel
state values. Thus, the processor may scale the stream of
channel state values to obtain a stream of scaled values. The
scaling operation may involve multiplying each channel state
value of the signal S by scaling factor a. In one embodiment,
the scaling factor o may be set equal to the mean square error
(Mgz)-optimal

Py SNR

“= P +P, SNR+1L

where P is the power limit on the signal X, P, is the variance
of'the noise signal Z, and SNR is P,/P..

At 125, the processor adds a dither signal D to the scaled
signal in order to generate an intermediate signal. In particu-
lar, the processor adds values of the dither signal to values of
the scaled signal, respectively, in order to generate values of
the intermediate signal. The values of the dither signal may be
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random values. In some embodiments, the dither values may
be uniformly distributed over the Voronoi region of the quan-
tizer. In one embodiment, the dither values may be generated
(or computed) as described in the section below entitled
“CCSI using TCQ and IRA codes”. The mean of the dither
values may be zero.

At 130, the processor operates on the words of the stream
Q to obtain a stream G of modified words. This operation 130
may include adding binary control streams C,, C,, . .., C,
respectively to L. of the A substreams of the stream Q. (L is a
positive integer less than or equal to A. For example, in the
embodiment of FIG. 11, L. equals two.) The additions may be
performed in a “mod 2” fashion. The control streams C,,
C,, ..., C, may be generated as the output of a trellis coded
quantization in response to an input vector b whose compo-
nents are binary values. In some embodiments, the operation
130 may be performed as suggested in FIG. 11. The trellis-
coded quantization (TCQ) may be performed as described in
the section below entitled “TCQ Plus Non-Systematic IRA
Code Design”.

At 135, the processor performs pulse amplitude modula-
tion (PAM) based on the stream G of modified words to obtain
a modulated signal u having a finite number of amplitude
states. (The PAM may be 2-state PAM. For example, in one
embodiment, A equals 4.) PAM and methods for performing
PAM are well known in the art of signal processing. In alter-
native embodiments, other types of modulation may be used.

At 140, the processor subtracts the intermediate signal
from the modulated signal u to obtain a difference signal X. In
particular, the processor may subtract the values of the inter-
mediate signal from values of the signal u, respectively, to
obtain values of the difference signal X.

In some embodiments, the difference signal X may be
transmitted over a channel to a decoder system.

In some embodiments, the difference signal X may be used
to modulate an RF carrier in order to generate an RF output
signal. The RF output signal may be transmitted over the
channel.

In some embodiments, the difference signal X may be
added to the channel state signal S to obtain a resultant signal
R. The resultant signal R may be transmitted to one or more
destinations over one or more channels. Alternatively, the
resultant signal may be stored in a memory medium for later
retrieval. For example, the resultant signal may be stored in
the memory of a server computer, and thus, made available to
users of a computer network.

The input vector b, used to generate the control streams,
will have been selected so that the difference signal X satisfies
a power constraint. In some embodiments, the input vector b
is selected so that the power associated with the difference
signal X is minimized (or approximately minimized). The
processor may perform an optimization (e.g., an optimization
based on the Viterbi algorithm) to determine the input vector
b.

In one set of embodiments, the processing operations of the
method M,z described above and illustrated in FIG. 2 may be
performed in an encoder system S, including a set of analog
and/or digital circuit units, e.g., as suggested in FIG. 3. The
encoder system S, may include an IRA encoder 210, a
parallel-to-serial converter 212, a scaling unit 215, an adder
220, a bit expansion unit 223, a bit modification unit 225, a
trellis coded quantization unit 230, a modulation unit 235 and
a subtraction unit 240. These system elements may be parti-
tioned among one or more hardware devices (e.g., integrated
circuits) in any of various ways. In some embodiments, the
encoder system S, is implemented as a single integrated
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circuit, e.g., as a DSP chip. In one embodiment, the encoder
system S, is implemented using the TI TMS320C6X DSP
chip.

The IRA encoder 210 is configured to perform channel
coding on a K-bit input message word m in order to generate
an N-bit parity word p. N and K are positive integers. N is
larger than K. (For example, in one embodiment, K=60,000
and N=240,000.)

The parallel-to-serial converter 212 may have N input lines
(i.e., one input line for each of the N bit positions of the word
p) and a single output line. The conversion unit 212 is con-
figured to convert the N-bit parity word into a serial stream q
of'bits and to output the serial stream q onto the single output
line. The parallel-to-serial converter may include a multi-
plexer and associated control logic.

The scaling unit 215 is configured to scale the channel state
signal S to obtain a scaled signal. The scaled signal is denoted
aS, where a is the scaling factor. The scaling unit 215 may be
implemented using a multiplier circuit. One input of the mul-
tiplier circuit may be supplied with the values of the scaled
signal. The second input of the multiplier circuit may be
supplied with the scale factor a.. The scale factor o may be
programmable.

The adder 220 is configured to add the dither signal D to the
scaled signal aS to generate the intermediate signal. The
intermediate signal is denoted by the expression aS+D.

The bit expansion unit 225 is configured to expand the
parity stream q into the stream Q of A-bit words. Note the bit
expansion unit 225 may be implemented simply as a branch-
ing system of conductive paths, e.g., as suggested in FIG. 11.
(As used herein, the term “unit” does not necessarily imply
implementation in terms of active circuitry.)

The bit modification unit 225 is configured to add the
control streams C,, C,, . . . , C; respectively to the L sub-
streams of the stream Q. The additions may be performed in
a “mod 2” fashion, e.g., using XOR gates.

The trellis coded quantization (TCQ) unit 230 is config-
ured to generate the control streams C,, C,, . . ., C; in
response to the input vector b.

The modulation unit 235 is configured to perform the pulse
amplitude modulation based on stream G in order to generate
the modulated signal u. Alternative embodiments of the
modulation unit 235 may implement other kinds of modula-
tion.

The subtraction unit 240 is configured to subtract the inter-
mediate signal from the modulated signal u to obtain the
difference signal X.

In some embodiments, the encoder system S, may
include a transmitter or interface for transmitting the difter-
ence signal over a channel to a decoder system.

In some embodiments, the encoder system S, may
include circuitry configured to modulate an RF carrier using
the difference signal X (as the modulating signal) in order to
generate an RF output signal. The RF output signal may be
transmitted over the channel.

In some embodiments, the encoder system S, may
include circuitry configured to add the difference signal X and
the channel state signal S to obtain a resultant signal R. The
resultant signal R may be transmitted to one or more destina-
tions over one or more channels. Alternatively, the resultant
signal may be stored in a memory medium for later retrieval.
For example, the resultant signal may be stored in a memory
medium associated with a server computer, and thus, made
available to users of a computer network.

The input vector b, used to generate the control streams,
will have been selected so that the difference signal X satisfies
a power constraint. In some embodiments, the input vector b
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is selected so that the power associated with the difference
signal X is minimized (or approximately minimized). The
encoder system S, may also include an optimization unit
configured to perform an optimization (e.g., an optimization
based on the Viterbi algorithm) to determine the input vector
b.

In one set of embodiments, a method M, for recovering
message bits from an input signal Y received from a channel
may involve the following actions/operations as illustrated in
FIG. 4. The method M,,,, may be performed by a processor (or
a set of processors) which is configured to read program
instructions from a memory and execute the program instruc-
tions. Thus, the method M,,, may be encoded in the program
instructions.

At 310, the processor receives a signal from the channel
and operates on the received signal to recover values of the
input signal Y. The input signal Y may be related to the signal
X generated by the encoder system as shown in FIGS. 1 and
12, where S is the channel state signal as described above and
Z. is a noise signal.

At 315, the processor scales the values of the input signal Y
to generate scaled values. The process of scaling may involve
multiplying each of the input signal values by the scale factor
a. The scale factor o may be the same as the scale factor used
by the encoder system.

At 320, the processor adds dither values to the scaled
values, respectively, in order to generate intermediate values.
These dither values may be the same as the dither values used
by the encoder system.

At 325, the processor performs a decoding operation (e.g.,
a BCJR-based decoding operation) on the intermediate val-
ues using feedback information I, 4~ in order to determine
feedforward information I, .. The decoding operation may
be performed over a joint trellis corresponding to the trellis-
coded quantization (TCQ), the accumulator portion (ACC) of
the IR A encoder, and the bit modification unit (BMU)used by
the encoder system. The decoding operation may rely on
encoder structure information that represents the structure of
each of TCQ, ACC and BMU. The information I,,,,,, may be
LLR information over the joint trellis. Please refer to the
section below entitled “TCQ Plus Non-Systematic IRA Code
Design” for more description of the decoding operation. At
327, the processor subtracts the feedback information I, ,¢
from the information I,,,,,,, to obtain the feedforward informa-
tion Iz yce

At 330, the processor performs check node decoding
(CND) on the feedforward information I . and feedback
information I, .y, to generate feedforward information
Icap: The check node decoding corresponds to the check
nodes of the IRA encoder of the encoder system.

At 335, the processor subtracts the feedback information
I, cnp from the information Iy, to obtain feedforward
information I cpp.

At 337, the processor permutes the feedforward informa-
tion Iz -y to obtain permuted information 14 ;5. The per-
mutation that is applied to the feedforward information
1 cnp may be the inverse of the permutation used by the IRA
encoder of the encoder system.

At 340, the processor performs variable node decoding
(VND) on the permuted information I, ;- to obtain infor-
mation I,., The variable node decoding corresponds to
variable nodes of the IRA encoder of the encoder system.

At 345, the processor subtracts the permuted information
11,y from the output information I, to obtain feedback
information Iz yp.

At 350, the processor permutes the feedback information
Iz yvp to determine the feedback information 1, .
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At 355, the processor performs check node decoding
(CND) on the feedback information 1, ., to determine the
feedback information I, . The check node decoding cor-
responds to the check nodes of the IRA encoder of the
encoder system.

The processor repeats operations 325 through 355 until a
termination condition is achieved, as indicated at 342. For
example, the processor may repeat until a predetermined
number of repetitions are completed. As another example, the
processor may repeat until the information I, (or the infor-
mation I ;) stabilizes. In one embodiment, the processor
repeats until the size of Al ;- (or the size of Al ;) remains
small for a number of iterations. (The notation “Al,.;”
denotes the change in I, relative to the previous iteration.)
A wide variety of termination conditions are contemplated.

At 360, the processor determines estimates for the message
bits from the output information I, €.g., by hard-limiting
the values of the output information I,,,-to binary values.

The decoding operation 325, the check node decoding
operation 330, the variable node decoding operation 340 and
the check node decoding operation 355 are soft-input soft-
output (SISO) decoding operations. Thus, the information
received and generated by these decoding operations is soft
information, e.g., sets of log-likelihood ratios (LLRs).

Inone set of embodiments, the processing operations of the
method M,,,,, described above and illustrated in FIG. 4 may be
performed in a decoder system S, including a set of analog
and/or digital circuit units, e.g., as suggested in FIG. 5. The
decoder system S, may include a scaling unit 405, an adder
407, a decoder unit 410, a subtraction unit 415, a first check
node decoder 420, a subtraction unit 425, an permutation unit
430, a variable node decoder 435, a subtraction unit 440, a
permutation unit 445 and a second check node decoder 450.
These system elements may be partitioned among one or
more hardware devices (e.g., integrated circuits) in any of
various ways. In some embodiments, the decoder system S,
is implemented as a single integrated circuit, e.g., as a DSP
chip. In one embodiment, the encoder system S, is imple-
mented using the TT TMS320C6X DSP chip.

The scaling unit 405 is configured to receive the values of
the input signal Y and to scale the input signal values by the
scale factor a.in order to obtain scaled values. The scaling unit
405 may be implemented using a multiplier (or a network of
adders and multipliers).

The adder 407 is configured to add the dither values respec-
tively to the scaled values to generate the intermediate values.
One input of the adder 407 may be supplied with the scaled
values from the scaling unit 405. The other input of the adder
407 may be supplied with the dither values. In FIG. 5, the
dither value input is denoted as D. The dither values may be
programmable.

The decoder unit 410 is configured to perform the decoding
operation (e.g., a BCJR-based decoding operation) on the
intermediate values using the feedback information I, 4 in
order to determine the feedforward information L,,,. The
decoding operation may be performed over a joint trellis
corresponding to the trellis-coded quantization (TCQ), the
accumulator portion (ACC) of the IRA encoder, and the bit
modification unit (BMU) used by the encoder system. The
decoding operation may rely on encoder structure informa-
tion that represents the structure of each of TCQ, ACC and
BMU. The information L, may be LLR information over
the joint trellis. (LLR is an acronym for log likelihood ratio.)
The encoder structure information may be programmable.
Thus, the encoder structure information may be changed if
and when necessary (e.g., by a host computer).
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In one alternative embodiment, the decoder unit 410 is
optimized assuming particular structures for TCQ, ACC and
BMU. In this case, the encoder structure information may be
designed into the circuitry of the decoder 410.

The subtraction unit 415 is configured to subtract the feed-
back information I, 4 from the feedforward information
L., to obtain the feedforward information I ;-

The check node decoder 420 is configured to perform
check node decoding on the feedforward information I ¢
and the feedback information 1, -, to generate the feedfor-
ward information I,

The subtraction unit 425 is configured to subtract the feed-
back information I, - from the feedforward information
Lo, to obtain the feedforward information I, oy .

The permutation unit 430 is configured to permute the
feedforward information I -, to obtain the permuted infor-
mation I, ;. The permutation that is applied by the permu-
tation unit 430 may be the inverse of the permutation IT used
by the IRA encoder of the encoder system.

The variable node decoder 435 is configured to perform the
variable node decoding on the permuted information I, yr
to obtain the information I,

The subtraction unit 440 is configured to subtract the per-
muted information I, ;. from the information I,,,,to obtain
the feedback information I yp.

The permutation unit 445 is configured to permute the
feedback information I ; ,,,,, to determine the feedback infor-
mation I, -, The permutation applied by the permutation
unit 445 may be the same as the permutation IT used by the
IRA encoder of the encoder system.

The check node decoder 450 is configured to perform
check node decoding on the feedback information 1, ., to
determine the feedback information I, 4cc.

The decoder system may also include a control unit 455
that controls iterations of the operations 325 through 355 by
the units 410 through 450. The control unit may continue the
iterations until a termination condition is achieved. Any of
various termination conditions may be used, e.g., as discussed
above.

In one embodiment, the decoder system S, operates in a
pipelined fashion.

After the termination condition has been achieved, the
estimation unit 460 is configured to determine estimates for
the original message bits (that were generated by the infor-
mation source) from the information 1,

In one set of embodiments, a method Mg, for encoding
data may involve the following actions/operations as illus-
trated in FIG. 6. The method M., may be performed by a
processor (or a set of processors) which is configured to read
program instructions from a memory and execute the pro-
gram instructions. In method Mg, operations 510 through
535 (to be described below) are similar respectively to opera-
tions 110 through 135 of method M, described above.

At 510, the processor receives message bits (e.g., in the
form of a K-bit word, where K is a positive integer) from an
information source.

At 515, the processor performs channel coding on the
message bits using an irregular repeat accumulate (IRA)
encoder in order to generate parity bits. Please refer to the
section below entitled “TCQ Plus Systematic IRA Code
Design” for information on how to design at least one
embodiment of the IRA encoder.

At 516, the processor serializes the parity bits generated by
the IRA encoder in order to generate a serial stream .

At 517, the processor expands each bit of the stream g to
generate a corresponding A-bit word as described above,
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where A is an integer greater than one. (For example, in one
embodiment, A=4.) The stream of words is denoted Q.

At 520, the processor scales the channel state signal S by
the scale factor o to obtain the scaled signal aS.

At 525, the processor adds the dither signal D to the scaled
signal oS in order to generate the intermediate signal (de-
noted aS+D).

At 530, the processor operates on the words of the stream
Qp to obtain a stream G, of modified words. This operation
may include adding binary control streams CP,, CP,, . . .,
CP, respectively to L of the A substreams of the stream Q. (L
is a positive integer. For example, in the embodiment of FIG.
16, L. equals two.) The control streams CP,, CP,, ..., CP,
may be generated as the output of a first trellis coded quanti-
zation (TCQ),) in response to an input vector b, whose com-
ponents are binary values. The first trellis coded quantization
may be designed as described in the section below entitled
“TCQ Plus Systematic IRA Code Design”.

At 535, the processor performs pulse amplitude modula-
tion (PAM) on the stream G, of modified words to obtain a
modulated signal u, having a finite number of amplitude
states. (The PAM may be 2-state PAM. For example, in one
embodiment, A equals 4.) In alternative embodiments, other
types of modulation may be used.

At 537, the processor serializes the message bits to obtain
a serial stream .

At 540, the processor expands each of the message bits to
generate a corresponding A-bit word. (For example, in one
embodiment, A=4.) The stream of words is denoted Q.

At 545, the processor operates on the words of the stream
Qs to obtain a stream G of modified words. This operation
may include adding binary control streams CS,, CS,, . . .,
CS; respectively to L of the A substreams of the stream Q.
(In the embodiment of FIG. 16, L equals two.) The control
streams CS |, CS,, . . ., CS; may be generated as the output of
a second trellis coded quantization in response to an input
vector bg whose components are binary values. The second
trellis coded quantization (TCQ) may be designed as
described in the section below entitled “TCQ Plus Systematic
IRA Code Design”.

At 547, the processor performs pulse amplitude modula-
tion based on the stream G of modified words to obtain a
modulated signal ug having a finite number of states. (The
PAM may be 2*-state PAM. For example, in one embodi-
ment, A equals 4.) In alternative embodiments, other types of
modulation may be used.

At 550, the processor generates a signal u by concatenating
the samples of the modulated signal ug with the samples of the
modulated signal u.

At 555, the processor subtracts the intermediate signal
(aS+D) from the signal u to obtain a difference signal X.

In some embodiments, the difference signal X may be
transmitted over a channel to a decoder system.

In some embodiments, the difference signal X may be used
to modulate an RF carrier in order to generate an RF output
signal. The RF output signal may be transmitted over the
channel.

In some embodiments, the difference signal X may be
added to the channel state signal S to obtain a resultant signal
R. The resultant signal R may be transmitted to one or more
destinations over one or more channels. Alternatively, the
resultant signal may be stored in a memory medium for later
retrieval. For example, the resultant signal may be stored in
the memory of a server computer, and thus, made available to
users of a computer network.

The input vectors b, and bg, used to generate the control
streams, will have been selected so that the difference signal
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X satisfies a power constraint. In some embodiments, the
input vector b is selected so that the power associated with the
difference signal X is minimized (or approximately mini-
mized). The processor may perform an optimization (or opti-
mizations) based on the Viterbi algorithm to determine the
input vectors b, and b.

In one set of embodiments, the processing operations of the
method M, described above and illustrated in FIG. 6 may be
performed in an encoder system S including a set of analog
and/or digital circuit units as suggested in FIG. 7. The encoder
system Sy may include a parity portion 610, a systematic
portion 640, a switching unit 670, a subtraction unit 675, a
scaling unit 680 and an adder 685.

The parity portion 610 may include an IRA encoder 615, a
parallel-to-serial converter 617, a bit expansion unit 620, a bit
modification unit 622, a trellis coded quantization unit 625
and a modulation unit 630. The systematic portion 640 may
include a parallel-to-serial converter 645, a bit expansion unit
647, a bit modification unit 650, a trellis coded quantization
unit 655 and a modulation unit 660.

The elements of encoder system S, may be partitioned
among one or more hardware devices (e.g., integrated cir-
cuits) in any of various ways. In some embodiments, the
encoder system S is implemented as a single integrated
circuit, e.g., as a DSP chip. In one embodiment, the encoder
system Sz is implemented using the TI TMS320C6X DSP
chip.

The IRA encoder 615 is configured to perform channel
coding on the K-bit input message word m in order to gener-
ate the N-bit parity word p. N and K are positive integers. N is
larger than K. (For example, in one embodiment, K=60,000
and N=180,000.)

The parallel-to-serial converter 617 may have N input lines
(i.e., one input line for each of the N bit positions of the word
p) and a single output line. The converter 617 may be config-
ured to convert the N-bit parity word p into a serial stream q,
of bits and output the serial stream q onto the single output
line.

The bit expansion unit 620 is configured to expand the
parity stream ([ into the stream Q, of A-bit words. Note the
bit expansion unit 225 may be implemented simply as a
branching system of conductive paths, e.g., as suggested in
FIG. 16.

The bit modification unit 622 (BMU, ) is configured to add
the control streams CP,, CP,, . .., CP; respectively to the L
substreams of the stream Q, to obtain the stream G, of modi-
fied words. The additions may be performed in a “mod 2”
fashion, e.g., using XOR gates.

The TCQ unit 625 is configured to generate the control
streams CP, CP,, ..., CP, inresponse to the input vector b .

The modulation unit 630 is configured to perform pulse
amplitude modulation based on the stream G, in order to
generate the modulated signal u,. Alternative embodiments
of the modulation unit 235 may implement other kinds of
modulation.

The parallel-to-serial converter 645 may have K input lines
(i.e., one input line for each of the K bit positions of the input
message word m) and a single output line. The converter 645
is configured to convert the K-bit input message word m into
a serial stream q of bits and output the serial stream qg onto
the single output line.

The bit expansion unit 647 is configured to expand the
parity stream q into the stream Qg of A-bit words. The bit
expansion unit 647 may be implemented simply as a branch-
ing system of conductive paths, e.g., as suggested in FIG. 16.
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The bit modification unit 650 (BMU,) is configured to add
control streams CS,, CS,, . . ., CS; respectively to L sub-
streams of the stream Qg to obtain the stream G of modified
words.

The TCQ unit 655 is configured to generate the control
streams CS |, CS,, ..., CS; in response to the input vector b.
In one embodiment, the TCQ unit 655 is designed according
to the method described in the section below entitled “TCQ
Plus Systematic IRA Code Design”.

The modulation unit 660 is configured to perform pulse
amplitude modulation based on the stream Gy in order to
generate the modulated signal u,. Alternative embodiments
of the modulation unit 235 may implement other kinds of
modulation.

The scaling unit 680 is configured to scale the channel state
signal S to obtain the scaled signal aS. The scale factor oo may
be programmable.

The adder 685 is configured to add the dither signal D to the
scaled signal aS to generate the intermediate signal aS+D.
The values of the dither signal may be programmable.

The switch unit 670 is configured to generate the signal u
by combining (e.g., concatenating) the values of the modu-
lated signal ug and the values of the modulated signal u.

The subtraction unit 675 is configured to subtract the inter-
mediate signal aS+D from the signal u to obtain the differ-
ence signal X.

In some embodiments, the encoder system S i may include
atransmitter or interface for transmitting the difference signal
X over a channel to a decoder system.

Insome embodiments, the encoder system S may include
circuitry configured to modulate an RF (radio frequency)
carrier using the difference signal X as the modulating signal
in order to generate an RF output signal. The RF output signal
may be transmitted over the channel.

Insome embodiments, the encoder system S may include
circuitry configured to add the difference signal X and the
channel state signal S to obtain a resultant signal R. The
resultant signal R may be transmitted to one or more destina-
tions over one or more channels. Alternatively, the resultant
signal may be stored in a memory medium for later retrieval.
For example, the resultant signal may be stored in a memory
medium associated with a server computer, and thus, made
available to users of a computer network.

The input vectors b, and bg, used to generate the control
streams, will have been selected so that the difference signal
X satisfies a power constraint. In some embodiments, the
input vector b is selected so that the power associated with the
difference signal X is minimized (or approximately mini-
mized). The encoder system may also include an optimization
unit configure to perform an optimization (e.g., an optimiza-
tion based on the Viterbi algorithm) to determine the input
vectors b, and bs.

In one set of embodiments, a method Mg, for recovering
message bits from an input signal Y may involve the follow-
ing actions/operations as illustrated in FIG. 8. The method
M, may be performed by a processor (or a set of processors)
which is configured to read program instructions from a
memory and execute the program instructions. Thus, the
method M, may be encoded in the program instructions.

At 710, the processor receives values of the input signal Y.
The input signal Y may be related to the signal X generated by
an encoder system as shown in FIGS. 1 and 17, where S is the
channel state signal as described above and Z is a noise signal.
The encoder system may be a system configured to imple-
ment the method Mg, e.g., the encoder system S of FIG. 7.

At 712, the processor scales the values of input signal Y to
generate scaled values. The process of scaling may involve
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multiplying each of the input signal values by the scale factor
a. The scale factor o may be the same as the scale factor used
by the encoder system.

At 715, the processor adds dither values respectively to the
scaled values to generate intermediate values Y'. These dither
values may be the same as the dither values used by the
encoder system.

At 720, the processor performs a decoding operation (e.g.,
a BCJR-based decoding operation) on a parity portion Y ' of
the intermediate values Y' using feedback information I, ¢
to determine feedforward information I, The decoding
operation may be performed over a joint trellis corresponding
to the first trellis-coded quantization (TCQ),), the accumula-
tor portion (ACC) of the IRA encoder, and the bit modifica-
tion unit (BMU,) used by the parity portion of the encoder
system. The decoding operation may rely on encoder struc-
ture information that represents the structure of each of
TCQ,, ACC and BMU, . The information I, may be LLR
information over the joint trellis.

At 723, the processor subtracts the feedback information
L, 4cc from the information I,,,,,,, to obtain feedforward infor-
mation I 4 .

At725, the processor performs check node decoding on the
feedforward information I 4. and feedback information
1, e to generate feedforward information 15, . The check
node decoding corresponds to the check nodes of the IRA
encoder of the encoder system.

At 727, the processor subtracts the feedback information
L, cnp from the information I, to obtain the feedforward
information I cpp.

At 730, the processor permutes the feedforward informa-
tion I; -, to Obtain permuted information 1, .. The per-
mutation that is applied to the feedforward information
Iz cnp may be the inverse of the permutation used by the IRA
encoder of the encoder system.

At 732, the processor performs a decoding operation (e.g.,
a BCIR-based decoding operation) on a systematic portion
Y of the intermediate values Y' using feedback information
I 72 Provided by the decoder 825 to determine feedfor-
ward information I,. The decoding operation may be per-
formed over a trellis corresponding to the second trellis-
coded quantization (TCQ,) and the bit modification unit
(BMU,) used by the systematic portion of the encoder sys-
tem. The decoding operation may rely on encoder structure
information that represents the structure of each of TCQ, and
BMU,. The information I, may be LLR information over the
trellis.

At 735, the processor subtracts the feedback information
L, rco» from the information I, to determine feedforward
information I y¢,-

At 737, the processor performs variable node decoding on
the permuted information 1, ;,, and the feedback informa-
tion I 7, to obtain feedback information I,- and informa-
tion I, ¢, The variable node decoding corresponds to the
variable nodes of the IRA encoder of the encoder system.

At 740, the processor subtracts the permuted information
1, yp from the information I;-to obtain feedback information

E,VND*

At 742, the processor permutes the feedback information
Iz ynp to determine the feedback information 1, .. The
permutation matrix used here may be the same permutation
matrix used by the IRA encoder of the encoder system.

At745, the processor performs check node decoding on the
feedback information I, 5, to determine the feedback infor-
mation I, 4. The check node decoding corresponds to the
check nodes of the IRA encoder of the encoder system.
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The processor repeats operations 720 through 745 until a
termination condition is achieved. For example, the processor
may repeat until a predetermined number of repetitions are
completed. As another example, the processor may repeat
until the information I, (or the information I ;) stabilizes.
In one embodiment, the processor repeats until the size of Al
(or the size of Al ;) remains small for a number of itera-
tions. A wide variety of termination conditions are contem-
plated.

The test to determine if the termination condition is
achieved may be performed after operation 737, e.g., as indi-
cated at 738. If the termination condition is not achieved, the
processor may continue with operation 740. If the termination
condition is achieved, the processor may perform operation
755.

At 755, the processor determines an estimate for the mes-
sage bits from the information I,, e.g., by performing hard-
limiting on the information I,.

In some embodiments, the iterative decoding operations
720 and 732, the check node decoding operations 725 and
745, and the variable node decoding operation 737 are soft-
input soft-output (SISO) decoding operations. Thus, the
information received and the information generated by these
decoding operations may be soft information, e.g., sets of
log-likelihood ratios (LLRs).

Inone set of embodiments, the processing operations of the
method M, described above and illustrated in FIG. 8 may be
performed in a decoder system S, including a set of analog
and/or digital circuit units, e.g., as suggested in FIG. 9. The
decoder system S, may include a scaling unit 805, an adder
807, a distribution unit 810, a decoder unit 812, a subtraction
unit 815, a first check node decoder 817, a subtraction unit
820, an permutation unit 822, a variable node decoder 825, a
subtraction unit 827, a permutation unit 830, a second check
node decoder 832, a subtraction unit 836, a decode unit 835
and an estimation unit 837. The elements of decoder system
S may be partitioned among one or more hardware devices
(e.g., integrated circuits) in any of various ways. In some
embodiments, the decoder system S, is implemented as a
single integrated circuit, e.g., as a DSP chip. In one embodi-
ment, the decoder system S, is implemented using the TI
TMS320C6X DSP chip.

The scaling unit 805 is configured to receive the values of
the input signal Y from the channel and to scale the input
signal values by the scale factor . in order to generate scaled
values.

The adder 807 is configured to add the dither values D
respectively to the scaled values to obtain intermediate values
Y'. The dither values may be programmable.

The distribution unit 810 is configured to distribute a parity
portion of the intermediate values to the decode unit 812 and
a systematic portion of the intermediate values to the decode
unit 835.

The decoder unit 812 is configured to perform the decoding
operation (e.g., a BCJR-based decoding operation) on a parity
portion Y ' of the intermediate values Y' using the feedback
information I, ;.. to determine the feedforward information
L. The decoding operation may be performed over a joint
trellis corresponding to the first trellis-coded quantization
(TCQ,), the accumulator portion (ACC) of the IRA encoder,
and the bit modification unit (BMU,) used by the parity
portion of the encoder system. The decoding operation may
rely on encoder structure information that represents the
structure of each of TCQ,, ACC and BMU, . The information

L, may be LLR information over the joint trellis.
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The encoder structure information may be programmable.
Thus, the encoder structure information may be changed if
and when necessary (e.g., by a host computer).

In one alternative embodiment, the decoder unit 812 is
optimized assuming particular structures for TCQ,, ACC and
BMU, . In this case, the encoder structure information may be
designed into the circuitry of the decoder 812.

The subtraction unit 815 is configured to subtract the feed-
back information 1, 4 from the information I,,;,,, to obtain
the feedforward information I , -

The first check node decoder 817 is configured to perform
the check node decoding on the feedforward information
I 4cc and the feedback information 1, ., to generate the
feedforward information I,

The subtraction unit 820 is configured to subtract the feed-
back information I, -, from the information I -5, to obtain
the feedforward information I, o,

The permutation unit 822 is configured to permute the
feedforward information I -, to obtain the permuted infor-
mation 1, ,,,, The permutation that is applied by the permu-
tation unit 822 may be the inverse of the permutation IT used
by the IRA encoder of the encoder system.

The decode unit 835 is configured to perform a decoding
operation (e.g., a BCJR-based decoding operation) on the
systematic portion Y ¢' of the intermediate values Y' using the
feedback information 1, ;c,, to determine feedforward
information I,. The decoding operation may be performed
over a trellis corresponding to the second trellis-coded quan-
tization (TCQ),) and the bit modification unit (BMU, ) used by
the systematic portion of the encoder system. The decoding
operation may rely on encoder structure information that
represents the structure of each of TCQ, and BMU,.

In one alternative embodiment, the decoder unit 835 is
optimized assuming particular structures for TCQ, and
BMU,. In this case, the encoder structure information may be
designed into the circuitry of the decoder 835.

The subtraction unit 836 is configured to subtract the feed-
back information I, ;, from the feedforward information
L, to obtain the feedforward information I 7¢.,.

The variable node decoder 825 is configured to perform the
variable node decoding using the permuted information
L, ynp and the feedforward information I 5., to obtain the
feedback information I,- and information I, 7¢g5-

The subtraction unit 827 is configured to subtract the infor-
mation I, ;. from the information I;- to obtain the feedback
information I, ;-

The permutation unit 830 is configured to permute the
feedback information I ; ,,,,, to determine the feedback infor-
mation I, -, The permutation applied by the permutation
unit 830 may be the same as the permutation IT used by the
IRA encoder of the encoder system.

The second check node decoder 832 is configured to per-
form check node decoding on the feedback information
1, enp to determine the feedback information I, e

The decoder system may also include a control unit (not
shown) that controls each iteration of the operations 720
through 745 by the units 805 through 832. The control unit
may continue the iterations until a termination condition is
achieved. Any of various termination conditions may be used,
e.g., as discussed above.

In one embodiment, the decoder system operates in a pipe-
lined fashion.

The estimation unit 837 is configured to determine esti-
mates for the original message bits (that were generated by
the information source) from the information I, after the
termination condition has been achieved.
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In one set of embodiments, a method for encoding data
may involve: performing IRA-based channel coding on a set
of message bits in order to generate a stream of expanded
parity words; and performing source coding on the stream of
expanded parity words to generate a modulated signal, where
said performing source coding includes modifying the
expanded parity words using output from a trellis coded quan-
tization; where the modulated signal is usable, in conjunction
with a channel state signal, to generate an output signal X.

The output from the trellis-coded quantization is generated
in response to an input vector b supplied to the trellis-coded
quantization. The input vector b will have been selected so
that the output signal X satisfies a power constraint. The
action of performing source coding may also include per-
forming pulse amplitude modulation based on the modified
expanded parity words to obtain the modulated signal. The
output signal X may be generated by subtracting a scaled and
dithered version of the channel state signal from the modu-
lated signal.

The output signal may be transmitted over a channel to one
or more destinations. Any of various types of channel are
contemplated.

Alternatively, the output signal may be stored in a memory
medium, e.g., in a memory medium associated with a com-
puter system. The stored output signal may be made available
to one or more information consumers.

In another set of embodiments, a method for recovering
message bits from an input signal may involve: inner decod-
ing an input signal in order to generate first feedforward
information, where the inner decoding includes (a) perform-
ing trellis decoding on the input signal over a joint trellis
corresponding at least to an accumulator portion of an irregu-
lar repeat accumulate (IRA) encoder and a trellis coded quan-
tization and (b) performing first check node decoding on data
including a modified version of output from the trellis decod-
ing, where the first feedforward information is a modified
version of output from the first check node decoding; and
outer decoding a permuted version of the first feedforward
information in order to generate first feedback information,
where said outer decoding includes performing variable node
decoding, corresponding to variable nodes of the IRA
encoder, on the permuted version of the first feedforward
information, where the first feedback information is a modi-
fied version of output from the variable node decoding; where
the output of the variable node decoding is usable to deter-
mine an estimate for the message bits.

The input signal is a scaled and dithered version of a
received signal. The action of inner decoding may also
include performing second check node decoding on a per-
muted version of the first feedback information. The trellis
decoding may use the output from the second check node
decoding. An estimate for the message bits may be deter-
mined from the output of the variable node decoding.

The estimate for the message bits may be stored in a
memory medium, e.g., in a memory medium associated with
a computer system. One or more information consumers may
access the estimate from the memory medium.

In yet another set of embodiments, a method for encoding
data may involve: performing IRA-based channel coding on
message bits in order to generate a stream of expanded parity
words; performing first source coding on the stream of
expanded parity words to generate a first modulated signal,
where said performing first source coding includes modifying
the expanded parity words using output from a first trellis
coded quantization; expanding the message bits to obtain
expanded message words; performing second source coding
on the stream of expanded message words to generate a
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second modulated signal, where said performing second
source coding includes modifying the expanded message
words using output from a second trellis coded quantization;
and generating a signal u from the first modulated signal and
the second modulated signal, where the signal u is usable, in
conjunction with a channel state signal, to generate an output
signal X.

The output from the first trellis-coded quantization is gen-
erated in response to an input vector b, supplied to the first
trellis-coded quantization. The output from the second trellis-
coded quantization is generated in response to an input vector
bs supplied to the second trellis-coded quantization. The
input vectors b, and by will have been selected so that the
output signal X satisfies a power constraint.

The action of performing the first source coding may also
include performing pulse amplitude modulation based on the
modified expanded parity words to obtain the first modulated
signal. The action of performing the second source coding
may also include performing pulse amplitude modulation
based on the modified expanded message words to obtain the
second modulated signal.

The output signal X may be generated by subtracting a
scaled and dithered version of the channel state signal from
the signal u.

The output signal X may be transmitted over a channel to
one or more destinations. Any of various types of channel are
contemplated.

Alternatively, the output signal X may be stored in a
memory medium, e.g., in a memory medium associated with
a computer system. The stored output signal may be made
available to one or more information consumers.

Inyet another set of embodiments, a method for recovering
message bits from an input signal may involve: performing
first decoding operations on a parity portion of the input
signal in order to generate first feedforward information,
where said performing first decoding operations includes (a)
performing a first trellis decoding on the parity portion over a
joint trellis corresponding at least to an accumulator portion
of an irregular repeat accumulate (IRA) encoder and a first
trellis coded quantization and (b) performing first check node
decoding on data including a modified version of output from
the first trellis decoding, where the first feedforward informa-
tion is a modified version of output from the first check node
decoding; performing second decoding operations on a sys-
tematic portion of the input signal and a permuted version of
the first feedforward information in order to generate first
feedback information and second feedback information,
where said performing second decoding operations includes
(c) performing a second trellis decoding on the systematic
portion over a trellis corresponding to a second trellis coded
quantization and (d) performing variable node decoding on
the permuted version of the first feedforward information and
amodified version of output from the second trellis decoding,
where the first feedback information and the second feedback
information are outputs of the variable node decoding; where
the second feedback information is usable to determine an
estimate for the message bits. The second trellis decoding
may use the first feedback information.

The input signal is a scaled and dithered version of a
received signal. The action of performing the second decod-
ing operations may also include subtracting the permuted
version of the first feedforward information from the second
feedback information to obtain third feedback information.
The action of performing the first decoding operations may
also include performing second check node decoding on a
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permuted version of the third feedback information, where
the first trellis decoding uses output from the second check
node decoding.

The estimate for the message bits may be determined from
the second feedback information, e.g., by hard-limiting the
second feedback information.

In some embodiments, a computer-readable memory
medium may be configured to store program instructions,
where the program instructions are executable to implement
any of the method embodiments described herein (or, any
combination of the method embodiments described herein,
or, any sub et of the method embodiments described herein).
A memory medium is a medium configured for the storage of
information. Examples of memory media include various
kinds of magnetic media (e.g., magnetic tape, magnetic disk,
magnetic strips, and magnetic film); various kinds of optical
media (e.g., CD-ROM); various kinds of semiconductor
RAM and ROM; various media based on the storage of elec-
trical charge and/or other physical quantities; etc.

In some embodiments, a computer system may be config-
ured to include a processor and memory medium. The
memory medium may be configured to store program instruc-
tions. The processor may be configured to read and execute
the program instructions. The program instructions may be
executable to implement any of the various method embodi-
ments described herein (or, any combination of the method
embodiments described herein, or, any subset of the method
embodiments described herein). The computer system may
be realized in any of various forms. For example, the com-
puter system may be a personal computer (in any of its various
forms), a workstation, a computer on a card, a server com-
puter, a client computer, a computer system in a sensor
device, etc.

In one application scenario, the encoder system and
method embodiments described herein may be used to
impress desired information (e.g., message information) on
an image in a manner that is not apparent to viewers of the
image. In this case, the channel state information S is the
original image, and the message bits define the information
(e.g., a digital watermark) that is to be impressed on the
image. The encoder system/method may perform the addition
of the signal X to the original image S to form a modified
image X,,. The modified image X,, may be stored or trans-
mitted or made available to a set of intended recipients. Poten-
tial adversaries may attempt to corrupt the impressed infor-
mation by adding noise Z to the modified image X,,. The
corresponding decoder system/method may recover the origi-
nal impressed information from the noise-corrupted image,
i.e., the signal X, +7.

In another application scenario, the encoder system and
method embodiments described herein may be used in the
context of multiple transmitters and multiple receivers. For
example, transmitters T, and T may be interested in trans-
mitting respective messages m, and my to receivers R , and
Ry respectively. If the transmitters T, and T are set up to
perform the transmissions to their respective target receivers
R, and R at the same time, transmitter T, can anticipate that
it’s transmitted signal X, will be subjected to an additive
modification due to the signal X to be transmitted by trans-
mitter T;. From the point of view of transmitter T, the
additive modification is channel state information S . Trans-
mitter T5 can similarly anticipate the additive modification of
it’s transmitted signal Xz. To compensate for these additive
modifications, the transmitters T , and Tz may exchange their
messages m , and mg through an extra “side” channel prior to
transmitting to their respective target receivers R, and R.
Transmitter T, can then compute the signal X, estimate the
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channel state information S, from the computed signal X,
and then generate the signal X, using the message m, and
channel state information S ; according to any of the encoder
system/method embodiments described herein.

Inyet another application scenario, the encoder system and
method embodiments described herein may be used to per-
form intersymbol interference (ISI) cancellation.

Consider a Gaussian ISI channel modeled by Y=X+S+S'+
N, where S and S' are the causal and anti-causal part of the [S],
respectively, and N is the noise. (ISI channels are ubiquitous
in communications. For example, telephone channels can
often be modeled as ISI channels.) A transmitter may be
configured according to any of the system/method embodi-
ments described herein to perform preceding in order to can-
cel (or compensate for) the ISI in a channel. The causal part S
of the IS] is assumed to be known at the transmitter.

The following section describes additional embodiments
of systems and method for encoding information and decod-
ing information.

CCSI Using TCQ and IRA Codes

In one set of embodiments, codes are designed based on an
algebraic message-based binning interpretation of dirty-pa-
per coding in terms of source-channel coding. From an infor-
mation-theoretical perspective, there are granular gain and
boundary gain in source coding, and packing/coding gain and
shaping gain in channel coding. Dirty-paper coding is prima-
rily a channel coding problem (for transmitting messages).
Thus, one should consider the packing gain and the shaping
gain. In addition, the presence of side information at the
encoder system necessitates source coding to satisty the
power constraint. With source coding, the constellation is
replicated (e.g., infinitely replicated) so that one can quantize
the side information to satisty the power constraint. Thus
source coding in dirty-paper coding is not conventional in the
sense that there is granular gain but no boundary gain. We
recognize the equivalence between the shaping gain in chan-
nel coding and the granular gain in source coding for dirty-
paper coding. Then we attempt to achieve the shaping gain via
source coding and the packing gain via channel coding. In
practice, the former may be done with quantizers (e.g., TCQ-
based quantizers) having almost spherical Voronoi cells in a
high-dimensional Euclidean space, and the latter with near-
capacity channel codes (e.g., IRA codes).

Treating TCQ as a form of lattice VQ, we seamlessly
combine TCQ with both non-systematic and systematic IRA
codes in a source-channel coding setup without sacrificing
the performance of either component. That is: both the TCQ
and IRA code components still work their best when com-
bined together in our dirty-paper code constructions. Because
of this, the practical performance loss ASNR (in dB) in our
designs is the sum of the packing loss ASNR, due to IRA
codes and the modulo loss ASNR, due to TCQ, i.e.,

ASNR=ASNR +ASNR,,. 14)

After using the generator polynomial presented in [16] to
implement TCQ of different numbers of states and subse-
quently measuring the equivalent g(A), we compute ASNR
from (3) with C*=0.25 b/s. Assuming that ASNR,,=0.34 dB,
Table I, shown in FIG. 10, lists the predicted total perfor-
mance loss ASNR when the target rate is C*=0.25 b/s.

Simulations show that the performance of our designs
matches the predicted ones in Table I (see FIG. 10) very well.
Owing to the efficiency of TCQ and the simplicity of our
combined source-channel coding approach, our code designs
achieve better performance at lower complexity than the code
designs in [7].
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Furthermore, our code designs with 256-state TCQ per-
form better than the code design in [1] with 512-state TCQ.

We view TCQ as an efficient means of implementing an
equivalent high-dimensional lattice quantizer A and use sca-
lar notation in the sequel. We use the dither D that is uniformly
distributed in a cubic lattice cell. Although dithering plays an
important role theoretically, we observe little of its impact on
the code performance.

Encoding: The side information S is first linearly scaled by
a, and then aS+D is quantized to u by a coset of the TCQ
selected by the message m so that the obtained quantization
error X=u-a:S-D satisfies the power constraint E[X*|=P,. X
is transmitted over the side-information channel.

Decoding: The decoder receives Y=X+S+Z and finds the
codeword 1 closest to Y'=aY+D=u+N', where N'=(1-a.)(-
X)+aZ is the equivalent channel noise. Note that the “mod A”
operation is implicitly implemented in TCQ because its quan-
tization error is bounded. Finally the index of the bin contain-
ing 0 is identified as the decoded message.

In one set of embodiments, our code designs aim to use the
strongest possible TCQ to achieve most of the 1.53 dB granu-
lar gain so that the distribution of X (and the dither D)
approaches Gaussian, while employing IRA codes to
approach the capacity. Next we describe embodiments of our
code designs with both non-systematic and systematic IRA
codes.

A. TCQ Plus Non-Systematic IRA Code Design

We first present embodiments of our dirty-paper code
designs based on 256-, 512-, and 1024-state TCQs (with 1.33,
1.36, and 1.38 dB granular gain, respectively) and non-sys-
tematic IRA codes. The encoder is shown in FIG. 11. Each bit
of'the accumulator (ACC) output sequence is repeated log,A
times and the first two resulting bits are combined with the
TCQ output bits (via modulo sum) before being used to index
an A-PAM constellation. The constellation size A=16 is
experimentally chosen among {4, 8, 16, 32} so that the EXIT
chart for check node decoding (CND), the ACC, and TCQ
starts slightly above the origin. Note that the input to TCQ is
determined by the Viterbi algorithm so that aS+D is quan-
tized to u while satisfying the power constraint P, on the
quantization error X. From FIG. 11, it is easy to see that the
rate is K/N b/s.

For the CND profile, we introduce bi-regularity to the
non-systematic IRA code; that is, a part of the check nodes are
of degree 1, which helps move the CND EXIT chart up from
the origin. (For more information regarding the use of bi-
regularity, please see [7].) Let a, be the percentage of edges
associated with degree —1 check nodes. For various values of
a; and the other check node degree, we examine the
CND&ACC&TCQ EXIT charts and select the best CND
profiles as:

(a) Degree 1: 60% and degree 2: 40% for 256-state TCQ,
(b) Degree 1: 80% and degree 2: 20% for 512-state TCQ,
(c) Degree 1: 60% and degree 2: 40% for 1024-state TCQ.

The variable node decoding (VND) EXIT chart starts from
the origin, so there is a small vertical opening between the
starting points of the CND and VND EXIT charts for practical
IRA code design.

The decoder, schematically shown in FIG. 12, includes an
inner BCJR decoder based on TCQ and ACC, an inner CND,
and an outer VND. (BCIR is an acronym for Bahl-Cocke-
Jelinek-Raviv.) The BCIR decoder computes the extrinsic
information I .. over the joint trellis of TCQ and ACC.
Then Iy is forwarded to the inner CND as the a priori
information. The CND generates the extrinsic information
I cap that is forwarded through the edge de-interleaver I17*
to the outer VND. The VND generates the extrinsic informa-
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tion I p that is fed back through the edge interleaver IT to
the CND. Finally, one decoding iteration is completed by
feeding back the extrinsic information generated by the CND
to the BCJR decoder.

Based on the VND EXIT charts with different variable
node degrees (e.g., dashed curves in FIG. 13 with 256-state
TCQ), we design the VND profile by matching the EXIT
chart of the CND&ACC&TCQ part.

To achieve the rate of 0.25 b/s, we set K/N=1/4 with:

(a) K=60,000 and N=240,000 bits for 256-state TCQ,
(b) K=30,000 and N=120,000 bits for 512-state TCQ,
(c) K=22,500 and N=90,000 bits for 1024-state TCQ.

The resulting VND profiles are:

(a) Degree 2: 61.29%, degree 3: 22%, degree 10: 14.86%, and
degree 120: 1.857% for 256-state TCQ,

(b) Degree 1: 46.17%, degree 2: 38.39%, degree 10: 13.92%,
and degree 140: 1.523% for 512-state TCQ,

(c) Degree 2: 64.88%, degree 3: 24.33%, degree 13: 10.17%,
and degree 360: 0.627% for 1024-state TCQ.

FIGS. 14 and 15 show the EXIT charts of the non-system-
atic IRA codes with 256- and 1024-state TCQ, respectively. It
is seen that in each figure there is a tunnel between the
CND&ACC&TCQ and VND EXIT charts, which enables
convergence.

B. Simulation Results for the TCQ Plus Non-Systematic IRA
Code Design

With 256-state TCQ and the corresponding IRA code, after
simulating 50 blocks of transmission, we obtain a bit error
rate (BER) of 1.50x107> when SNR=-2.844 dB, which is
0.984 dB away from SNR* for C*=0.25 b/s. This perfor-
mance is slightly better than the predicted 0.99 dB gap shown
in Table I (see FIG. 10) when the granular gain of TCQ s 1.33
dB (again the 0.34 dB packing loss is due to practical IRA
coding). The maximal number of decoding iterations is set to
be 150 and the actual number to achieve convergence is
between 40 and 110.

With 512-state TCQ and the corresponding IRA code, after
simulating 100 blocks of transmission, we obtain a BER of
1.56x10~> when SNR=-2.9258 dB, which is 0.90 dB away
from SNR* at 0.25 b/s, matching the predicted performance
in Table I (see FIG. 10). The maximal number of decoding
iterations is set to be 150 and the actual number to achieve
convergence is between 50 and 115.

With 1024-state TCQ and the corresponding IRA code,
after simulating 100 blocks of transmission with our design
based on the 1024-state TCQ, we obtain a BER 0f 4.76x107>
when SNR=-2.993 dB, which is 0.83 dB away from the
capacity in (3) at 0.25 b/s. This performance also matches the
predicted 0.49+40.34=0.83 dB gap in Table I (see FIG. 10)
when the granular gain of TCQ is 1.38 dB. The maximal
number of decoding iterations is set to be 150 and the actual
number to achieve convergence is between 44 and 105.

C. TCQ Plus Systematic IRA Code Design

We now examine embodiments of a dirty-paper code
design based on TCQ and systematic IRA codes. We use a
systematic IRA code to move the starting point of the VND
EXIT chart to the right of the origin. This way, the horizontal
opening between the starting points of the CND and VND
EXIT charts will allow practical IRA code design. However,
we discover that whereas the right shift of the VND EXIT
chart from using systematic IRA codes is relatively large for
pure channel coding problems, this shift is very small in
dirty-paper coding (see the solid curves of FIG. 13 with
256-state TCQ), which involves both source coding and chan-
nel coding. We thus additionally employ bi-regularity in
CND, which has demonstrated its effectiveness in moving the
CND EXIT chart up from the origin in our non-systematic
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IR A code design. This way, the VND EXIT chart is moved to

the right of the origin while the CND EXIT chart moved up

from the origin to facilitate IRA code design.

One embodiment of an encoder with two TCQs for rate
K/(K+N) b/s is shown in FIG. 16. Its “parity part” with TCQ,
is the same as in the non-systematic IRA code of FIG. 11. In
general, TCQ, in the “systematic part” can be different from
TCQ, as long as they are designed such that both satisfy the
same power constraint P. This way, they can be used inter-
changeably from a power consumption point of view. How-
ever, the difference between them lies in their granular gain.

We consider two setups: one employs 256-state TCQ, and
TCQ, (with an individual/overall granular gain of 1.33 dB);
another uses a 512-state TCQ, (with 1.36 dB granular gain)
and a 1024-state TCQ, (with 1.38 dB granular gain) for an
overall granular gain of 1.3662 dB in source coding. In each
setup, we compare the CND&ACC&TCQ, EXIT charts and
select the CND profiles as:

(a) Degree 1: 73.33% and degree 4: 26.67% for 256-state
TCQ, and TCQ,,

(b) Degree 1: 73.33% and degree 4: 26.67% for 512-state
TCQ, and 1024-state TCQ,.

The decoder system is schematically shown in FIG. 17,
where two BCJR decoders are used. For the “systematic
part”, we compute the a priori information 1, 7.,, based on
the extrinsic information from the VND. Then the output
extrinsic information I, ;, is fed back to the VND. The
decoder for the “parity part” resembles that in our non-sys-
tematic IRA code design.

Due to the presence of the BCJR decoder corresponding to
the “systematic part”, we evaluate the VND&TCQ, EXIT
charts via simulations, in which we set K/N=1/3 so that the
rate K/(K+N)=0.25 b/s with:

(a) K=60,000 bits and N=180,000 for 256-state TCQ, and
TCQ,; and

(b) K=30,000 bits and N=90,000 for 512-state TCQ, and
1024-state TCQ,.

We design the VND profile by matching the EXIT chart of
the CND&ACC&TCQ);, part.

The resulting VND profiles are:

(a) Degree 2: 58.45%, degree 3: 23.38%, degree 10: 16.94%,
and degree 150: 1.223% for 256-state TCQ, and TCQ,;
and

(b) Degree 1: 57.24%, degree 2: 31.23%, degree 10: 9.98%,
and degree 150: 1.55% for 512-state TCQ, and 1024-state
TCQ,.

FIGS. 18 and 19 show the EXIT charts of the systematic
IRA codes in our two setups. Again, we see a convergence
enabling tunnel between the CND&ACC&TCQ, and
VND&TCQ, EXIT charts in each figure.

D. Simulation Results for the TCQ Plus Systematic IRA Code

Design
For the setup with 256-state TCQ, and TCQ,, we simulate

50 blocks of transmission at 0.25 b/s (as in the case with

non-systematic IRA codes and 256-state TCQ), and obtain a

BER of 2.08x107° at the 0.984 dB gap from SNR*. The

maximal number of decoding simulations is again 150 and

the actual number to achieve convergence is between 50 and

115.

In the setup with 512-state TCQ, and a 1024-state TCQ,,
20 blocks of transmission are simulated at 0.25 b/s. We obtain
aBER of 5.0x107° when SNR=-2.945 dB, which is 0.883 dB
away from SNR* at 0.25 b/s. The maximal number of decod-
ing iterations is set to be 150 and the actual number to achieve
convergence is between 40 and 100.
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E. Several Embodiments

Asnoted above, our code designs may use BCJR decoding.
Each BCJR decoding iteration includes a number of loop
operations.

In one embodiment of our design, based on the non-sys-
tematic IRA code and 256-state TCQ, K=60,000, N=240,000
bits, the number of input bits is 1(TCQ)+1(ACC)=2. The
BCIR decoder thus executes
26+522%240,000=512x4x240,000 loop operations per
iteration. Note that in FIG. 20 the pdf of quantization error
with the 256-state TCQ, in our code design, is very close to
being Gaussian.

In another embodiment of our design, based on the system-
atic IRA code and 256-state TCQs, K=60,000 and N=180,
000, the number of input bits is 1(TCQ,)+1(systematic bit)=2
for the “systematic part” and 1(TCQ,)+1(ACC)=2 for the
“parity part”. In the “systematic part”, the total number of
loop operations is:

28%22%60,000=256x4x60,000.

In the “parity part”, the number is
26+ Dy 22 180,000=512x4x180,000.

The combined number of loop operations is thus 512x4x
210,000 per iteration, which is 7/8 of the complexity of our
design based on the non-systematic IRA code.

Finally, the total number of loop operations in our code
designs using 512-state TCQ and the non-systematic IRA
code (with K=30,000 and N=120,000) and using 512-state
TCQ,, 1024-state TCQ, and the systematic IRA code (with
K=30,000 and N=90,000) is the same at 512x4x240,000 per
BCJR decoding iteration.

Conclusions

We have addressed the problem of near-capacity dirty-
paper code designs based on TCQ and IRA codes. The
source-channel coding approach we take enables us to seam-
lessly combine TCQ and IRA codes in a dirty-paper code and
to see a separate modulo loss due to source coding and the
packing loss due to channel coding.

The code designs presented herein are applicable in a num-
ber offields, including (but not limited to): dirty-paper coding
to image data-hiding, coding for MIMO broadcast channels,
and transmitter cooperation in wireless ad hoc networks.
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What is claimed is:

1. A method for encoding data, the method comprising:

performing, using a processor, irregular repeat accumulate
(IRA)-based channel coding on a set of message bits in
order to generate a stream of expanded parity words;

performing, using the processor, source coding on the
stream of expanded parity words to generate a modu-
lated signal, wherein said performing source coding
includes modifying the expanded parity words using
output from a trellis coded quantization;

providing the modulated signal for processing with a chan-
nel state signal, to generate an output signal X.

2. The method of claim 1, wherein the output from the

trellis-coded quantization is generated in response to an input
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vector b supplied to the trellis-coded quantization, wherein
the input vector b has been selected so that the output signal
X satisfies a power constraint.

3. The method of claim 1, wherein said performing source
coding also includes performing pulse amplitude modulation
based on the modified expanded parity words to obtain the
modulated signal.

4. The method of claim 1 further comprising subtracting a
scaled and dithered version of the channel state signal from
the modulated signal to obtain the output signal X.

5. The method of claim 1 further comprising transmitting
the output signal over a channel to one or more destinations.

6. The method of claim 1 further comprising storing the
output signal in a memory medium.

7. A method for encoding data, the method comprising:

performing, using a processor, irregular repeat accumulate
(IRA)-based channel coding on message bits in order to
generate a stream of expanded parity words;

performing, using the processor, first source coding on the
stream of expanded parity words to generate a first
modulated signal, wherein said performing first source
coding includes modifying the expanded parity words
using output from a first trellis coded quantization;

expanding, using the processor, the message bits to obtain
expanded message words;

performing, using the processor, second source coding on
the stream of expanded message words to generate a
second modulated signal, wherein said performing sec-
ond source coding includes modifying the expanded
message words using output from a second trellis coded
quantization;

generating, using the processor, a signal u from the first
modulated signal and the second modulated signal,

providing the signal u for processing with a channel state
signal, to generate an output signal X.

8. The method of claim 7, wherein the output from the first
trellis-coded quantization is generated in response to an input
vector by supplied to the first trellis-coded quantization,
wherein the output from the second trellis-coded quantization
is generated in response to an input vector b, supplied to the
second trellis-coded quantization, wherein the input vectors
b, and b, have been selected so that the output signal X
satisfies a power constraint.

9. The method of claim 7, wherein said performing first
source coding also includes performing pulse amplitude
modulation based on the modified expanded parity words to
obtain the first modulated signal.

10. The method of claim 7, wherein said performing sec-
ond source coding also includes performing pulse amplitude
modulation based on the modified expanded message words
to obtain the second modulated signal.

11. The method of claim 7 further comprising subtracting
a scaled and dithered version of the channel state signal from
the signal u to obtain the output signal X.

12. The method of claim 7 further comprising transmitting
the output signal X over a channel to one or more destinations.

13. The method of claim 7 further comprising storing the
output signal X in a memory medium.

14. A computer system for encoding data, the computer
system comprising:

a memory configured to store program instructions;

a processor configured to access the program instructions
from the memory and to execute the program instruc-
tions, wherein the program instructions are executable
to:
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perform irregular repeat accumulate (IRA)-based channel
coding on a set of message bits in order to generate a
stream of expanded parity words;

perform source coding on the stream of expanded parity

words to generate a modulated signal, wherein said per-
forming source coding includes modifying the expanded
parity words using output from a trellis coded quantiza-
tion;

providing the modulated signal for processing with a chan-

nel state signal, to generate an output signal X.

15. The computer system of claim 14, wherein the output
from the trellis-coded quantization is generated in response to
an input vector b supplied to the trellis-coded quantization,
wherein the input vector b has been selected so that the output
signal X satisfies a power constraint.

16. The computer system of claim 14, wherein said per-
forming source coding also includes performing pulse ampli-
tude modulation based on the modified expanded parity
words to obtain the modulated signal.

17. The computer system of claim 14, wherein the program
instructions are also executable to subtract a scaled and dith-
ered version of the channel state signal from the modulated
signal to obtain the output signal X.

18. The computer system of claim 14, wherein the program
instructions are also executable to transmit the output signal
over a channel to one or more destinations.

19. The computer system of claim 14, wherein the program
instructions are also executable to store the output signal in a
memory medium.

20. A computer-accessible memory medium configured to
store program instructions, wherein the program instructions
are executable to:

perform irregular repeat accumulate (IRA)-based channel

coding on a set of message bits in order to generate a
stream of expanded parity words;

perform source coding on the stream of expanded parity

words to generate a modulated signal, wherein said per-
forming source coding includes modifying the expanded
parity words using output from a trellis coded quantiza-
tion;

providing the modulated signal for processing with a chan-

nel state signal, to generate an output signal X.

21. The memory medium of claim 20, wherein the output
from the trellis-coded quantization is generated in response to
an input vector b supplied to the trellis-coded quantization,
wherein the input vector b has been selected so that the output
signal X satisfies a power constraint.

22. The memory medium of claim 20, wherein said per-
forming source coding also includes performing pulse ampli-
tude modulation based on the modified expanded parity
words to obtain the modulated signal.

23. The memory medium of claim 20, wherein the program
instructions are also executable to subtract a scaled and dith-
ered version of the channel state signal from the modulated
signal to obtain the output signal X.

24. The memory medium of claim 20, wherein the program
instructions are also executable to transmit the output signal
over a channel to one or more destinations.

25. The memory medium of claim 20, wherein the program
instructions are also executable to store the output signal in a
memory medium.

26. An apparatus configured to encode data, the apparatus
comprising:

ameans for performing irregular repeat accumulate (IRA)-

based channel coding on a set of message bits in order to
generate a stream of expanded parity words;
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a means for performing source coding on the stream of
expanded parity words to generate a modulated signal,
wherein said performing source coding includes modi-
fying the expanded parity words using output from a
trellis coded quantization,

wherein the modulated signal is provided for processing
with a channel state signal, to generate an output signal
X.

27. An apparatus configured to encode data, the apparatus

comprising:

a processor;
tangible, non-transitory computer-readable medium hav-
ing computer-executable instructions stored thereon
that, if executed by the processor, cause the processor to
perform operations comprising:
inner decoding an input signal in order to generate first
feedforward information, wherein the inner decoding
includes (a) performing trellis decoding on the input
signal over a joint trellis corresponding at least to an
accumulator portion of an irregular repeat accumulate
(IRA) encoder and a trellis coded quantization and (b)
performing first check node decoding on data includ-
ing a modified version of output from the trellis
decoding, wherein the first feedforward information
is a modified version of output from the first check
node decoding;
outer decoding a permuted version of the first feedfor-
ward information in order to generate first feedback
information, wherein said outer decoding includes
performing variable node decoding, corresponding to
variable nodes of the IRA encoder, on the permuted
version of the first feedforward information, wherein
the first feedback information is a modified version of
output from the variable node decoding;
wherein the output of the variable node decoding is
provided to determine an estimate for the message
bits.
28. An apparatus configured to encode data, the apparatus

comprising:

a means for inner decoding an input signal in order to
generate first feedforward information, wherein the
inner decoding includes (a) performing trellis decoding
on the input signal over a joint trellis corresponding at
least to an accumulator portion of an irregular repeat
accumulate (IRA) encoder and a trellis coded quantiza-
tion and (b) performing first check node decoding on
data including a modified version of output from the
trellis decoding, wherein the first feedfonNard informa-
tion is a modified version of output from the first check
node decoding;

a means for outer decoding a permuted version of the first
feedforward information in order to generate first feed-
back information, wherein said outer decoding includes
performing variable node decoding, corresponding to
variable nodes of the IRA encoder, on the permuted
version of the first feedforward information, wherein the
first feedback information is a modified version of out-
put from the variable node decoding;

wherein the output of the variable node decoding is pro-
vided to determine an estimate for the message bits.

29. An apparatus configured to encode data, the apparatus

comprising:

a processor;

tangible, non-transitory computer-readable medium hav-
ing computer-executable instructions stored thereon
that, if executed by the processor, cause the processor to
perform operations comprising:
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performing irregular repeat accumulate (IRA) -based
channel coding on message bits in order to generate a
stream of expanded parity words;

performing first source coding on the stream of
expanded parity words to generate a first modulated
signal, wherein said performing first source coding
includes modifying the expanded parity words using
output from a first trellis coded quantization;

expanding the message bits to obtain expanded message
words;

performing second source coding on the stream of
expanded message words to generate a second modu-
lated signal, wherein said performing second source
coding includes modifying the expanded message
words using output from a second trellis coded quan-
tization;

generating a signal u from the first modulated signal and
the second modulated signal,

providing the signal u for processing with a channel state
signal, to generate an output signal X.

30. An apparatus configured to encode data, the apparatus

comprising:

means for performing irregular repeat accumulate (IRA)
-based channel coding on message bits in order to gen-
erate a stream of expanded parity words;

means for performing first source coding on the stream of
expanded parity words to generate a first modulated
signal, wherein said performing first source coding
includes modifying the expanded parity words using
output from a first trellis coded quantization;

means for expanding the message bits to obtain expanded
message words;

performing second source coding on the stream of
expanded message words to generate a second modu-
lated signal, wherein said performing second source
coding includes modifying the expanded message words
using output from a second trellis coded quantization;

means for generating a signal u from the first modulated
signal and the second modulated signal,

means for providing the signal u for processing with a
channel state signal, to generate an output signal X.

31. An apparatus configured to encode data, the apparatus

comprising:

a processor;
tangible, non-transitory computer-readable medium hav-
ing computer-executable instructions stored thereon
that, if executed by the processor, cause the processor to
perform operations comprising:
performing, using a processor, first decoding operations
on a parity portion of the input signal in order to
generate first feedforward information, wherein said
performing first decoding operations includes (a) per-
forming a first trellis decoding on the parity portion
over a joint trellis corresponding at least to an accu-
mulator portion of an irregular repeat accumulate
(IRA) encoder and a first trellis coded quantization
and (b) performing first check node decoding on data
including a modified version of output from the first
trellis decoding, wherein the first feedforward infor-
mation is a modified version of output from the first
check node decoding;
performing, using the processor, second decoding
operations on a systematic portion of the input signal
and a permuted version of the first feedforward infor-
mation in order to generate first feedback information
and second feedback information, wherein said per-
forming second decoding operations includes (c) per-
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forming a second trellis decoding on the systematic
portion over a trellis corresponding to a second trellis
coded quantization and (d) performing variable node
decoding on the permuted version of the first feedfor-
ward information and a modified version of output
from the second trellis decoding, wherein the first
feedback information and the second feedback infor-
mation are outputs of the variable node decoding;
wherein the second feedback information is provided to

32

output from the first trellis decoding, wherein the first
feedforward information is a modified version of output
from the first check node decoding;

a means for performing second decoding operations on a

systematic portion of the input signal and a permuted
version of the first feedforward information in order to
generate first feedback information and second feedback
information, wherein said performing second decoding
operations includes (c) performing a second trellis

determine an estimate for the message bits. 10 decoding on the systematic portion over a trellis corre-
32. An apparatus configured to encode data, the apparatus sponding to a second trellis coded quantization and (d)
comprising: performing variable node decoding on the permuted ver-
a means for performing first decoding operations on a sion of the first feedforward information and a modified
parity portion ofthe input signal in order to generate first version of output from the second trellis decoding,
feedforward information, wherein said performing first 15 wherein the first feedback information and the second
decoding operations includes (a) performing a first trel- feedback information are outputs of the variable node
lis decoding on the parity portion over a joint trellis decoding;
corresponding at least to an accumulator portion of an wherein the second feedback information is provided to
irregular repeat accumulate (IRA) encoder and a first determine an estimate for the message bits.
trellis coded quantization and (b) performing first check 20

node decoding on data including a modified version of

#* #* #* #* #*
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