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ABSTRACT

An Opportunistic Mobile Network (OMN) refers to the network paradigm where

wireless devices communicate with each other through the opportunistically formed

wireless links. Routing in OMN relies on node mobility and the store-and-forward

mechanism. It is paramount to have energy efficient, robust and cost effective rout-

ing protocols in such environments. Previous research usually assumes that the

connectivity in such networks is extremely sparse and that the network is purely

infrastructure-less. However, real world deployments of OMNs actually exhibit di-

verse connectivity, i.e., connectivity may range from sparsely connected to well con-

nected or the network may coexist with infrastructure. Consequently, the simplified

assumptions of previous solutions lead to suboptimal behaviors of routing protocols,

which includes redundant transmissions, too much or insufficient data replications,

poor forwarding decisions, etc.

In this dissertation, in order to address the aforementioned problems, we propose

a communication framework for OMNs with diverse connectivity, which consists of

a series of algorithms and protocols that aim to provide energy efficient, robust and

cost-aware communication services to applications. In this framework, we propose:

a) algorithms that carefully schedule transmissions in an opportunistic contact in-

volving multiple nodes; b) routing protocols that consider simultaneously mobile

nodes’ delivery capability and traffic load; c) mathematical tools that characterize

not only Inter-Contact Times but also their correlations; d) adaptive mechanisms to

realize dynamic data replication; and e) forwarding strategies that optimally trade-off

energy consumption and delay in a cost-aware fashion when utilizing infrastructure.

We evaluate the proposed routing protocols and algorithms through extensive simu-
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lations using both synthetic network models and real world mobility traces. We also

conduct real world experiments on a wireless testbed to demonstrate their practica-

bility. The evaluation results show that, with the assumption of diverse connectivity

in mind, the proposed algorithms and protocols greatly improve the networking per-

formance and efficiency. The consideration of delay correlations and a mechanism

for dynamic replication are critical for a routing protocol to perform well with a wide

range of network connectivity. When infrastructure is present, our proposed forward-

ing strategy helps improve the energy-delay trade-off when cost is a constraint.
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1. INTRODUCTION

Recent years have witnessed the steady increase of the number of mobile devices

and the explosion of mobile data traffic. According to [2], such trend is expected to

continue: comparing 2016 to 2021, the number of global mobile devices is expected

to grow from 8.0 billion to 11.6 billion, while the monthly mobile traffic is expected

to increase seven fold. People are increasingly relying on mobile devices (which range

from wearables, smartphones, to tablets or laptops) to accomplish different tasks, to

fetch and share information, or to conduct social interactions with family and friends.

The key enabling factor for applications in these mobile devices is networking,

which currently heavily depends on a centralized infrastructure, i.e., cell towers,

access points, and the core Internet in the back end. Consequently, most applications

cannot work in their current form if the infrastructure is not available due to whatever

reasons, e.g., device is out of coverage, infrastructure is destroyed by disasters, or

is heavily congested. As an example, 89.3% of the cell sites are out of service even

after nine days since a major hurricane hit Puerto Rico [14]. This prevents millions

of people from getting access to critical information or staying in touch with families.

With the prevalence of mobile devices nowadays, we envision that Opportunis-

tic Mobile Network (OMN) will play a critical role in the future mobile networks.

An Opportunistic Mobile Network refers to the network paradigm where wireless

devices communicate with each other through the opportunistically formed wireless

links, and hence it does not depend on the infrastructure. In such networks, mobile

devices are typically equipped with one or more wireless interfaces, such as WiFi or

Bluetooth, in addition to the cellular interface. When two devices are within each

other’s communication range, a wireless link (using WiFi or Bluetooth) may form
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and they can communicate. The formation of the wireless links heavily depends on

nodes’ mobility, which is assumed to be random and is captured by certain mobility

models [11] [74]. In contrast to traditional networks, an end-to-end path between

two devices may not always exist in OMN. Consequently, the data has to be “stored-

and-forwarded” by mobile nodes: the node stores the data and forwards it to another

node that is “closer” to the destination (measured by certain metrics) or to the desti-

nation itself. During this process, the data is often replicated multiple times [82] [79]

before it reaches the destination so as to increase the delivery probability and reduce

the delay. Compared to the traditional network where the delivery delay is usually at

the millisecond scale, in OMN the delay may range from seconds to hours depending

on the forwarding strategy being used, the mobility pattern, etc.

We argue that the design of a communication framework which contains efficient

mechanisms and protocols that help route the data for OMNs is of utmost impor-

tance for future mobile networks. First, in many cases where the infrastructure is

not available (e.g., disaster response scenarios, remote areas, etc.), such a framework

provides best-effort communication services and has little deployment costs. Sec-

ond, the ubiquitous existence of mobile devices nowadays creates more opportunities

for leveraging opportunistic communications. Having such a framework is beneficial

even under the coverage of infrastructure: for network providers (e.g., AT&T), it is

able to offload a large amount of traffic originally carried by the already congested

infrastructure [47] [31]; for end users, it provides an alternative way of communica-

tion, allowing them to trade off delivery performance with better energy efficiency

and lower monetary cost [68].

Most previous work in OMN generally assumes that the network exhibits ho-

mogeneous connectivity characteristics. Some works [82] [79] [17] [4] [34] [27] [28]

consider a purely infrastructure-less network with extremely sparse connectivity.
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They assume that only pairwise contacts exist between mobile nodes. Some other

work [68] [47] [26] [36] consider infrastructure but with only opportunistic contacts

between mobile nodes and the infrastructure.

However, in contrast to the assumption made by existing works, we observe that

users in OMNs actually experience diverse connectivity : the randomness of mobility

and the large number of mobile devices lead to the dynamic formation of complex

network topologies [19] [80] [92]; and the frequent interaction between mobile devices

and the infrastructure leads to the simultaneous existence of mobile-to-mobile and

mobile-to-infrastructure opportunistic contacts [52] [51]. Existing works which make

incorrect assumptions often exhibit suboptimal behaviors. For OMN routing proto-

cols [82] [4] [9] [48] [79] that are based on the pairwise contact assumption, redundant

transmissions may happen when a node encounters multiple neighbors at the same

time, whereas the routing protocol only makes forwarding decisions based on each

individual link. Recent proposed social-based routing protocols [17] [34] [27] [92] [28]

reduce data replication by exploiting high contact rate nodes, which, however, re-

sults in highly skewed energy consumption distribution. For data offloading proto-

cols [47] [68] [26] that only consider opportunistic contacts between mobile nodes and

infrastructure, mobile-to-mobile contacts, which can improve delivery performance

without incurring too much monetary cost, are simply ignored. For the network that

may dynamically evolve from sparsely connected to well connected (such as disaster

response networks [13]), neither existing OMN routing protocols nor mesh network

protocols, e.g., Optimized Link State Routing (OLSR) [37], work satisfactorily [80].

Yet, existing hybrid routing protocols [84] [18] [70] [61] [80] are either unrealistic in

real world situations or perform poorly in dynamic scenarios.
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1.1 Motivation

To overcome the limitations of existing solutions, we present the design of a

communication framework for OMN with diverse connectivity. The proposed com-

munication framework contains a set of routing protocols and algorithms. The upper

level applications can choose to execute a subset of the protocols based on its own

objectives. We approach the problem by moving along the connectivity spectrum,

and solve problems with increasing complexity. On one end of the spectrum where

the network connectivity is relatively sparse, mobile devices meet with each other

opportunistically and form dynamic and unstable topologies. Since there are many

existing routing protocols that make the assumption of pairwise contact, they per-

form inefficiently in such environments. Consequently, a scheduling algorithm is

needed in order to improve the transmission efficiency of these protocols. On the

other end of the spectrum where the network is well connected, existing routing

protocols such as OLSR [38] are mature enough. However, a robust protocol that

can adapt itself across the entire connectivity spectrum is still missing from the lit-

erature. Finally, in areas where infrastructure coverage (e.g., cellular network) is

available, mobile devices may simultaneously have both opportunistic contacts and

cellular connections. In this case, it is desirable to have a forwarding strategy that

can achieve energy-delay trade-off while at the same time is cost-aware.

1.1.1 OMN With Sparse Connectivity

Traditional OMN routing protocols [82] [79] [48] [4] [9] assume a pairwise contact

model: only two nodes are involved in an opportunistic contact at a time. In reality,

however, even in a network with relatively sparse connectivity, multiple nodes may be

in contact simultaneously. Through real world experiments using state-of-art imple-

mentation of OMN protocols, we find that the assumption of pairwise contact model

4



results in redundant transmissions when multiple nodes are in contact. To cope with

this problem, we observe that: 1) nodes can take advantage of the broadcast nature

of wireless communications; and 2) packet replications create tremendous opportu-

nities for network coding in OMN. Motivated by these observations, we believe that

a network coding based transmission scheduling algorithm can be used to solve the

problem. It is, however, challenging to design such an algorithm as the problem is

intractable even with simplifying assumptions.

Recent proposed social-based routing protocols [17] [34] [92] [28] [27] utilize social

network analysis to identify “popular” nodes, i.e., nodes with high contact rates to

other nodes, for efficient forwarding without massive packet replications. However,

intuitively, such protocols may over-utilize the popular nodes. Through both the-

oretical and empirical analysis, we find that these protocols indeed result in severe

energy consumption imbalance problem, where “popular” nodes consume much more

energy compared to typical nodes. If we avoid the usage of “popular” nodes, however,

more packet replications are needed to maintain the same routing performance. It is

therefore challenging to develop a routing protocol which balances the energy con-

sumption while at the same time maintains comparable routing performance without

incurring too much overhead.

1.1.2 OMN Across Entire Connectivity Range

Real world wireless networks often exhibit diverse connectivity characteristics,

instead of either sparsely connected or well connected. Some networks [19] have un-

reliable links among statically deployed nodes due to interference, unreliable power,

etc. which leads to dynamic network topology and network partition. Other net-

works, such as ad hoc networks deployed in disaster scenarios [13], have highly mobile

nodes (e.g., first responders, ambulances, etc), which leads to highly dynamic network
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topology that ranges from well connected to disconnected. Yet, other networks [80]

have both statically deployed mesh networks and mobile nodes in the same area,

which leads to spatially diverse connectivity.

However, none of the existing routing protocols designed for OMN or mesh net-

work deliver satisfactory performance [80] in such networks. Routing protocols for

OMNs utilize packet replication for improving delivery performance, as contacts are

assumed to be sparse. Such a mechanism incurs a significant overhead in well con-

nected mesh networks. On the other hand, routing protocols for mesh networks,

such as OLSR, adopt a single copy approach since an end-to-end path is assumed

to always exist between any two hosts. However, in sparsely connected and highly

dynamic mobile networks, such an approach fails to deliver satisfactory performance.

Moreover, existing hybrid protocols are either impractical or perform poorly.

Some protocols [70] [18] [19] extend existing mesh routing protocols by adding store-

and-forward mechanism so that data packets can reach disconnected nodes. This

approach, however, performs poorly in highly dynamic mobile environments. Other

protocols [61] [44] [84] [45] incorporate a OMN protocol and a mesh protocol, and

then switch between the two protocols. However, the switching point can only be

determined empirically and thus it fails to generalize to other scenarios. R3 [80]

identifies that packet replication is the key structural difference between OMN and

mesh routing protocols. However, the algorithm for dynamic replication has expo-

nential time complexity when supporting more replications and the protocol adopts

the source routing technique, which has been proven to be inefficient in dynamic

environments [58].
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1.1.3 OMN With Infrastructure Coverage

Previous OMN routing protocols consider a purely infrastructure-less network,

whereas the prevalence of smart devices and the ubiquitous coverage of cellular net-

work create an OMN that coexist with infrastructure-based network. Notice that

cellular communication usually incurs non-negligible monetary cost [78] and higher

communication energy consumption than WiFi or Bluetooth [32], but the data can

be delivered instantly. On the other hand, protocols for OMN usually utilize WiFi

or Bluetooth that incur negligible monetary cost and lower energy consumption, but

only leveraging opportunistic contacts may also incur high delay. It is therefore

desirable to design an integrated solution that leverages both opportunistic commu-

nication and infrastructure network to improve energy-delay tradeoff with monetary

cost as a constraint.

Existing solutions [5] [68] [36] [26] [53] are inefficient in various ways. Some

works [68] [36] ignore opportunistic forwarding among mobile devices, even if existing

research [80] [89] has shown that leveraging high contact rates nodes may lead to

higher offloading success rate, and hence lower energy consumption and monetary

cost. Other work [53] [51] consider opportunistic forwarding among mobile devices.

However, they do not explicitly consider energy consumption and monetary cost

which can be important to the users.

It is, however, challenging to design a coherent offloading strategy that simul-

taneously considers energy consumption, delay and monetary cost while leveraging

opportunistic forwarding. Specifically, opportunistic forwarding may incur more en-

ergy consumption if replication is used since more transmissions are involved. On the

other hand, opportunistic forwarding with replication may lead to higher offloading

success rate which may, in turn, reduce both energy consumption and monetary cost.
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1.2 Dissertation Statement

As Opportunistic Mobile Networks often exhibit diverse connectivity, i.e., the

network may range from sparsely connected to well connected and may coexist with

infrastructure, the design of a communication framework, which consists of a trans-

mission scheduling algorithm (for optimizing transmissions over multiple links) and a

set of efficient, problem specific routing and data forwarding protocols, each of which

optimizes for certain objectives and is designed with diverse connectivity in mind,

is critical in order to provide energy efficient, robust and cost-aware communication

service to users in Opportunistic Mobile Networks.

1.3 Main Contribution

The main contributions of this dissertation are listed as follows:

• We propose the Multi-node Contact Optimization Algorithm (MCO) [86].

It is routing protocol independent and thus can work with any OMN routing

protocol that is replication based. The algorithm receives the routing decisions

as input, and outputs a transmission schedule that consists of a series of node-

packet pairs that specifies the transmission order. The packets specified in the

transmission schedule are either unaltered packets or network coded packets.

The objective is to improve the energy efficiency through the reduction of the

number of redundant transmissions.

• We propose the Energy Balanced Routing Protocol (EBR) [87]. It bal-

ances the energy consumption among different nodes during the routing pro-

cess, while at the same time maintains the routing performance. We present

the design of a novel social-based routing metric, a protocol independent intra-

connected-component routing mechanism, as well as a theoretical performance
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analysis of the proposed protocol.

• We propose the Hybrid Routing Protocol (HRP) [89]. It is designed to

achieve robust performance in wireless networks with a wide range of connec-

tivity characteristics, i.e., ranging from well connected wireless mesh networks

to sparsely connected OMNs. We present a novel mathematical model that

is able to capture not only the inter-contact times but also the correlation

information, which have significant impact on the benefit of data replication.

We also present a novel regret-minimization based algorithm to dynamically

decide the amount of replication. We show how HRP can be implemented on

real hardware.

• We propose the Cost-aware Energy-efficient Data Offloading Proto-

col (CEO). It forwards data packets from mobile nodes to a remote server

while minimizing the energy consumption with the constraint of deadline and

monetary cost. It leverages both opportunistic mobile-to-mobile and mobile-

to-infrastructure contacts. We show that the problem can be formulated as a

discrete time optimal control problem, and that the optimal policy has a simple

threshold-based structure. We present an approximation based algorithm that

can calculate the policy efficiently.

• We evaluate the proposed algorithm and protocols [86] [87] [89] through both

simulations and real world experiments. For simulations, we adopt the Oppor-

tunistic Network Environment (ONE) [42] simulator, and we use both synthetic

mobility models (e.g., Truncated Levy Walk [74]) and a wide range of real world

mobility traces [22] [55] [77] [73]. For real world experiments, we implement

a proof-of-concept prototype of HRP and deploy it on wireless routers. We
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emulate a large range of network conditions to thoroughly evaluate the perfor-

mance.

1.4 Organization

This dissertation is organized as follows. In Section 2, the state-of-art solutions

are presented. In Section 3, we present the overall system architecture of the pro-

posed communication framework. In Section 4, the design of the Multi-node Contact

Optimization algorithm is presented. In Section 5, we present the Energy-balanced

Routing protocol. In Section 6, we present the design and implementation of the Hy-

brid Routing Protocol. In Section 7, the Cost-aware Energy-efficient data offloading

protocol is presented. Finally, in Section 8, we conclude this dissertation and present

a few future directions.
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2. STATE OF THE ART

In this section we present the state of the art of this dissertation. We first present

the related works for OMN routing protocols, which includes traditional replication

based protocols, social network analysis based protocols, as well as protocols that

attempt to balance the energy consumption. Next, we discuss the hybrid routing

protocols that are designed for networks with a wide range of connectivity charac-

teristics. Finally, we present the related work about data offloading problem where

opportunistic communications and infrastructure are leveraged simultaneously.

2.1 Related Work for OMN Routing Protocols

2.1.1 Traditional OMN Routing Protocols

Routing protocols for OMNs have been extensively studied [82] [48] [79] [9] [4].

Epidemic [82] proposed that by exploiting pairwise contact processes, it is possible

to route packets in intermittently connected networks. During each contact, the

node requires whatever packets it does not possess from the encountered neighbor.

This flooding-based routing protocol achieves optimal delay and delivery ratio perfor-

mance when given unlimited bandwidth and unlimited storage at each node, but with

the cost of large overhead. Epidemic is often used as upper bound for performance

evaluation. In Spray&Wait [79], the source “sprays” a limited number of messages

into the network; these message carriers then simply wait for the destination to de-

liver the message. In this way, it initially “jump-starts” spreading the messages into

the network like what Epidemic does. When enough copies of the packet are injected

into the network, it stops data replication and let each node carrying a copy perform

direct transmission.

Flooding-based (or restricted flooding-based) protocols require no knowledge of
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the network in advance. However, it is shown in [39] that the increased knowledge

about the network would improve routing performance in OMN. As such, protocols

[48] [9] [4] try to predict future mobility pattern by using contact history. Prophet [48]

makes routing decisions by calculating the probability for the encountered node to

deliver a packet to its destination. The basic idea is to maintain a delivery pre-

dictability for each pair of the nodes. This predictability is updated each time these

nodes meet, and is also aged as time elapse when they are not in contact. Then during

a contact, the messages are forwarded to the node with higher delivery probability.

In [9], delivery probability is estimated by contact frequency. Then the packets with

high delivery probability and the packets that have not traversed far in the network

are given higher priority. A more advanced buffer management mechanism is also

proposed in order to prioritize the packets to be dropped. RAPID [4] views routing

as a resource allocation problem. In order to optimize a certain routing metric, such

as minimizing average delay of the packets, they derive a per-packet utility function

and make the routing decision by maximizing the marginal utility. [59] proposes

encounter-based routing. The key idea is also to keep track of the encounter rate

of a node, i.e., the number of times it encounters a neighbor. When two nodes are

in contact, the relative ratio of their encounter rate determines the proportion of

message replicas to exchange.

Notice that all these routing protocols are based on the pairwise information

exchanging in order to make routing decisions. When the node encounters a neighbor,

it checks each message within its buffer and make a routing decision of whether to

forward this message to the neighbor. Nodes are thus unaware of the potential

multiple ongoing links.
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2.1.2 Social-based OMN Routing Protocols

Previous OMN routing protocols are usually built using observed mobility pat-

terns. The dynamic and unpredictable topological changes make the routing struc-

ture detected in this way unreliable. In many cases where the mobile devices are

human-held devices, social characteristics such as friendship, community structures,

etc. are less volatile than mobility [34].

SimBet [17] is a single-copy routing protocol based on social network analysis.

The key idea is to identify “bridge” nodes in order to facilitate the routing process.

In particular, the betweenness and similarity are used by nodes to decide whether

to forward a message to the encounter node. The author propose to use “ego net-

work analysis”, which can be performed locally by individual node using only local

information, to estimate such metrics. The routing metric SimBet then consists of

a weighted summation of betweenness and similarity.

BUBBLE RAP [34] is one of the most famous social-based forwarding strategies.

The key idea of BUBBLE RAP is to forward the message towards more popular nodes

and towards the community in which the destination belongs. Once the message is

forwarded to the destination’s community, it can only be forwarded to more popular

nodes within the same community, until it is delivered to the destination. The

popularity is measured by degree centrality, i.e., the number of unique neighbors a

node has met during a time slot.

In [29], a new routing metric called Cumulative Contact Probability (CCP) is

proposed as an alternative metric for “betweenness”. The authors show that there

is a better correspondence between CCP and the chance for a node to lie on the

shortest path among other nodes than betweenness metric.

Community-aware Opportunistic Routing (CAOR) [85] is a routing protocol
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based on social communities. Instead of routing among mobile nodes, CAOR in-

tends to route data among communities. The paper assumes that for each node,

there are a few locations, called home, that the node frequently visits. In each home,

there is a throwbox which can storage messages. The the social network analysis is

used to derive expected delays between homes, and the forwarding strategy for a node

is simply to forward to home which has smaller expected delay to the destination’s

home.

In addition to social community, the temporal information is also shown to be

important in the process of information dissemination [66]. The key contribution

of [66] is the methodology of breaking contact traces into temporal communities,

where multiple nodes meet each other frequently and for a long period of time. The

authors show that these temporal communities have high correlation with the actual

social communities obtained through analysis of friendship, share of affiliation, home

city, etc. Moreover, the detected temporal communities are also used for analysis of

information dissemination in opportunistic social networks. It turns out that high

contact rate nodes are responsible for most information dissemination. Particularly,

nodes that are only frequently active within temporal communities have less impact

on information dissemination. The high contact rate nodes which connect different

communities play a more important role in the information dissemination process.

[91] also identify the importance of temporal community, which they termed

as transient community. In addition to the analysis of transient community, they

developed a forwarding strategy. The basic idea is to keep track of the node’s current

transient community, and use this information to decide whether the encountered

node has higher probability to meet a node which is in the community where the

destination belongs to. Packet replication is used to decrease the delay.

In [49], the authors analyze a mobility dataset of roughly 200 freshmen students
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of University of Notre Dame over 15 months, in order to demonstrate the feasibility

of opportunistic communication and explore the potential of using opportunistic

communications to augment the existing infrastructure based wireless network. The

results show that opportunistic communication opportunities are prevalent, that the

opportunistic contacts are stable (contacts maintain long duration, and have high

frequency), and that opportunistic contacts have fairly good reciprocity (nodes can

achieve a balance between receiving service and offering service).

[92] identifies the existence of Transient Connected Components (TCC) through

empirical analysis over five mobility traces, and the authors prove that if the TCCs

satisfies certain properties, the contact opportunities between mobile nodes are in-

creased. They propose data forwarding strategies that are aware of the existence of

TCC, where each node is associated with a centrality metric. In the naive strategy,

the data is forwarded to the node with highest centrality in the TCC. In the enhanced

strategy, the data replicas in the TCC are rearranged based on a set centrality met-

ric, which characterizes the total delivery capability of the nodes currently holding

the data. However, the forwarding decisions are made centrally at a command node,

which is less scalable in large networks.

2.1.3 Energy-balanced OMN Routing Protocols

A common pattern for the social based protocols is that the data is forwarded

to more “popular” nodes as they are more capable of delivering data. However, this

may lead to energy consumption imbalance problem. Yet, the energy consumption

imbalance problem was thoroughly explored in the literature. In [23], the authors

analyze the imbalance problem for delegation forwarding, i.e., a forwarding strategy

where the node only forwards to another node with the highest metric it has ever

seen, without the consideration of TCC, but provide no solution to the problem.
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FairRoute [67] proposes to use queue length to limit the traffic received by popular

nodes. A node would forward a message only if the encountered node has higher qual-

ity metric and smaller queue length. Similarly, in [46] the authors use buffer space

advertisements to avoid storage congestion. In [69], a congestion control framework

is proposed to offload traffic from congested individual nodes or network parts to

other parts of the network. The framework mainly consists of a set of utilities and

an adaptive replication rate. Although congestion control mechanism has positive

impact on traffic balance, it does not necessarily guarantee that the aggregate traffic,

which is directly related to energy consumption, is also balanced among nodes. Pop-

ular nodes are able to deliver messages quickly to destinations, and those messages

are therefore purged from their buffer, which makes room for the new messages to

be received and the aggregate traffic may still be high. These protocols also do not

consider TCC and ignore the fact that popular nodes may also have higher chance to

relay messages for other nodes within a TCC. Our proposed solution tries to directly

balance the aggregate traffic and avoid hot-zones within TCCs.

2.2 Related Work for Hybrid Routing Protocols

Previous works [19] [70] [18] [44] [84] [80] [61] [45] [51] have investigated the inte-

gration of routing protocols for connected networks and sparsely connected networks

using different approaches.

One of the most significant difference between routing in connected networks,

i.e., mobile adhoc networks (MANET) or mesh networks, and in OMNs is that

OMN protocols typically adopt the store-and-forward mechanism in order to deliver

the packets. Hence, a naive approach of integration is then to embed the store-and-

forward mechanism to a MANET/Mesh routing protocol [70] [18] [19], such that the

data can be delivered even if the nodes are disconnected for some period of time. The
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basic idea is to buffer the data whenever the next hop is unavailable, and retransmit

the data when the next hop is available again or a new route is discovered. Although

this may work well under specified network conditions [19] [70], the lack of ability

for selecting appropriate packet carriers in disconnected networks and the limitation

of using single copy limit its performance.

Another intuitive approach of hybrid routing is to switch between existing MANET

and OMN protocols [61] [44] [45] [84] [51]. The source decides, based on certain con-

ditions, whether to use MANET or OMN routing protocols. For example, in [45],

the source decides which protocol to use based on its local information about the

node density, message size and path length to the destination. If the network is

sparse, or the nodes are moving fast, or the message size is large, then OMN routing

is used; otherwise the MANET routing is used. In [84], a different switching scheme

is proposed. The key idea is to partition temporally connected network into multiple

diameter-constrained groups, then MANET routing is used for intra-group routing

while OMN routing is used for inter-group routing. The major problems for these so-

lutions are as follows. First, it is hard to clearly define the boundary between OMNs

and connected networks, which makes it hard to choose an appropriate switching

point, e.g., the group diameter in [84]. Second, the switching decisions are made

at the source, and hence the intermediate nodes cannot change the decision even

if they may have more up-to-date information. Third, even if the protocol allows

the intermediate nodes to make additional decisions, as have been proposed as an

alternative in [80], it may change between different protocols frequently which results

in sub-optimal routes and it still makes poor decisions in terms of data replication

which results in longer queue at each node [80].

An important observation was made in R3 [80] that replication is the key struc-

tural difference between routing protocols for well connected networks and OMNs.
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They further discovered the relationship between replication benefit and the path

delay predictability. Similar observation of the relationship between replication ben-

efit and link delay predictability is also made in data center networks [83]. Utilizing

their analytical model for replication, R3 is able to dynamically replicate packets

according to the network condition. To do this, each node collects path delay distri-

butions by calculating the convolutions of individual link delay distributions obtained

through probing the network. The shortest path in terms of expected path delay is

first selected. Additional paths are used if the calculated replication gain exceeds a

certain threshold. The source then puts the path(s) in the packet header for source

routing. Unfortunately, the computational cost grows exponentially when trying to

support more replications and the adopted source routing technique was shown to

be inefficient in highly dynamic OMN environments [40].

Inspired by R3, our work delves deeper into understanding replication. We find

that the correlation of path delays can significantly reduce the benefit gained from

packet replication. We propose a novel model for capturing the potential correlation

of inter-contact times, which is the major source of packet delay in highly dynamic

OMN environments, among a group of nodes. We further propose a novel adaptive

algorithm for dynamically and efficiently choosing the number of packet replications,

which take the delay correlations into account for better decisions.

The impact of correlated mobility on forwarding efficiency is explored in [8]. Our

work differs from their protocol in the sense that we also study the impact of correla-

tion on replication and that we propose a new model for better capturing correlation.

Through simulation, we show that our protocol achieves superior performance.
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2.3 Related Work for Data Offloading Through Opportunistic Communication

Mobile data offloading has been an active research area. Among many other

works, user side data offloading is the most relevant to our work. Ra et al. [68]

proposed SALSA, which leverages Lyapunov optimization framework to minimize

the energy consumption while maintaining the queue stability. Mehmeti et al. [56]

analyzed the delay-energy tradeoff of delayed offloading. Their work focus on the

case where the message is forwarded at the first contact with an AP, while our

work extend the idea and allow further delaying if the transfer opportunity is energy

inefficient. Gao et al. [26] proposed online and offline algorithms to schedule data

transfer when AP’s capacity is limited. Similarly, [36] schedules data transfer based

on predicted WiFi availability, future traffic and user preference. Different from

our work, these work do not consider opportunistic forwarding, while [26] and [36]

do not consider energy consumption either. Lu et al. [53] proposed cooperative

data offloading, where the forwarding decision is made based on opportunistic paths’

availability and delivery probability. Different from our work, they do not consider

the energy consumption of data transfer. For a comprehensive survey of mobile data

offloading, readers are referred to [71].

Existing works [6] [35] that study the impact of infrastructure on opportunistic

communications, or vice versa, mainly focus on delay and PDR. Different from their

work, we try to explore the trade off between energy consumption, monetary cost and

delivery performance when both opportunistic and infrastructure communication are

considered.

Khouzani et al. [43] uses optimal control framework to design energy efficient

Epidemic routing protocol. However, their work considers a homogeneous network,

while ours consider a more complicated heterogeneous network. Moreover, they
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use the number of transmissions as an indicator of energy consumption, while we

explicitly model the energy consumption for each transmission. Lastly, they do not

consider monetary cost, while CEO adapts to users cost preference.
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3. SYSTEM ARCHITECTURE

In this section, we present the overall system architecture of the proposed com-

munication framework for OMNs with diverse connectivity. Before we delve deep

into the technical detail, we first introduce a few general but important concepts

presented throughout this dissertation.

3.1 Preliminaries

Opportunistic Mobile Networks fall into the general category of Delay Tolerant

Networks (DTN) [24], which was initially designed for interplanetary networking.

OMN can thus inherit the architecture designed for DTN. An application data unit in

OMN is referred as a message in this dissertation, and a message may have arbitrary

length [10]. To cope with high delay and potential frequent disconnection, nodes in

OMN employ persistent storage for storing messages. All messages in OMN are also

associated with a lifetime (or maybe called deadline in the rest of this dissertation),

which indicates the time span when this message is useful. A message is dropped

if it reaches its deadline. We refer to a node as a message carrier for a message

if it carries a copy of the message. A node is the next carrier if the OMN routing

protocol determines that a copy of the message should be transmitted to that node.

Notice that this is different from the next hop as in traditional term, since the next

carrier might be multiple hops away in a temporally connected network in OMN as

we will see in later sections.

When two nodes encounter, they first exchange information that facilitates rout-

ing, which may include a summary vector of the carried messages, routing protocol

dependent meta data, etc. Then for each of the messages in its storage, a routing

decision has to be made. In general, deliverable messages, i.e., the ones whose des-
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Figure 3.1: Overall system architecture

tination is the encountered node, are sent first, followed by other messages. If the

routing protocol is replication based, then the sender will keep a copy of the message;

otherwise it drops the transmitted message.

3.2 Communication Framework Architecture

In Figure 3.1, we present the overall architecture of the proposed communication

framework. The proposed framework serves as the middleware which sits above

the transport layer of the network stack, and provides energy efficient, robust and

cost-aware communication services to the OMN applications. Mobile devices which

utilize our framework form an overlay network above the network layer. Once the

framework has made a routing decision, it simply utilizes the underlying protocols

to transmit the data to the next carrier.

In order to leverage opportunistic communications, applications utilize the pro-
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vided Application Programming Interfaces (API) to send and receive data instead

of using the traditional sockets. The framework then takes custody of the data and

delivers the data in its best effort while optimizing for certain objectives. The frame-

work leverages all communication interfaces, such as Bluetooth, WiFi, and cellular

(e.g., LTE or 3G). Within the framework, we assume that there exists a Topology

Maintenance module, which is able to provide the overall graph view of the (poten-

tially multi-hop) network the node is currently connected to.

At the core of the framework is the set of three routing and data forwarding

protocols (EBR, HRP and CEO) and a scheduling algorithm (MCO), each of which

optimizes for certain objectives. The MCO algorithm takes input from the routing

protocol and schedules actual transmissions in order to achieve energy efficiency,

which can be leveraged by the three routing and forwarding protocols. The EBR

protocol utilizes a new routing metric to conduct efficient OMN routing while main-

taining energy consumption balance. The HRP achieves robust routing performance

across a wide range of connectivity characteristics. The CEO utilizes both cellular

interface and opportunistic links (formed by WiFi or Bluetooth) to achieve cost-

aware energy efficiency data offloading. When activated, the protocol module fetches

topology information from the Topology Maintenance module, exchanges control in-

formation with other nodes, and handles actual data forwarding. As each of the

protocol optimizes different objectives, it is up to the application to choose which

protocol to execute.

One potential implementation of the proposed framework is to integrate with

existing DTN implementations, e.g., IBR-DTN [21]. The framework can be imple-

mented as an independent component, which leverages the IBR-DTN library for

services such as storage management, API, etc. and provides the necessary rout-

ing functionality. In our proof-of-concept implementation of HRP, we also leverages
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olsrd [81], i.e., an implementation of OLSR, for topology management. This disserta-

tion focuses on the theoretical aspects of OMN communications and proof-of-concept

implementations. We leave the full-fledged implementation as future work.
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4. MULTI-NODE CONTACT OPTIMIZATION ALGORITHM 1

Opportunistic mobile networks are intermittently connected ad hoc networks,

where information is disseminated through opportunistic wireless communication

among nodes, whenever there is a contact [64]. This infrastructureless network-

ing, enabled by human-held mobile devices [33], has many promising applications

including disaster rescue [13] and mobile crowdsensing [25]. In these networks, an

important research problem is routing. Recently proposed routing protocols use so-

cial network analysis to make routing decisions since humans’ social structure is not

prone to rapid changes [76]. Messages are forwarded from source to destination in a

hop-by-hop manner. Any node can serve as a forwarder as long as it is able to bring

the message closer to destination.

Although recent studies have demonstrated the practical potential for oppor-

tunistic communication using smartphones [49] and opportunistic mobile networks

have been shown to support new paradigms of computing [57], several research chal-

lenges have not been satisfactorily addressed. For example, opportunistic forwarding

has only been treated as a point-to-point contact between nodes, as opposed to a

simultaneous contact among multiple nodes. This is possibly due to the fact that

opportunistic mobile networks have been essentially treated as traditional delay tol-

erant networks (DTN), and some assumptions for DTNs were not re-considered for

social networks. In DTNs, the contacts are assumed to be very sparse. Only pairwise

contacts are considered when designing forwarding strategies [82], and thus, links are

only responsible for transferring the message to the encountered node. Since con-

1Reprinted from “Routing protocol-independent Contact Optimization for opportunistic social
networks” by Chen Yang, Radu Stoleru, 2014 IEEE 10th International Conference on Wireless
and Mobile Computing, Networking and Communications (WiMob), Larnaca, 2014, pp. 534-541.
Copyright 2014 by IEEE.
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tacts in opportunistic mobile networks may be more frequent than in traditional

DTN, some nodes may have more than one neighbor occasionally. This has been

confirmed recently in studies on temporal communities [91] [66], where the nodes in

a group tend to meet each other frequently during some time window. Nodes with

two or more neighbors may then take advantage of the broadcast nature of wireless

link, instead of viewing the contact as multiple individual point-to-point links. Fur-

thermore, the routing decision may also be impacted in situations when a node has

multiple neighbors at the same time. For example, when multiple nodes are eligible

to be the next hop for a packet, the current message holder may want to forward

it to the next hop with the largest delivery probability, which requires the routing

protocol be aware of multiple ongoing links.

In this section, we demonstrate that the pairwise contact model might not be

appropriate for opportunistic mobile networks. We analyze both real and synthetic

mobility traces to study how frequent and stable are contacts involving multiple

nodes, i.e., multiple nodes temporally form a connected network. We will demon-

strate that nodes have a high probability to be involved in multiple node contacts

and that the temporally formed topology is fairly stable with respect to duration.

These findings serve as our motivation to investigate how these multiple node con-

tacts may be utilized to reduce the number of transmissions in opportunistic mobile

networks.

We do not propose a new routing protocol in this section; instead, we develop

a centralized network coding based contact optimization algorithm, which receives

routing decisions as input and schedules packet transmissions such that the number

of transmission is minimized for exchanging the same amount of information. The

combination of network coding and wireless broadcast has demonstrated its capa-

bilities of increasing the throughput in wireless mesh networks [41], but has not yet
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been investigated in opportunistic mobile networks. We show through simulations

that our algorithm is able to reduce the total number of transmission without im-

pacting routing performance, i.e., packet delivery rate (PDR) and packet delivery

delay(PDD).

This section is organized as follows. We present our analysis of multiple node

contacts and inefficiencies for existing protocols in Section 4.1. The network model

and the design of the network coding based Contact Optimization algorithm are

introduced in Section 4.2. We evaluate our algorithm and analyze our simulation

results in Section 4.3.

4.1 Multi-node Contact Analysis

We start from the key observation that in opportunistic mobile networks, in

addition to pairwise contacts (i.e., contacts between two nodes only), a node has

non-negligible opportunity to be involved in multiple node contacts, which we call

multi-node contacts. Existing routing protocols which only treat contacts as point-to-

point links may consequently have inefficient behaviors. In this section, we analyze

the frequency and stability of the multi-node contact using realistic and synthetic

mobility traces. We then show the inefficiencies of routing protocols that adopt the

pairwise contact model.

4.1.1 Multi-node Contacts

4.1.1.1 Methodology

We study the frequency and stability of multi-node contacts by analyzing mobility

traces. A mobility trace consists of a series of contact events, where each contact

event contains two node’s ID, and the starting and ending times of the contact. For

ease of discussion, we first introduce several concepts:
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Figure 4.1: Multi-link illustration: (a) a pair-link between u and v; (b) (u, v) and
(v, w) are labeled as multi-links; (c) (u, v) and (u,w) are labeled as multi-links; (d)
all pair-links are labeled as multi-links. (Here we omit starting and ending time for
simplicity.)

Definition 1. Pair-link l: a pair-link l between nodes u and v is formed when they

are in contact and disappears when the contact ends. It is denoted by a 4-tuple:

l = (u, v, ts, te), where ts and te are the starting time and ending time of the link.

We denote the starting time of a pair-link l by ts(l) and the ending time of the link

by te(l).

Definition 2. Multi-link: we label a pair-link l as multi-link if during the time

interval [ts(l), te(l)), there exists at least another node w that is within communication

range with either u or v, or with both.

As an example, consider a pair-link l between u, v as shown in Figure 4.1a. If

during [ts(l), te(l)) another node w forms pair-links with u or v as shown in Fig-

ures 4.1b, 4.1c, or 4.1d, then l is labeled a multi-link. In this case, we say that u, v

and w form a multi-node contact.

Definition 3. Multi-link percentage p: For a network with multi-node contacts, p =

#multi−link
#pair−link .

The multi-link percentage reflects how frequent a pair-link is labeled as multi-link,

and thus represents the frequency of of a multi-node contact. If a pair-link is labeled
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Figure 4.2: Example of a multi-node contact.

as multi-link, then at least one of its endpoints has the opportunity to maintain at

least two pair-links at the same time. Notice that p is closer to 1 if nodes meet each

other in a multi-node contact manner, instead of a purely pairwise manner. The

value of 1− p represents the fraction of links that are only pair-links.

In order to understand the stability of multi-node contacts, we calculate how long

a connected topology (with more than two nodes) lasts until any of the pair-links

ends. A connected topology is represented by a graph G = (V,E), where V (|V | > 2)

is a set of nodes and E is the set of pair-links connecting nodes. Notice that all pair-

links in set E are also labeled as multi-links by definition. We define two types of

durations as follows:

Definition 4. (a) Topology duration: the duration of a topology, represented by

G = (V,E), is given by min{te(l), l ∈ E}−max{ts(l), l ∈ E}; (b) Pair-link duration:
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the duration of a pair-link l is te(l)− ts(l).

We show an example of a three-node contact in Figure 4.2. In this example, nodes

u, v and w form a multi-node contact. Pair-links among them are formed and end

at different times. For this multi-node contact, there are four connected topologies

total (as shown in the left hand side of the figure). For each connected topology, we

also show its duration. For example, the clique topology formed at t2 lasts t3 − t2

until the pair-link v and w ends at t3.

4.1.1.2 Datasets and Results

We first analyze the possibility of multi-node contacts in real world mobility

traces. For this, we use the following datasets: Intel, Cambridge, Infocom’05, Info-

com’06 [11]. These traces record contacts among users carrying Bluetooth devices.

Intel includes eight researchers working at Intel Research in Cambridge, UK. Cam-

bridge include twelve students and faculty, members of a research group at University

of Cambridge. The last two traces are from 41 and 78 users, attendees at Infocom con-

ferences. All traces are preprocessed and only contacts among users in the datasets

are considered. We assume that the contacts are bidirectional.

Table 4.1: Multi-link percentage results for real world mobility datasets

Intel Cambridge Infocom2005 Infocom2006
Mobile nodes 8 12 41 78
Multi-link
percentage(%)

86.1 76.7 94.2 99.1

Pair-link
duration(s)

1,112 618 492 343

Inter-contact
duration(s)

5,443 3,238 10,052 5,572
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Figure 4.3: Link duration CDF for real world trace: (a) Intel; (b) Cambridge; (c)
Infocom2005; and (d) Infocom2006.

We present the multi-link percentage results in Table 4.1 and duration results in

Figure 4.3. We found that the majority of pair-links formed in these mobility traces

can be labeled as multi-links, since the ratio between the number of multi-links and

pair-links is close to 1. This indicates that only a few number of links are pair-links.

Since multi-links imply multi-node contacts, we conclude that multi-node contacts

occur frequently in these mobility traces.

Since the number of possible topologies increases exponentially with the number

of nodes involved in a multi-node contact, here we only show the CDF of durations for
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the topologies presented in Figures 4.1b through 4.1d. We denote topologies similar

to Figures 4.1b and 4.1c as “3-node-2-link” and the topology in Figure 4.1d as “3-

node-3-link”. We also include the duration of pair-links as baseline for comparison.

We plot the duration CDF for each topology and pair-link in Figure 4.3. We

also show the mean value in parentheses. From the results shown in Figure 4.3,

we can observe non-negligible durations for linear and clique topologies. Since the

duration of these three-node topologies is relatively long, a non-negligible number of

packets can be exchanged among nodes. We conclude that multi-node contacts in

these simple topologies are stable enough and can be utilized to increase transmission

efficiency.

4.1.1.3 Impact of Node Density and Communication Range

Since real world mobility traces do not allow us to examine the impact of node

density and communication range over multi-node contact, we use a Truncated Levy

Walk (TLW) mobility model [74] to generate a series of synthetic traces. TLW is a

random walk model that emulates statistical features of human movement such as

the heavy-tail distribution of flight length and the pause time. At each step, a node

chooses a direction uniformly at random. It then chooses the flight length and pause

time randomly from Levy distributions with coefficients α and β, respectively, and

with truncation factor τl and τp. We use α = β = 1.8, τl = 200m and τp = 1h,

as it was used to simulate Infocom’05 [74]. Other simulation variables are listed in

Table 4.2.

Figure 4.4 shows the results from synthetic traces. Figure 4.4a shows that the

percentage of multi-link increases almost linearly with the communication range. It

also increases with the number of nodes in the area. It can be seen from Figure 4.4a

that in sparse networks, multi-node contacts may still occur. When there are 40
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Table 4.2: Parameters of synthetic mobility trace

Number of nodes 40, 50, 60, 70, 80
Communication range(m) 50, 60, 70, 80, 90, 100

Area(m2) 1500 × 1500
Simulation time(hr) 24

nodes in the area and the communication range is 100m, the average node degree is

roughly 0.56. Even in this scenario, more than 70% of the pair-links are multi-links.

Figures 4.4c and 4.4d show the average duration of different topologies. We

note that communication range is the key factor that influences the duration for all

topologies. More importantly, the durations of “3-node-2-link” and “3-node-3-link”

are almost half of the pair-link duration, as shown in Figure 4.4b. This further

validates that multi-node contacts in these topologies are stable.

4.1.2 Inefficiencies of Existing Routing Protocols

Now that we have validated the existence of multi-node contacts in opportunistic

mobile networks, we examine what might be the inefficiencies if routing protocols view

links only as pair-links. We conduct experiments on real wireless mesh hardware, il-

lustrating redundant transmissions for protocols adopting the replication mechanism,

as this has been widely used for decreasing delay in opportunistic networks.

In our experiments we used three Mikrotik RB433UAH routers [1] (labeled u,

v, and w) running IBR-DTN [21] on top of the OpenWRT operating system and

using Epidemic as routing protocol. The bundle size was set to 100kB. In the first

experiment, we let w send 20 bundles to a non-existing node d. Then we turned on

nodes u and v simultaneously, forming a multi-node contact as shown in Figure 4.1d.

We collected node w’s sending times for each bundle and plot them in Figure 4.5a.

In the second experiment, we let u send 20 bundles to a non-existing node d. Then
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Figure 4.4: Synthetic trace results: (a) multi-link percentage; (b) duration of pair-
link; (c) duration of 3-node-2-link; (d) duration of 3-node-3-link.

first turn on node v. After sufficient time, node u and v possess the same set of

bundles. Next, we turned on node w. We collected node w’s receiving times for each

bundle from different sources (i.e., node u and v) and plot them in Figure 4.5b.

As we can see from Figure 4.5, when node w needed to transmit bundles to both

u and v, it actually transmitted the same bundle twice. On the other hand, when

both nodes u and v have the same bundles, both nodes try to transmit their copy

of the same bundle to node w, since both have found that w did not possess that

set of bundles. As a result, w received two copies of the same bundle and simply
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Figure 4.5: Timeline of node w. (a) sending timeline; (b) receiving timeline.

dropped the second one. These results generalize to other routing protocols that use

replication, since they also do not consider multi-node contacts.

4.2 Transmission Scheduling for Multi-node Contact

In this section, we present our solution for addressing the problem of inefficient

transmission in multi-node contacts.

4.2.1 Main Idea

Our main idea is to schedule transmissions and to use network coding during

multi-node contacts, so that the number of transmissions can be reduced. One ex-

ample is shown in Figure 4.6, where u has packet p1 and w has packet p2. Normally,

it takes four transmissions to exchange p1 and p2. With network coding, node v

transmits p1 ⊕ p2 after receiving p1 and p2. u and w then decode the packet they

need (p2/p1) using the packet they already have (p1/p2). Therefore, only three trans-

missions are sufficient. When replication is used during routing, it might be the case

that v already has both p1 and p2, and only one transmission of p1⊕p2 would deliver

both packets to u and w. Hence, the number of transmissions can be reduced by
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Figure 4.6: An example of network coding: u sends p1 to w, while w sends p2 to u.

designing an appropriate network coding scheme.

In this section, we only focus on optimizing transmissions in a multi-node contact;

thus we assume that there already exists an opportunistic routing protocol that

decides the next hop for each packet.

4.2.2 Network Model and Problem Formulation

We model a multi-node contact as a graph G = (V,E), where V is the set of

nodes and E is the set of pair-links. We assume that the topology of G does not

change (no pair-link breaks) in T time slots and that the diameter of G is no larger

than two hops. We focus on this model in this section and leave the problem for

multi-node contact with larger diameters as future work. For each node v, we assume

it is aware of all other nodes in G. Let N(v) denote node v’s one-hop neighbors,

i.e., N(v) = {u : (u, v) ∈ E}. Each node v has a set of packets Pv ⊆ P , where

P = ∪v∈V Pv is the set of all packets in this multi-node contact. For each packet

p ∈ Pv, let nexthopv(p) denote the set of next hops of p decided by the routing

protocol. Then for p ∈ P , we define S(p) = {v : p ∈ Pv} as the set of nodes that

already have the packet p, and D(p) = ∪v∈V nexthopv(p) as the set of nodes that are

the the next hops for packet p (as decided by the routing protocol).
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We extend the “Want/Has” set model [12] to formulate our problem. We con-

struct for each node v three set of packets, namely W (v), H(v), and Aid(v). W (v) is

the “Want” set of node v, i.e., W (v) = {p : v ∈ D(p)}. H(v) = Pv represents node v’s

“Has” set. We say that a packet p ∈ W (v) is satisfied if v received p or p is decodable

using the received coded packet and the packets in H(v). Aid(v) represents the “aid”

set of node v, that is, node v “aids” to move p ∈ Aid(v) to u ∈ N(v) when u ∈ D(p),

u is not connected to any node in S(p), and p /∈ W (v) ∪ H(v). Aid(v), v ∈ V is

constructed in the following way: for a given packet p, if u ∈ D(p) is not connected

to any node v′ that p ∈ W (v′)∪H(v′), then randomly select v ∈ N(u)∩{∪i∈S(p)N(i)}

and insert p into Aid(v). In each time slot, a node may transmit a packet or a coded

packet. A coded packet is a combination of packets in transmitter’s “Has” set, such

that some packets in other node’s “Want” set are satisfied.

Therefore, we formulate the problem as: minimize the number of transmissions to

satisfy all packets in all “Want” sets W (v), v ∈ V . This problem is similar to index

coding [12] but is still different in several ways. First, there is no central server that

holds all the packets. Second, the network topology is not limited to a star-topology,

where all the nodes are only connected to the server. Third, all nodes are able to

send packets instead of only the central server sending the packets. These make

the problem even harder than the index coding problem, proved to be an NP-hard

problem. Therefore, we develop a heuristic method to solve it.

4.2.3 Contact Optimization Algorithm

In this section, we introduce our Contact Optimization algorithm to construct the

transmission schedule. A schedule S consists of a series of tuples {(v, p), (v′, p′), . . . }.

Each tuple specifies the sender and the packet to be sent during a time slot.

The basic idea is to select a sender and a packet at each time slot t to maximize
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the number of satisfied packets after this transmission. We select a tuple for each

time slot until all packets in W (v), v ∈ V are satisfied or a time limit T is reached.

We present our algorithm in Algorithm 1.

We construct a series of graphs Gv, v ∈ V . Let W ′(v) = W (v)∪Aid(v) represents

the set of packets that node v does not have but are needed. First, for each node

w ∈ N(v) and each packet p ∈ W ′(w), we insert a vertex vpw to Gv, which has “Want”

set W (vpw) = {p} and “Has” set H(vpw) = H(w) (Lines 5-8 in Algorithm 1). This

way, all vertices in graph Gv will have the “Want” set with cardinality one. Next, we

insert an edge between vpw and vp
′

w′ if: (1) {p, p′} ⊆ H(v); and (2) one of the following

conditions holds:

a. p = p′

b. p ∈ H(vp
′

w′) and p′ ∈ H(vpw)

This is shown in Lines 9-13 of the algorithm. Note that if vpw and vp
′

w′ are connected

in Gv, then one transmission from v (a coded packet p ⊕ p′ or packet p if p = p′)

can satisfy both packets in W (vpw) and W (vp
′

w′), which actually satisfies p in W ′(w)

and p′ in W ′(w′). If there exists a clique in Gv, i.e., a fully connected subgraph,

then one transmission can satisfy all the packets in the “Want” set of nodes in that

clique. Therefore, the maximum clique (denoted by max clique) in all graphs Gv

represents a packet that maximizes the number of satisfied packets for the given time

slot. We denote the number of nodes in the maximum clique as |max clique|. We

also use p(max clique) to represent the packet constructed from max clique, i.e.,

combination of packets in {p : vpw ∈ max clique}. Finding the maximum clique is

presented in Lines 17-24 of the algorithm.

38



Algorithm 1 Contact Optimization Algorithm

1: Calculate each node v’s W (v), H(v) and Aid(v).
2: for all v ∈ V do
3: W ′(v)← W (v) ∪ Aid(v).
4: Construct graph Gv:
5: for all w ∈ N(v), p ∈ W ′(w) do
6: W (vpw)← {p}, H(vpw)← H(w).
7: Insert vpw to Gv.
8: end for
9: for all vpw, vp

′

w′ ∈ Gv, and w 6= w′ do

10: if (p = p′ or (p ∈ H(vp
′

w′) and p′ ∈ H(vpw)) then

11: Insert edge (vpw, v
p′

w′) to Gv.
12: end if
13: end for
14: end for
15: Initialize schedule S = ∅, time t = 0.
16: while (t ≤ T and not all packets are satisfied) do
17: for Each Gv do
18: m←MaxClique(Gv)
19: if (|m| > |max clique|) then
20: max clique← m
21: vsender ← v
22: end if
23: end for
24: S ← S ∪ {(vsender, p(max clique))}
25: for Each Gv do
26: Gv ← Update(Gv)
27: end for
28: t← t+ 1
29: end while
30: Output S
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Figure 4.7: An example of transmissions with contact optimization algorithm.

Having decided the coded packet for slot t by finding max clique, Gv, v ∈ V , the

following need to be updated: (1) vpw ∈ max clique should be eliminated from Gv

since the packet in its “Want” set is satisfied; (2) Other nodes need to update their

“Has” set: for all vp
′
w , H(vp

′
w )← H(vp

′
w ) ∪ {p} if vpw ∈ max clique; (3) New edges are

formed between residual vertices if the two conditions are fulfilled. Consequently,

they should be inserted in graph Gv.

4.2.4 Contact Optimization Example

To demonstrate the execution of our algorithm, consider a multi-node contact as

shown in Figure 4.7. For simplicity, we assume the underlying routing protocol is

Epidemic. For a given node, the “Has” set is constructed by inserting all the packets

it already has. The “Want” set is constructed by inserting all the packets it does not

possess and the “aid” set is empty due to Epidemic routing. We show each node’s

“Want/Has” set as {Want}
{Has} in Figure 4.7. According to Algorithm 1, we select v to

transmit a coded packet p1 ⊕ p3 first, since it can satisfy three packets: p3 (for x),

p3 (for w), p1 (for u). Then we update each node’s “Want/Has” set as shown in
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Figure 4.7b. Next we select w to transmit packet p2 since it can satisfy two packets:

p2 (for v) and p2 (for x). Finally all the packets in “Want” sets are satisfied, as

shown in Figure 4.7c, and the algorithm terminates.

4.3 Performance Evaluation

In this section we present the performance evaluation of our Contact Optimiza-

tion algorithm. We use a trace-driven simulator. We chose Epidemic [82] and

Spray&Wait[79] as routing protocols for all simulations. Spray&Wait is imple-

mented with the binary spray scheme, with spray counter empirically set to half of

the number of nodes. We implemented our Contact Optimization algorithm with

both routing protocols, named as Epidemic-ConOpt and SprayWait-ConOpt

respectively. We compare the results between R and R-ConOpt, where R refers to

either Epidemic or Spray&Wait.

We performed simulations on real world mobility traces. For all simulations, we

generated three data flows with sources and destinations chosen uniformly at random.

All packets arrived at the source at time 0 and the packet size was set to 2.5MB.

We assumed unlimited buffer for each node. The bandwidth was set to 20Mbps. For

performance evaluation, we use the following three metrics:

• Total number of transmissions: This is the key metric that we are inter-

ested in, as it reflects whether our algorithm indeed reduces the number of

transmissions and thus improve the transmission efficiency.

• Average Packet Delivery Ratio (PDR): Although we do not optimize for

the PDR, but the scheduling algorithm should not be detrimental to the overall

PDR performance. In fact, as we implicitly increase the contact capacity, we

expect there would be slightly improvement of the PDR of R-ConOpt.
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• Average Packet Delivery Delay (PDD): We evaluate PDD to test whether

R-ConOpt is able to deliver packets earlier than the original routing although

we do not explicitly optimize for it.

We evaluate our Contact Optimization algorithm using the Cambridge mobility

trace. We chose not to use Intel and Infocom conference traces as Intel is too small

while contacts in conference traces are too dense. The Cambridge bluetooth contact

trace consists of 12 nodes with a duration of 5 days. We only consider contacts

between the 12 users (as Bluetooth traces might indicate the nearby presence of

other devices than the 12). We selected three days of the trace (we skipped the

first day when devices were distributed to participants and weekends), with each day

starting at 9 a.m. and ending at 18 p.m. (as normal working hours). Each day is

further divided into three time windows with three hours for each time window, i.e.,

nine traces in total. For each mobility trace we generated 10 message traces. Each

point in the performance evaluation result is the average over 90 runs initialized

with random seeds. Since not all nodes are present in all the traces, we only choose

existing nodes as sources/destinations for the data flows. We varied the network

loads and evaluate the performance. The results are presented in Figure 4.8.

As we can see from Figure 4.8, R-ConOpt reduces the total number of transmis-

sions by an average 13%. This result demonstrates the ability of Contact Optimiza-

tion for reducing the number of transmissions. One can also observe that when the

network load increases, the PDR decreases since the load already exceeds the net-

work capacity. The PDD also increases when the network loads are increasing. It is

important to notice that R-ConOpt is able to maintain a slightly better performance

against the corresponding routing protocol without Contact Optimization algorithm,

in terms of both PDR and PDD. This indicates that our algorithm is also able to

42



 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

 4500

 5000

 100  150  200  250  300  350  400  450  500  550

N
u

m
b

e
r 

o
f 

tr
a

n
s
m

is
s
io

n
s

Network Load (MB/flow/hr)

Epidemic
Epidemic-ConOpt
SprayWait
SprayWait-ConOpt

(a)

 50

 55

 60

 65

 70

 100  150  200  250  300  350  400  450  500  550

P
D

R
 (

%
)

Network Load (MB/flow/hr)

Epidemic
Epidemic-ConOpt

SprayWait
SprayWait-ConOpt

(b)

 4000

 4200

 4400

 4600

 4800

 5000

 5200

 5400

 5600

 5800

 6000

 100  150  200  250  300  350  400  450  500  550

P
D

D
 (

s
e

c
o

n
d

s
)

Network Load (MB/flow/hr)

Epidemic
Epidemic-ConOpt

SprayWait
SprayWait-ConOpt

(c)

Figure 4.8: Cambridge mobility trace results: (a) total number of transmissions; (b)
PDR; (c) PDD.

maintain the routing performance.

In order to further understand if and how node density influences the performance

of our Contact Optimization algorithm, we present the results in terms of reduction of

number of transmissions separately for three time windows: 9-12 p.m., 12-15 p.m.,

and 15-18 p.m. Here we only present results using Epidemic, as Spray&Wait has

similar results. One important indicator of the node density is the average node

degree of the network over time. We thus calculate the average node degree at each

moment and plot it in Figure 4.9. As we can see from Figure 4.9, the average node
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Figure 4.10: Reduction in total number of transmissions as a function of time of the
day.

degree varies between these three time windows, with 15-18 p.m. being the largest.

This indicates that nodes in these three days are better connected in the time window

15-18 p.m. It is important to notice that the reduction in packet transmissions

also peaked during the 15-18 p.m. time window of 15-18 p.m. This reduction in

transmissions is as high as 20%, as shown in Figure 4.10. This result illustrates that

Contact Optimization is able to perform better in a network with good connectivity.
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Intuitively this is true since better connectivity means more opportunities for network

coding, and thus fewer transmissions.
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5. ENERGY-BALANCED ROUTING PROTOCOL1

Opportunistic Mobile Networks (OMN) have gained increasing attention in recent

years due to the widespread use of mobile cell phones that have powerful computing,

sensing and communicating capabilities [15]. In OMNs, human held mobile devices

communicate opportunistically due to the lack of end-to-end connectivity. Early re-

search has focused on exploiting pairwise contact to disseminate information, while

a recent study [92] has identified the wide existence of Transient Connected Com-

ponents (TCCs) in OMNs and has revealed their positive impact on information

dissemination.

Recent OMN routing protocols [17] [34] [48] achieve good delivery rate and delay

performance with relatively low routing overhead by exploiting social structure of

humans [76], such as identifying and utilizing “high quality” nodes. However, as

a node with high quality metric is more likely to receive a message and becomes

a message carrier, it inevitably carries a high memory load [23]. This results in

higher buffer utilization, more received and transmitted messages, and consequently,

a higher energy consumption rate. Using two real world mobility traces [22] [55],

we show that the energy consumption imbalance problem indeed exists in social-

based routing protocols. Moreover, protocols utilizing TCCs suffer from more severe

memory load imbalance. Although utilizing popular nodes is critical for social-based

routing protocols, over-utilization of these nodes may result in multiple detrimental

effects on routing performance [76].

Existing OMN congestion control mechanisms [67] [46] [69] that are based solely

1Reprinted from “On balancing the energy consumption of routing protocols for opportunistic
social networks” by Chen Yang, Radu Stoleru, 2015 IEEE 34th International Performance Com-
puting and Communications Conference (IPCCC), Nanjing, 2015, pp. 1-9. Copyright 2015 by
IEEE.
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on balancing buffer utilization do not guarantee energy consumption balance as pop-

ular nodes deliver messages much faster than typical nodes. This results in higher

aggregated traffic flow and thus higher energy consumption. Moreover, even if pop-

ular nodes are not selected to carry messages, they still have a higher chance for

relaying messages for other nodes within the same TCC when they are on shortest

paths. As existing OMN congestion control mechanisms are TCC-unaware, they will

suffer from this problem in networks with TCCs.

Due to the presence of TCC in OMNs, accurate analysis of energy consump-

tion (stemming from node transmission/communication overhead) and finding good

metrics for balancing energy consumption of routing protocols are extremely diffi-

cult. The main ideas we propose are the use of the node memory load, and the

need for energy-aware intra-TCC routing. We propose a novel Memory Load-aware

routing metric that combines both routing quality metric and memory load metric;

and Energy-aware Intra-TCC routing to avoid hot zones within TCCs. Based on

these, we propose our Energy Consumption Balanced Routing protocol that reduces

energy consumption imbalance while maintaining routing performance. We analyze

our protocol and show that after sufficient time, a node’s average memory load rate

converges, and implicitly the average energy consumption rate converges due to the

demonstrated correlation between two of them. We evaluate our Energy Consump-

tion Balanced Routing protocol using the Reality and UCSD mobility trace. Simula-

tion results show that our protocol can significantly improve both energy balance and

memory load balance while achieving comparable routing performance (PDR, PDD

and data copy overhead) with existing social-based routing protocols. The contribu-

tions of this section are as follows: (a) it analyzes the energy consumption imbalance

in OMNs with TCCs and demonstrates that TCC-aware routing protocols suffer

from a more severe memory load imbalance; (b) it proposes an Energy Consumption
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Balanced Routing protocol which provably guarantees the convergence of average

memory load rate; (c) using real world mobility traces, it shows the effectiveness of

proposed solutions when compared with state-of-art routing protocols.

5.1 Preliminaries

5.1.1 Transient Connected Component (TCC)

It is identified in [92] that, in addition to pairwise contacts, Transient Connected

Components (TCCs) widely exist in OMNs. TCCs are temporally formed in OMNs

where mobile devices are able to communicate in a multi-hop manner. Although the

existence of TCCs increases the contact probability between nodes, we show that

TCC-aware routing protocols may suffer from a more severe memory load imbalance

problem, when compared to TCC-unaware routing protocols.

5.1.2 Social-based Routing Protocols

Most social-based routing protocols use different quality metrics to measure the

contact capability of a given node. When a node encounters a new neighbor, these

quality metrics are used by forwarding strategies to decide whether to forward a

message or not. Message carriers are the nodes who hold the message for further

forwarding (when TCC topology changes occur) or delivering to destinations. A

node with high quality metric is therefore assumed to be a better message carrier

than a node with lower quality metric.

5.1.2.1 Quality Metrics

The proposed quality metrics can be classified into two categories: destination-

independent and destination-dependent. A destination-independent metric represents

the contact capability of a node regardless of the destination of the message. This

type of metric includes Betweenness [17] [34] and CCP [29]. On the other hand, a
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node may have different quality metric values, depending on different destinations.

For example, Dest. Frequency [23] and Contact Probability [48] are destination-

dependent. We briefly introduce Betweenness and Dest. Frequency which are

used in this section.

Betweenness: Consider a contact graph G = (V,E) where an edge linking vi

and vj means that vi and vj have met each other. The Betweenness ci of node vi

is defined as: ci =
∑

j

∑
k
gjk(vi)

gjk
, where gjk represents the total number of shortest

paths from vj to vk, and gjk(vi) is the number of shortest paths that contains node

vi.

Dest. Frequency: The destination frequency cij of node vi to destination vj is

defined as cij = λij, where λij is the contact rate between node vi and vj.

5.1.2.2 Forwarding Strategies

We assume that the node who initiates the forwarding still keeps the message.

We adopt the following forwarding strategies as they are widely used:

Compare and Forward: The node forwards the message to the encountered

node if the latter one has a higher quality metric. When multiple nodes contact, the

node selects the one with the highest quality metric. This strategy is widely adopted

by previous research [34] [17] [48].

Delegation Forwarding: The node forwards the message to the encountered

node if the latter one has the highest quality metric among all nodes it previously

met. This strategy was proposed in [23] to further reduce the number of data copies.

5.1.2.3 Routing Protocols

The combination of a quality metric and a forwarding strategy results in a routing

protocol. If the protocol only selects message carriers from its one hop neighbors,

we say it is a TCC-unaware routing protocol. If the protocol selects message carriers
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Figure 5.1: An example of routing decision difference between TCC-unaware and
TCC-aware routing protocols.

from all nodes within a TCC, we say it is a TCC-aware routing protocol. An example

is shown in Figure 5.1, where the quality metric is shown beside each node. In this

example, if v1 uses a TCC-unaware protocol, it chooses the next carrier from the set

{v2, v3} and hence v3 will be chosen. If it uses a TCC-aware protocol, it chooses from

the set {v2, . . . , v6} and hence v6 will be chosen. Notice that when v6 is selected as

the next carrier, intermediate node v3 only relays the message to v6 without adding

it to its own buffer, i.e., v3 will not become a message carrier. When the selected next

carrier is multiple hops away, we assume that the node which initiates the forwarding

calculates the shortest path and performs source routing. In the rest of the section,

we reserve the term “forwarding” for OMN forwarding, while using “relaying” for

intra-TCC forwarding.

5.1.3 Datasets

In this section we use two mobility traces for both analysis and performance

evaluation. The details are shown in Table 5.1. As shown, the MIT Reality [22]

trace consists of 97 users carrying cell phones. Users are selected from MIT stu-

dents, staff and faculty members. The mobility trace contains Bluetooth sightings
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Trace MIT Reality UCSD

Device Phone PDA

Network type Bluetooth WiFi

No. devices 97 275

Duration (days) 246 77

Table 5.1: Mobility traces used for the analysis and evaluation of the Energy-balanced
Routing protocol

between devices over the course of nine months. The UCSD [55] have recorded the

Access Point detection and association events for 275 hand-held PDAs distributed

to students. The trace covers eleven weeks. We assume that there is a contact event

between two users when the time windows in which they detect the same AP overlap.

5.2 Motivation and Memory Load Analysis

To motivate our research, we perform simulations for existing social-based routing

protocols on two real world mobility traces. These empirical results demonstrate that

a severe energy consumption imbalance indeed exists. As mentioned in Section 1, we

argue that memory load [23] is a key indicator of energy consumption. We therefore

theoretically analyze memory load, as an accurate analysis of energy consumption

is difficult due to the presence of TCC (note that in a TCC, different routes exist

between any pair of nodes). Our analysis shows that memory load is also severely

imbalanced, and that routing protocols that utilize TCC suffer from more severe

imbalance. We then validate our analytical results using simulations on real world

traces.

5.2.1 Motivation

Transmission and reception of messages is the main source for energy consumption

in OMN/DTN routing protocols [79]. The transmission and reception opportunity

in an OMN with TCC mainly occurs in the following three scenarios: (a) a node
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in a TCC has a message and decides to forward that message to another node in

the TCC (i.e., the next carrier or the destination); (b) a node in the TCC relays

a message (initiated by a node, as explained in (a)) on a path, towards the next

carrier (as decided by the initiating node) or the destination; (c) a node is selected

as a message carrier or is the destination and thus receives a message. In case (a)

nodes with higher quality metric have a higher chance for forwarding messages to

destinations (since they receive more messages) but a lower chance for forwarding

messages to the next carrier (since the number of nodes with even higher metric is

small). In case (b) a node with higher quality metric has a lower chance to serve as an

intermediate node, since it has a lower chance to meet other nodes that have higher

quality metric than itself. On the other hand, a node with a lower quality metric has

a higher chance to serve as an intermediate node when it is in a TCC. But since the

node has a low quality metric, it does not meet other nodes as often as nodes with

high quality metric (if the metric reflects the contact rate). Furthermore, whether a

node is on a forwarding path in the TCC highly depends on the network topology,

which is even harder to analyze or predict. In case (c) nodes with higher quality

metric have higher chance to be selected as message carriers. Given the complexity

of analyzing the transmission imbalance, we perform simulations to understand the

energy consumption imbalance.

We perform simulations using two mobility traces, Reality and UCSD. Between-

ness is used as the quality metric. We pre-process the trace: we calculate each

node’s Betweenness metric and use it to rank nodes. 1,000 messages are generated

with source and destination randomly chosen among all nodes within each trace.

The deadline of each message is set to 24 hours. Once the message is delivered to

the destination, it is eliminated from all nodes’ buffers. We assume infinite commu-

nication bandwidth and buffer size. For each node, we record the total number of
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Figure 5.2: Energy consumption imbalance for two forwarding strategies in the MIT
Reality trace: TCC-unaware (a,c), TCC-aware (b,d).

packet transmissions and receptions. We plot the (rank, value) pair for each node in

Figure 5.2 and Figure 5.3. We use “-TCC” to indicate TCC-aware routing.

From Figure 5.2 and Figure 5.3, we can observe that the energy consumption

imbalance exists. For TCC-unaware protocols, as shown in Figures 5.2a, 5.2c and

Figures 5.3a, 5.3c, nodes with the top 10% Betweenness contribute up to 42% (74%)

of the total energy consumption in the Reality (UCSD) trace. Although nodes within

TCCs may serve as intermediate nodes and relay messages, the energy consumption

imbalance for TCC-aware routing is still severe in spite of the added randomness. As
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Figure 5.3: Energy consumption imbalance for two forwarding strategies in the UCSD
trace: TCC-unaware (a,c), TCC-aware (b,d).

shown in Figures 5.2b, 5.3b and Figures 5.2d, 5.3d, the top 10% nodes contribute up

to 32% (57%) of the total energy consumption in the Reality (UCSD) trace. These

results motivate our research for reducing the energy consumption imbalance.

We propose that a key indicator of energy consumption is memory load. Next,

we present our theoretical analysis and empirical results for memory load imbalance,

and demonstrate its correlation with energy consumption.
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5.2.2 Memory Load Imbalance Analysis

5.2.2.1 Network Model and Assumptions

Consider a network with a set of N nodes. Each node vi has a quality metric

ci. We model the contact process of the entire network as a homogeneous Poisson

process {Tn}n≥0 [65], where {Tn−Tn−1}n≥1 are i.i.d exponential variables with mean

1/λ. During each contact event at time Tn, a set of node Vn meet with each other,

where |Vn| = Sn. Each node vi generates messages according to a renewal process

{M i
n}n≥0, independent of the contact process, with mean inter-arrival time 1/µi, and

message size {Di
n}n≥0. Each message has a deadline L, i.e., the n-th message is

expired after M i
n+L. We consider Compare and Forward as the forwarding strategy

since it is the simplest and commonly used strategy. During each contact, only the

node with the highest metric may receive a copy of the message.

We make the following assumptions to facilitate our analysis. We assume that ci

are distributed in (0, 1] interval [23]. Notice that it is usually the relative order of

metrics between two nodes that decides the message forwarding. So this assumption

does not affect the analysis of load imbalance. Without loss of generality, let ci be

the i-th least metric, i.e., c1 < · · · < cN . The duration of each contact is assumed to

be negligible but sufficient for all data transfer, which is a common assumption in

many DTN analysis [65]. Sn is shown to follow a geometric distribution [92]. We can

therefore vary E[Sn] to analyze TCC-aware and TCC-unaware routing protocols. We

assume that the data sizes {Di
n}n≥0 are i.i.d random variables and are independent

of both {M i
n}n≥0 and {Tn}n≥0.

5.2.2.2 Memory Load Analysis

We model the memory load of a node vj incurred by messages from vi as a

renewal reward process. For the n-th message from vi, the “reward” Rn
i,j for vj
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is a random variable 1δni,j
Di
n, where 1δni,j

indicates whether vj receives a copy of

the message before it expires. The total reward, i.e., the memory load, from vi

at time t is therefore Ri,j(t) =
∑Ni(t)−1

n=0 Rn
i,j, where Ni(t) = max{n : M i

n < t}

is the number of generated messages before t. The total memory load of node vj

is Rj(t) =
∑

i:i<j Ri,j(t). By Elementary Renewal Theorem [72], we know that

limt→∞E[Ri,j(t)]/t = µiE[Rn
i,j] = µiP (δni,j)E[Di

n]. Therefore, the time average of the

memory load of vj is

R̄j = lim
t→∞

1

t
E[Rj(t)] =

∑
i:i<j

µiP (δni,j)E[Di
n] (5.1)

Now we compute the probability of event δni,j. Notice that since {Tn}n≥0 has

intensity λ, the number of contacts NC during a message’s lifetime L is a Poisson

random variable with mean λL. Therefore, P (δni,j|NC) = 1 −
∏NC

k=1(1 − P (δni,j,k)),

where δni,j,k denotes the event of vj receives a copy of vi’s n-th message during the

k-th contact (with set V(k)) after the message generation. Notice that δni,j,k occurs, if

both vi and vj are in V(k) and vj has the highest metric. Assuming that each node vi

has probability pi to be in the set Vk, then if N is sufficiently large, P (δni,j,k|S(k)) =

pipj(1−pi−
∑N

m≥j pm)S(k)−2, for S(k) ≥ 2. We consider the case where the probability

pi is proportional to the node’s quality metric, i.e., pi = ci/
∑

l cl. This corresponds to

many quality metrics where the node with a high total contact rate has a high quality

metric [23]. P (δni,j,k) and P (δni,j) can then be calculated using total probability formula

given the distribution of NC and S(k), i.e., P (δni,j,k) =
∑∞

l=2 Pr(S(k) = l)pipj(1− pi−∑N
m≥j pm)l−2, P (δni,j) =

∑∞
l=0 Pr(NC = l)(1−

∏l
k=1(1−P (δni,j,k))). Equation 5.1 can

be evaluated when µi and E[Di
n] are known.

As a case study, let us assume that all nodes generate messages at the same rate

and with the same expected data size, i.e., µi = 1, E[Di
n] = 1 for all i. Node vi has a
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CnF-SH CnF-MH Del-SH Del-MH

Reality 0.95 0.79 0.96 0.81

UCSD 0.94 0.90 0.96 0.94

Table 5.2: Correlation coefficient r between energy consumption and memory load
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Figure 5.4: Theoretical analysis results for memory load imbalance

quality metric ci = i/N , for i = 1, . . . , N . Suppose λ is 10 times µi, i.e., λ = 10; and

that L is 24 times inter-message event time, i.e., L = 24. We plot the time average

of memory load R̄j for each node vj in Figure 5.4. It is clear that the memory load

imbalance exists. Nodes with high quality metric incur much higher memory load

than nodes with low quality metric. Moreover, and more importantly, we notice

that the imbalance is increased with the increase of E[Sk], i.e., the mean size of the

encounter node set. Since in our analysis a larger encounter node set mimics TCC-

aware routing behavior, we argue that TCC-aware routing protocol results in more

severe memory load imbalance.

5.2.2.3 Empirical Results

We run simulations using parameters introduced previously. In addition to Be-
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tweenness, we also use Dest. Freq. as quality metric. We record the value of

memory load and plot (rank, value) pairs. For Dest. Frequency, we use average

rank to represent each node.

Results for Betweenness are shown in Figure 5.5a and Figure 5.5b. We can see

that the memory load increases with the node’s Betweenness metric, and that the

trend fits our analytical results. The node with high Betweenness metric receives

many more messages, when compared to typical nodes. Furthermore, when com-

paring the same forwarding strategy with different TCC-awareness, we can see that

TCC-aware routing makes the memory load imbalance more severe. This again fits

our analysis in the previous section.

Table 5.2 presents the Pearson correlation coefficient r between energy consump-

tion and memory load. It is clear that they are positively correlated. We therefore

consider memory load as an indicator for energy consumption.

In Figure 5.5c and Figure 5.5d we can see that when using destination-dependent

metric, nodes with high average contact rates receive many more messages. Since

destination-dependent metrics have similar imbalance performance, we focus on

destination-independent metrics in the rest of this section.

5.3 Energy Consumption Balanced Routing in Opportunistic Mobile Networks

In this section, we present our Energy Consumption Balanced Routing protocol

for OMN with TCCs. We consider routing a single message m from source vs to

destination vd. The message has a generation time tm and a deadline T , i.e., the

message expires after time tm + T .

5.3.1 Main Idea

Our main ideas are to give higher priority to under-utilized nodes when selecting

message carriers and to perform intra-TCC routing in an energy balanced manner.
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Figure 5.5: Memory load imbalance for two quality metrics in the MIT Reality trace
(a,c) and the UCSD trace (b,d)

We jointly consider both quality metric and memory load quota metric when selecting

message carriers, as we demonstrated in the previous section that memory load is

a key indicator for energy consumption in OMN. The quality metric reflects the

capability of a node to deliver the message within a short period of time. Always

selecting high quality metric nodes as message carriers can maximize the PDR but

results in severe energy consumption imbalance. We propose a memory load quota

metric to indicate if the node is over-utilized or under-utilized. If a node is already

over-utilized, we avoid selecting it as message carrier in the near future. We propose
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a Memory Load-aware routing metric by combining both metrics, which is then

used as input to the TCC-aware Comp. and Forward strategy. We also propose to

use Energy-aware Intra-TCC routing to route messages within a TCC. As popular

nodes have a greater chance to lie on shortest paths between other nodes in a TCC,

it is necessary to avoid selecting paths that contain over-utilized nodes when routing

within a TCC. We present the details of our protocol in the following sections.

5.3.2 Memory Load-aware Routing Metric

We associate with each node vi a memory load quota qi. At time t = 0, qi are set

to qinit for all vi. When vi receives a message and adds the message to its buffer, qi

is updated by qi ← qi − qcost where qcost is a constant. We denote the memory load

quota of vi at time t as qi(t). Notice that qi(t) reflects the utilization of node vi until

moment t. If node vi has a significantly lower qi(t) when compared to other nodes,

we consider that it is over-utilized.

Now we define the Memory Load-aware routing metric.

Definition 5. The Memory Load-aware routing metric ri(t) for node vi at time t is:

ri(t) = ci + ρ · qi(t), where ci is node vi’s quality metric, ρ > 0 is a control variable.

When routing a specific message m, we use a message-specific Memory Load-

aware routing metric, defined by

ri,m = ri(tm) = ci + ρ · qi(tm)

where tm is the generation time of message m.

Notice that ri,m is an evaluation of ri(t) at moment tm. We choose to use a

message-specific metric to reduce the number of data copies. In fact, if we evaluate

the metric at the exact moment when making forwarding decisions, unnecessary
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data copies may be created to balance the memory load among nodes. We show

through simulations that our protocol has comparable data copy overhead with other

protocols.

In order to keep track of qi, each node has to maintain a memory load quota table,

which includes a series of (t, qi(t)) pairs. Entries are purged if they are older than a

certain threshold, which we set to the message’s deadline T .

5.3.3 BetRank Metric

In this section we propose a new node quality metric called BetRank.

Definition 6. BetRank ci for node vi: Suppose node vi has the k-th least Betweenness

among N nodes, then its BetRank is defined as ci = k/N .

Notice that on one hand BetRank preserves the relative order of Betweenness

metric between different nodes. Thus BetRank and Betweenness will have identical

routing performance. On the other hand, BetRank enforces node’s quality metric to

be uniformly distributed in (0, 1]. We will show, through analysis, that when Memory

Load-aware routing metric uses BetRank as node quality metric, the memory load

consumption rate for different nodes converges.

In OMNs, the Betweenness metric can be estimated through the Ego network

betweenness [17]. Here, we introduce a simple algorithm to accurately estimate the

rank of each node’s metric, as shown in Algorithm 2. Each node maintains a list

of timestamped Betweenness values of all nodes, including itself, and periodically

disseminates this information to its neighbors. By updating this information (line 4

to 10), each node counts the number of nodes that have smaller Betweenness metric

than itself (line 11 to 15), which leads to an estimation of rank. A tie can be broken

by the node ID. Due to space limitation, the evaluation of BetRank is in [88].
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Algorithm 2 BetRank Calculation For vi.

1: Upon receiving timestamped node metric list L
2: Update myBet
3: k ← 0
4: for all entry in L do
5: myEntry ← myList.get(entry.nodeID)
6: if myEntry.t < entry.t then
7: myEntry.bet = entry.bet
8: myEntry.t = entry.t
9: end if

10: end for
11: for all entry in myList do
12: if entry.bet < myBet then
13: k ← k + 1
14: end if
15: end for
16: myBetRank = k/N

5.3.4 Energy-aware Intra-TCC Routing

Although controlling memory load is key to energy consumption balance, it is not

sufficient for a TCC-aware routing protocol. In a TCC-aware routing protocol, a node

that initiates forwarding has to find a path to the next message carrier. Controlling

memory load keeps popular nodes from constantly being selected as message carriers.

However, popular nodes that have good connectivity may always lie on the shortest

path between other nodes within TCC. Energy imbalance may also incur, as popular

nodes have to relay more messages.

To address this problem, we propose an Energy-aware Intra-TCC routing. We

represent a TCC as a graph G = (V,E), where V is the set of nodes, and E is the

set of edges. Suppose that each node vi has consumed energy ec(i). We associate

with each edge (vi, vj) ∈ E a weight wij = 1
2
(ec(i) + ec(j)). Then the shortest path

algorithm applied to the weighted graph prefers nodes with high remaining energy,
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Algorithm 3 Energy Consumption Balanced Forwarding Algorithm For vi.

1: for all message m in vi’s message queue do
2: if m.Dest ∈ TCC then
3: m.Path← EnergyAwareIntraTCC(vi,m.Dest)
4: vi.Send(m)
5: else
6: Find rj,m = max{rk,m, vk ∈ TCC}
7: if rj,m > ri,m and m /∈ vj’s msg. queue then
8: m.Path← EnergyAwareIntraTCC(vi, vj)
9: vi.Send(m)

10: end if
11: end if
12: end for

and thus avoids nodes that have already been over-utilized.

5.3.5 Energy Consumption Balanced Routing Protocol

Here we present our Energy Consumption Balanced Routing protocol, which

mainly consists of the following three parts.

5.3.5.1 Beacon Exchange

In addition to neighbor discovery, each node broadcasts a beacon periodically.

Each beacon includes a timestamped metric list, consumed energy, neighbor list,

message list and a memory load quota table. By collecting other node’s beacons,

each node is able to maintain the topology of the current TCC and learn other’s

local information.

5.3.5.2 Message Forwarding

When a node vi detects a TCC topology change, it invokes the forwarding al-

gorithm presented in Algorithm 3. The node first checks if a given message can be

delivered to the destination (line 2 to 4). If not, it then finds the node with the

maximum Memory Load-aware routing metric in the current TCC (line 6). If the
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found node has higher metric than itself and does not have the message, it forwards

the message to the found node (line 7 to 10). If the selected message carrier or the

destination is multiple hops away in the same TCC, the node performs Energy-aware

Intra-TCC routing as presented in Section 5.3.4.

5.3.5.3 Message Receiving

When a node vi receives a message, then: (a) if it is the final destination of the

message, it simply adds the message to its received message queue; (b) if it is the

intermediate destination (i.e., a selected message carrier) of the message, the node

adds the message to its local buffer, updates qi, and adds a new entry (t, qi(t)) to its

memory load quota table; (c) if it is the intermediate hop, the node extracts the next

hop from the message and transmits the message.

5.3.6 Routing Protocol Analysis

In this section we analyze our Energy Consumption Balanced Routing proto-

col. We show that our protocol leads to the convergence of the memory load quota

consumption rate for nodes with different quality metrics.

Since we assume that all nodes have initial memory load quota qi(0) = qinit, then

ri(0) = ci + ρ · qinit. ri(0) and ci have the same rank for vi. However, since the

memory load quota consumption rates (which we call quota consumption rate) are

different, ri(t) has different ranks at time t > 0. We denote the rank of ri(t) among

N nodes as φi(t).

We notice that given the same message generation rate, memory load is mainly

decided by the rank of the metrics. Therefore, if a node’s metric c has rank x, its

memory load is a function of x, which we denote as fr(x). The quota consumption

rate g(x) is then proportional to the memory load, i.e., g(x) = α · fr(x), where

α > 0 is a constant. Since fr(x) is an increasing function, g(x) is also an increasing
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function. Then, the quota consumption rate σi(t) for node vi at time t is σi(t) =

g(φi(t)) = α · fr(φi(t)) and the average quota consumption rate σ(t) for all nodes at

time t is:

σ(t) =
1

N

N∑
i=1

σi(t) =
1

N

N∑
i=1

g(φi(t)) =
1

N

N∑
i=1

g(i) = σ (5.2)

where the third equality is due to {φi(t), i = 1, . . . , N} = {1, 2, . . . , N}, and σ is a

constant.

Now we consider the average quota consumption rate for a given node vi, de-

fined as σi(t) = 1
t

∫ t
0
σi(τ)dτ . We will show that σi(t) converges to average quota

consumption rate (i.e., σ) for all nodes.

The Memory Load-aware routing metric for node vi is ri(t) = ci + ρ · qinit − ρ ·∫ t
0
σi(τ)dτ . Notice that the change of rank among different ri(t) depends on the third

term in the above equation, as the second term is the same for all nodes.

Since we assume that ci are uniformly distributed in (0, 1], after time t = 0 the

first change of rank only occurs between the nodes vN−1 and vN as rN(t) decreases

the fastest (with rate −ρ · g(N)). Therefore, we first consider node vN−1 and vN at

time t = 0. At time t = 0, node vN−1 and vN ’s metric rN−1(0) and rN(0) have the

rank N − 1 and N , respectively. Consider a small time interval [0, δt), during which

the rank is not changed. Then we have:

rN−1(δt) = cN−1 + ρ · qinit − ρ · g(N − 1) · δt

rN(δt) = cN + ρ · qinit − ρ · g(N) · δt

Since rN(δt) is decreasing at a higher rate, at time δt1, we have rN−1(δt1) = rN(δt1),

where δt1 is given by δt1 = cN−cN−1

ρ·(g(N)−g(N−1))
. After δt1, node vN−1 and vN can only

have the same quota consumption rate: 1
2
· (g(N − 1) + g(N)).
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Then since rN−1(t) and rN(t) are decreasing together at a rate higher than

rN−2(t), we have rN−2(t) = rN−1(t) = rN(t) at time δt2, which is given by:

δt2 =
1
2
(cN + cN−1)− cN−2

ρ · (1
2
(g(N) + g(N − 1))− g(N − 2))

If we denote c̃k = 1
N−k+1

∑N
i=k ci and g̃(k) = 1

N−k+1

∑N
i=k g(i) for k = 1, . . . , N − 1,

while c̃N = cN and g̃(N) = g(N). By observing the pattern, we can write the

expression for δtN−i for node vi as:

δtN−i =
c̃i+1 − ci

ρ · (g̃(i+ 1)− g(i))
, i = 1, . . . , N − 1

Therefore, node vi has quota consumption rate σi(t) = g(i) in time interval [0, δtN−i],

and σi(t) = g̃(k) in time interval (δtN−k, δtN−k+1] for k = i, i − 1, . . . , 2. After time

δtN−1, every node has the same quota consumption rate σ.

Let δt0 = δt1, we can write the average quota consumption rate σi(t) for node vi

for sufficiently large t as

1

t

(
g(i)δtN−i +

i∑
k=2

g̃(k)(δtN−k+1 − δtN−k) +

∫ t

δtN−1

σdτ

)

for i = 1, . . . , N . As the first two terms are finite, we have

lim
t→∞

σi(t) = σ

This result demonstrates that after sufficient time, all nodes have the same quota

consumption rate. In the next section we will show that the energy consumption

imbalance will be reduced, due to the convergence of quota consumption rate and its

strong correlation with energy consumption.
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5.4 Performance Evaluation

We evaluate our Energy Consumption Balanced Routing protocol through sim-

ulations using two mobility traces (MIT Reality and UCSD), and a custom trace-

driven simulator. For UCSD, we use the first two weeks to reduce simulation time.

We assume infinite communication bandwidth and infinite buffer size for each node.

50,000 and 10,000 messages are generated for each simulation run for MIT Reality

and UCSD trace, respectively, with the sources and destinations selected randomly

from nodes within each trace. Different number of messages are used due to the

fact that traces have different duration. The first half of the trace is used as a

warmup period, when each protocol estimates the node quality metric they use. We

set qinit = 1, qcost = 4×10−5 for Reality and 2×10−4 for UCSD. qcost is selected such

that all nodes’ memory load quota remain positive at the end of simulation.

Our simulator implements a similar energy module as TheONE [42], i.e., we

consider both packet transmission and reception. Notice that our analysis in Sec-

tion 5.2.2 has shown that energy consumption is proportional to the expected data

size. It is therefore sufficient to consider the number of messages transmitted and

received for a node as an indication of its energy consumption [79]. We omit devices’

energy consumption for baseline activity and scanning, as we focus on the energy

consumption incurred by routing protocols.

We use the message deadline as a simulation parameter, varying from 1 hour up

to 24 hours. Since deadline is a typical parameter for evaluating routing performance,

we explore its impact on energy consumption imbalance as well. We empirically set

ρ = 15 for the Reality trace and ρ = 4 for the UCSD trace (ρ is selected such that it

maintains comparable data copy overhead with other protocols while reduces energy

consumption imbalance). Five simulations are run, with random seeds for statistical
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significance.

We compare our Energy Consumption Balanced Routing protocol with Compare-

Forward, TccRoute [92], FairRoute [67], and Epidemic routing [82]. TccRoute

is a state-of-art TCC-aware routing protocol that uses CCP as node quality met-

ric. FairRoute is a routing protocol that achieves fairness among nodes in OMN.

Aggregated interaction strength is used as quality metric, and a fairness mechanism

based on queue length is proposed to prevent popular nodes from receiving exces-

sive amount of traffic. A node forwards a message only if the encountered node has

higher quality metric and smaller queue length. For fairness, we implement a TCC-

aware FairRoute because [92] demonstrates that TCC-awareness improves routing

performance, and because our protocol is also TCC-aware. Epidemic is essentially a

flooding-based protocol, and is typically used as the baseline comparison for routing

performance. In this section, we use it as baseline for energy consumption imbalance,

since nodes’ opportunity to be message carriers solely depends on mobility.

5.4.1 Evaluation Metrics

We evaluate the energy consumption imbalance, the memory load imbalance and

routing performance. We use Li to denote either energy consumption or memory

load for vi.

For evaluating energy imbalance, we use the percent imbalance metric. This

metric is typically used to measure load imbalance in distributed processing sys-

tems [63]. Since these two problems are similar, this metric is suitable for both. The

metric is defined as: λk =
(
L̃k

L
− 1
)
×100%, where L̃k is the average value of top k%

Li values and L = 1
N

∑
i Li. The load imbalance is more severe if the percent imbal-

ance metric is high. We show the results for k = 5, 10 for both energy consumption

imbalance and memory load imbalance.
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Figure 5.6: Energy consumption and memory load imbalance for the MIT Reality
trace

In addition to the percent imbalance metric, we also consider traditional routing

performance metrics, including the Packet Delivery Ratio (PDR), the Packet

Delivery Delay (PDD) and Data Copy (the number of copies created for each

message, indicating the overhead of the routing protocol).
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Figure 5.7: Energy consumption and memory load imbalance for the UCSD trace

5.4.2 Evaluation for Energy Consumption and Memory Load Imbalance

In this section we present the imbalance results, shown in Figure 5.6 for Real-

ity and Figure 5.7 UCSD traces. The ultimate goal for our protocol is to achieve

better energy consumption balance while maintaining routing performance. From

Figures 5.6 and 5.7 we can see that, as expected, Epidemic achieves the best balance

performance among all routing protocols, for both energy consumption and memory

load balance. This is due to the fact that Epidemic floods messages to the entire
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Deadline (hr) Comp.&Forward Epidemic FairRoute TccRoute
1 1.13 4.55 1.25 1.69
6 1.32 4.27 1.17 1.39
12 2.12 4.31 1.14 1.37
18 1.90 4.64 1.13 1.30
24 1.69 4.54 1.14 1.18

Table 5.3: Life time ratio results for the MIT Reality Trace

Deadline (hr) Comp.&Forward Epidemic FairRoute TccRoute
1 1.36 6.22 1.64 1.70
6 1.39 4.88 1.39 1.14
12 1.34 4.35 1.30 0.92
18 1.55 4.05 1.26 0.82
24 1.51 3.88 1.25 0.77

Table 5.4: Life time ratio results for the UCSD Trace

population of the nodes. From Figures 5.6a, 5.6b, 5.7a and 5.7b we can see that

our protocol is the second best in terms of energy consumption balance (only worse

than Epidemic) for all deadlines. Compared to the FairRoute protocol, our proto-

col achieves up to 19% and 18% reduction of energy consumption imbalance in the

Reality trace for λ5 and λ10, respectively; while in UCSD, our protocol achieves up

to 31% and 21% reduction for λ5 and λ10, respectively. This result shows that our

protocol reduces the energy consumption imbalance.

On the other hand, we notice that our protocol performs significantly better for

memory load imbalance reduction, as shown in Figures 5.6c, 5.6d, 5.7c and 5.7d.

This result is expected, as we explicitly minimize the memory load imbalance.

To show how the proposed protocol prolongs the lifetime of the mobile nodes,

we assume that the energy consumption rate is proportional to the total energy

consumption. Consequently, assuming that all the nodes have identical initial energy
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level, the lifetime of the mobile nodes is proportional to the reverse of the total energy

consumption. Denote TR as the time until the first node dies when running routing

protocol R. Table 5.3 and 5.4 show the ratio of TEBR/TR, where EBR stands for

Energy Balanced Routing, and R ∈{Compare-and-forward, Epidemic, FairRoute,

TccRoute}. As we can see, in general, EBR extends the lifetime by 13% to 2x when

compared to social-based routing protocols, i.e., Compare-and-forward, FairRoute

and TccRoute, through balancing the energy consumption. EBR extends the lifetime

by 3.88x to 6.22x when compared to Epidemic through reducing packet replication.

However, we also notice that EBR has shorter lifetime when compared to TccRoute

for large deadlines. A closer look at the routing performance reveals that TccRoute

has fewer packet replication, which saves a lot of energy.

As our Energy-aware Intra-TCC routing (Section 5.3.4) is independent of the

OMN forwarding decision, it is interesting to see how it might impact other TCC-

aware routing protocols. To this end, we implement TccRoute and FairRoute with

Energy-aware Intra-TCC routing, which are then named as TccRoute-EA and FairRoute-

EA. We also implement our protocol without the Energy-aware Intra-TCC routing,

named as EnergyBalanced-NEA. Since intra-TCC routing does not affect memory

load, we only present the results for energy imbalance, as are shown in Figure 5.8.

First, we note that even EnergyBalanced-NEA outperforms TccRoute and FairRoute

in most cases, demonstrating that our memory load controlling mechanism is effec-

tive. Second, all TCC-aware routing protocol consistently benefit from Energy-aware

Intra-TCC routing, as we can see that the imbalance is reduced for all deadlines. Fi-

nally, we note that our protocol still outperforms TccRoute-EA and FairRoute-EA

in most cases.
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Figure 5.8: Applying the Energy-aware intra-TCC routing technique to other routing
protocols: (a) (b) for the MIT Reality trace; (c) (d) for the UCSD trace

5.4.3 Evaluation for Routing Performance

In this section we present the routing performance results as shown in Fig-

ure 5.9. Notice that we achieve comparable routing performance with other TCC-

aware social-based routing protocols, in terms of PDR, PDD and Data copy. PDR is

slightly decreased in Reality, while it is comparable in UCSD. Our protocol achieves

the same PDD as other protocols for both traces. As for data copy overhead, our

73



protocol has comparable overhead for Reality while slightly increased overhead for

UCSD. These results demonstrate a trade-off between PDR, data copy and the en-

ergy imbalance. Reducing imbalance results in decreased PDR when maintaining

overhead, or increased overhead when the PDR is maintained.
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Figure 5.9: Routing performance: (a), (c) and (e) for the MIT Reality trace; (b), (d)
and (f) for the UCSD trace.

75



6. HYBRID ROUTING PROTOCOL1

Real world deployments of wireless networks often exhibit diverse connectivity

characteristics. In a wireless network deployed in developing areas [19], factors such

as interference, unreliable power, etc. resulted in unreliable wireless links, which leads

to a network with rather dynamic connectivity. In ad hoc networks deployed in disas-

ter response scenarios, device carriers (e.g., first responders, patrol cars, ambulances,

etc) are highly mobile. Consequently, the network connectivity often ranges from well

connected to almost disconnected [13] [70]. In opportunistic social networks, appli-

cation (e.g., 1am [50], Firechat [16]) users may form well connected networks with

time-varying topology [92], despite the fact that they are disconnected most of the

time due to their different schedules. In a vehicular delay tolerant network (DTN)

in which vehicles move in an area where multiple wireless mesh networks are also

deployed [80], a hybrid network is formed with spatially diverse connectivity.

Given the proliferation of wireless capable devices, users have increasing opportu-

nity to encounter networks with diverse connectivity in the future. However, routing

protocols that are designed for one type of connectivity (e.g., well connected wireless

mesh network) perform poorly for other types (e.g., intermittently connected DTNs).

Therefore, the design of a hybrid routing protocol that can adapt itself in uncertain

environments and that can perform well in the entire range of the connectivity char-

acteristics is of critical importance to the guarantee of routing performance.

Tie et al. [80] has identified that the key structural difference between routing

protocols for connected networks and for DTNs is packet replication. Their pro-

1Part of this section is reprinted from “Hybrid routing in wireless networks with diverse con-
nectivity” by Chen Yang, Radu Stoleru, in Proceedings of the 17th ACM International Symposium 
on Mobile Ad Hoc Networking and Computing (MobiHoc ’16). ACM, New York, NY, USA, 71-80. 
Copyright 2016 by ACM. DOI 10.1145/2942358.2942374
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posed R3 routing protocol dynamically replicates packets on multiple paths. R3

uses a model for the estimation of the replication gain, i.e., the delay reduction of

a packet if multiple copies are sent simultaneously through paths whose delays are

assumed to be independent. R3’s dynamic replication approach is in sharp contrast

to previous solutions, which either adopt a single-copy approach [19] [70] [18] (only

one copy of the packet is sent) that fail to deliver satisfactory performance in DTNs,

or empirically set the replication according to their experiment scenarios [44] [84],

which might not work well in other environments.

Although R3 makes an important step towards the successful design of hybrid

routing protocol, there are multiple limitations. First, we observe that the correla-

tion between path delays can significantly and adversely affect the delay reduction

obtained from replications. By assuming independent path delays, one may overes-

timate the replication gain for a set of paths, and thus underestimates how many

copies should be created for a given packet in a specific network environment. Such a

suboptimal decision may lead to decreased packet delivery ratio and increased packet

delays in highly dynamic networks. Moreover, the use of source routing when dis-

tributing packet copies significantly limits the routing performance in highly dynamic

DTNs. It has been shown that source routing is inefficient in DTN environments [40]

since intermediate nodes cannot forward the packet to better carriers which are met

after the routing decisions have been made at the source. Furthermore, the computa-

tional cost for selecting additional paths grows exponentially when trying to support

more replications, which can be inefficient in large scale networks.

In this section, we present the design of a hybrid routing protocol that performs

well in the entire range of connectivity characteristics. To approach this problem,

we carefully study the benefit of replication in terms of delay reduction, as it is

the key to understand when and how much replication should be used. To accurately
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estimate the benefit of replication, we propose a novel model to capture the potential

correlation between inter-contact times for different nodes. We then propose a regret-

minimization based algorithm to dynamically decide how much replication should be

used under the current network environment, taking into account the potential delay

correlations that might impact the benefit of replication. Enabled by these two

important tools, we design the Hybrid Routing Protocol (HRP) that dynamically

adjusts the amount of replication and efficiently forwards packets under any network

conditions. We further implement HRP as a user space daemon program and deploy

it to a testbed which consists of nine wireless routers. Through extensive simulations

in networks with diverse connectivities and real world evaluations in the wireless

testbed, we demonstrate that HRP outperforms state-of-art hybrid routing protocols

and achieves comparable performance with specialized protocols for a given network

environment.

The contributions of this section are as follows:

• We demonstrate the impact of path delay correlation on the benefit of repli-

cation, and propose a novel model for estimating inter-contact time without

loosing the correlation information. Such a model allows for accurate analysis

of replication and the design for efficient forwarding strategies.

• We propose a novel regret minimization based algorithm which adaptively de-

cides the appropriate amount of replication given any network environment.

• We design and implement the Hybrid Routing Protocol which adopts a novel

forwarding metric called Additional Contact Rate (ACR). We demonstrate

through extensive simulations that HRP outperforms state-of-art hybrid rout-

ing protocols by up to 3x in terms of delay improvement with comparable, if

not lower, overhead.
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• We deploy HRP to a wireless testbed consisted of nine Mikrotik wireless routers

and conduct experiments under different scenarios. We show that HRP achieves

competitive performance when compared to specialized routing protocols for

well connected and sparsely connected networks.

The organization of this section is as follows. We present the impact of delay

correlation on replication benefit in Section 6.1, followed by the presentation of the

joint Inter-Contact Time model. In Section 6.2, we show the regret minimization

based algorithm for deciding replication factors. We present the design of HRP in

Section 6.3. In Section 6.4 we show the results of extensive simulations, followed by

the implementation details and real world experiment results in Section 6.5.

6.1 Modeling Inter-contact Time Correlation

In this section we propose a novel model for Inter-Contact Time (ICT) estimation

that incorporates the correlation among a group of nodes. Inter-contact time refers

to the time duration between two contact events between a pair of nodes. It is the

main source of routing delay in sparsely connected networks [80] and is an important

metric for measuring node’s delivery capability [4]. Through a simple example, we

show that delay correlations among different nodes can significantly affect the benefit

of replication. Motivated by this observation, we propose a novel Joint ICT model

that quantitatively captures the correlation among different nodes. Our model allows

us to estimate the replication benefit more accurately and thus facilitates the design

of a more efficient routing protocol.

6.1.1 Preliminary

We first introduce two important concepts that are used extensively throughout

the section, namely replication factor and replication gain.
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Definition 7. Replication factor r: the total number of data copies created at the

source for a given packet.

Replication factor limits the total number of copies for a packet, and is used in

many quota-based DTN routing protocols, such as [79].

We define replication gain for a routing protocol, originally proposed in [80], as

follows: let Dr be the random variable for routing delay when replication factor is

r, then:

Definition 8. Replication gain γr = E[D1]/E[Dr].

Replication gain captures the benefit of replication in terms of delay improve-

ment. Notice that γr depends on the forwarding strategy of a routing protocol. In

particular, if the packet copies are routed along a set of paths P , where each path

has delay Xi, then the replication gain is γPr = mini∈P{E[Xi]}/E[mini∈P{Xi}].

Table 6.1: Mathematical symbols used in Section 6

r Replication factor

γr Replication gain for r

πππ, πr Probability distribution for replication factors

sss, si Vector in {0, 1}N , representing a group of nodes

λsss Contact rates for a group of nodes sss

We summarize the mathematical symbols in Table 6.1.

6.1.2 Delay Correlation Impacts Replication Gain

To illustrate how delay correlation adversely affects the benefit of replication,

consider a simple example as shown in Figure 6.1: node S sends packets to D with

replication factor r = 2. S can use paths {Xi}3
i=1, consisting of links {Yj}4

j=1, which
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Figure 6.1: A simple network model where {Yj}4
j=1 denotes link delays and {Xi}3

i=1

denotes path delays.

are independently and exponentially distributed. Then the replication gain from

using paths {Xi, Xj} is γi,j2 = min{E[X1],E[X2],E[X3]}
E[min{Xi,Xj}] , since when r = 1 the shortest

path is used. Notice that the delays of X2 and X3 are positively correlated due to

the common link Y4, and the correlation becomes stronger when E[Y4] increases. X1

is independent of both X2 and X3.

When all paths have identical expected delay, correlated paths always have smaller

replication gain, and the replication gain decreases when the correlation becomes

stronger. We fix E[Xi] = 60 for i = 1, 2, 3 and vary E[Y4] while examine the repli-

cation gain γ1,2
2 and γ2,3

2 . As shown in Figure 6.2, γ1,2
2 remains relatively high due

to the independence of delay. But γ2,3
2 quickly approaches 1 when E[Y4] increases,

indicating a drastic decrease of benefit from replication. If S assumes independence

of path delays, it cannot accurately estimate the replication gain and may make

suboptimal decisions. Indeed, redundancy helps improve system performance, but we

should utilize resources as diverse as possible to maximize the benefit [83].

However, if independent paths have significantly inferior performance, it might

still be wise to utilize correlated paths. To see this, we fix E[X2] = E[X3] = 60 and

let E[X1] = 60 +x where x > 0. By varying both x and E[Y4], we observe that there

exist threshold x∗, above which γ2,3
2 becomes larger than γ1,2

2 as shown in Figure 6.3.
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Figure 6.2: Fix E[Xi] = 60 min, i = 1, 2, 3, and vary E[Y4].

This indicates that better performance is achieved when correlated paths are used.

Notice that x∗ increases with E[Y4]. It is related to the correlation between X2 and

X3.

Therefore, in order to accurately estimate the replication gain and make better

routing decision, it is important to capture the delay correlation.

6.1.3 Joint Inter-contact Time Distribution

In sparsely connected networks where replication is widely adopted, ICT is the

main source of link delay [80], and is also an important metric for measuring delivery

capability [4]. Given the insights from the previous section, we propose to jointly

capture the ICTs between nodes such that the correlation information is preserved,

which enables more accurate estimation of the replication gain.
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Figure 6.3: Fix E[X2] = E[X3] = 60 min, and vary x.

6.1.3.1 2-dimensional Joint ICT Distribution

Intuitively, the ICTs of two nodes are correlated if the observer often meets both

of them at the same time. Consider the contact processes between node v, and nodes

v1 and v2, as shown in Figure 6.4 (the right hand side of which shows the contact

processes). Notice that node v has met v1 and v2 for 7 and 6 times, respectively.

Out of these, 4 times it meets them at the same time. In this case, ICTs X1 and X2

can no longer be assumed as independent.

We use the Marshall and Olkin’s Bivariate Exponential Distribution (BVE) [54]
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Figure 6.4: Contact process between (v, v1) and (v, v2).

to model the 2-D joint ICT distribution for a pair of nodes.

Definition 9. Marshall and Olkin’s Bivariate Exponential Distribution: random

variables X1 and X2 follow BVE(λ1, λ2, λ12), if the joint distribution satisfies Pr(X1 >

x1, X2 > x2) = e−(λ1x1+λ2x2+λ12 max(x1,x2))

BVE was derived from a “fatal shock” model of a two component system, which is

similar to the contact process shown in Figure 6.4. In the “fatal shock” model, shocks

arrive at the system according to three independent Poisson processes with parameter

λ1, λ2 and λ12, and are applied to component 1, component 2, and both, respectively.

The lifetimes of the two components X1 and X2 follow BVE. Similarly, the contact

process between node v, and node v1 and v2, can be seen as three independent Poisson

processes with parameters λ1, λ2 and λ12, where two processes govern node v1 and

v2 individually, while the third process characterizes the events when both v1 and v2

meet v. In this case, the inter-contact times X1 and X2 are joint distributed as a

BVE. Notice that the marginals are still exponential, and the correlation coefficient

between X1 and X2 is λ12/(λ1 + λ2 + λ12).

Maintaining exponential marginal distribution for ICTs is important, as we notice

that exponential distributions can be used to characterize ICTs in many mobile sce-

narios (e.g., Vehicular Adhoc Networks [93], Opportunistic Social Networks [29] [62]).
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6.1.3.2 Multi-dimensional Joint ICT Distribution

Although BVE can be used to model correlated inter-contact time for a pair of

nodes, in real world scenarios, a node may also meet with a group of nodes on a

regular basis. It is therefore also necessary to characterize the joint distribution of

a group of nodes. Notice that a BVE is a special case of a Multivariate Exponential

Distribution (MVE) [54]. We can therefore use MVE to model multi-dimensional

joint ICT. MVE is defined as follows: Let S denote the set of vectors sss = (s1, . . . , sn)

where each si = 0 or 1, but (s1, . . . , sn) 6= (0, . . . , 0). For a vector sss ∈ S, let max(xisi)

denote the maximum of the xi’s for which si = 1.

Definition 10. Multivariate Exponential Distribution: Random variables X1, . . . , Xn

follow MVE, if their joint distribution satisfies:

Pr(X1 > x1, . . . , Xn > xn) = exp [−Σsss∈Sλsss max(xisi)]

As an example, consider n = 3: λ(100) = λ1, λ(010) = λ2, λ(001) = λ3 are parame-

ters for Poisson processes that govern each individual node; λ(110) = λ12, λ(101) = λ13,

λ(011) = λ23, are parameters that govern each pair of nodes; and λ(111) = λ123 is the

parameter that governs all three nodes. Marginal distribution of X1 and X2 follows

a BVE(λ′1, λ
′
2, λ
′
12), where λ′1 = λ1 + λ13, λ′2 = λ2 + λ23, λ′12 = λ12 + λ123.

Throughout this section, we also use sss to denote a group of nodes, i.e., the node

set {vi : si = 1}.

6.1.4 MVE Parameter Estimation

In a real world scenario, a node experiences a sequence of contact events, from

which it estimates the parameters of the MVE distribution. We adopt a simple

consistent and unbiased estimator derived in [3].

Consider that a node v has N encounter events within time T . At each event node
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Algorithm 4 MVE Parameter Estimation For Node v

1: Initialize EncounterSet = ∅, T = 0, N = 0
2: nextT imer ← δ
3: upon connection up event
4: Add newneighbor to EncounterSet
5:

6: upon nextT imer fired event
7: Set nextT imer ← nextT imer + δ
8: T = T + δ
9: if EncounterSet 6= ∅ then

10: N = N + 1
11: if no counter exist for EncounterSet then
12: Create new counter for EncounterSet
13: counter = 0
14: end if
15: Increment counter for EncounterSet
16: EncounterSet← ∅
17: end if
18: Update parameters for all EncounterSet according to Equation 6.1

v may meet one or more nodes. Let Ysss,j = 1 if at the j-th event node v encounters

a set of nodes {vi : si = 1}; and Ysss,j = 0 otherwise. Then the estimation of λsss given

these N observations is given by:

λ̂sss,N =
1
N

ΣN
j=1Ysss,j
T

N−1

(6.1)

In the example shown in Figure 6.4, there are N = 9 contact events for node v.

Assuming that the last event is at time T , according to Equation 6.1, we have

λ̂(10),9 = 8
3T

, λ̂(01),9 = 16
9T

, λ̂(11),9 = 32
9T

. In real world scenarios, contact events

with multiple nodes do not happen at the exact same time. We therefore aggregate

multiple contact events that happen within a estimation time window as a single

contact event with multiple nodes.

We present the MVE parameter estimation algorithm for a node v in Algorithm 4.
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We first initialize T , N and EncounterSet (which is used to aggregate nodes con-

tacted in the estimation time window δ). The nextT imer is scheduled to fire at

time t = δ. Upon each contact event, the newly encountered node is added to

EncounterSet (lines 3 and 4). When the nextT imer is fired, we update parameters.

First, the nextT imer is set up (line 7), and T is incremented by one estimation time

window. If the EncounterSet is not empty, node v has met some nodes during the

time window. The total contact event counter N is updated (line 10). Next, if no

counter exists for the encountered set of nodes, a new counter is created (lines 11

to 14). Then the counter for the encountered set of nodes is incremented, and

the EncounterSet is reset to empty. Finally, all the parameters are updated using

Equation 6.1.

According to [3], the estimator which we adopt is consistent, i.e., the parameter

estimation ultimately converges to the ground truth. The consistency follows directly

from the formula of mean squared error (m.s.e.) of λ̂λλN from λλλ (see [3]):

m.s.e.(λ̂λλN) = [(N − 1)λ2 +
∑

λ2
sss]/[N(N − 2)]

where λ̂λλN is the vector of estimated parameters, λλλ is the ground truth, and λ =
∑

sss λsss.

As N increases, the m.s.e. drops to zero. In other word, with more samples collected

from the contacts, the estimation accuracy would keep increasing. The time of

getting an accurate estimate depends on the number of contacts as well as the inter

contact time durations.

6.1.5 BVE Validation Using Poisson Processes

To validate the proposed BVE model, we generate contact processes using Pois-

son processes. To this end, assuming node v meets with node v1 and v2. We generate

Poisson processes with parameters λ1, λ2 and λ12, respectively, to simulate the con-
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Figure 6.5: BVE model validation

tacts between v and v1, v and v2, and v and both v1 and v2, respectively. We generate

a one-week-long contact trace, and run the proposed algorithm on node v. Figure 6.5

shows the results of Inter-contact Times to v1 (ICT1) and v2 (ICT2), as well as the

correlation coefficient (r), while varying 1/λ12, i.e., the inter-arrival time of contacts

between v and both v1 and v2. A smaller 1/λ12 indicates larger correlation between

the ICT1 and ICT2. We compare the measurement results to the model predictions,

i.e., ICT1 = 1/(λ1 + λ12), ICT2 = 1/(λ2 + λ12), and r = λ12/(λ1 + λ2 + λ12). As we

can see from the figures, the measurement results fit perfectly with the model.

Table 6.2: Mobility traces used for the analysis and evaluation of the Hybrid Routing
Protocol

Trace MIT Reality UCSD

Device Phone PDA

Network type Bluetooth WiFi

No. devices 97 275

Duration(days) 246 77
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Figure 6.6: Correlation coefficient for pairs of nodes

6.1.6 ICT Correlation in Real World Mobility Traces

We use two real world mobility traces to validate the ICT correlation. The details

of the datasets are shown in Table 6.2. As shown, the Reality [22] trace consists of

97 users, selected from MIT students, staff and faculty members. The mobility trace

contains Bluetooth connection events over a time period of nine months. UCSD [55]

records the Access Point detection and association events for 275 hand-held PDAs

distributed to students. The trace covers eleven weeks. We assume that there is a

contact event between two users if the time windows when they detect the same AP,

overlap.

We replay each mobility trace and have each node v run the Algorithm 4 through-

out the entire trace and collect the MVE parameters.

6.1.6.1 ICT Correlation

Notice that the MVE parameter collected by a node essentially represents a multi-

dimensional distribution, where each dimension represents an encountered neighbor.

Therefore, for each pair of the neighbors a node encounters, we can derive a 2-D
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Figure 6.7: Distributions of the number of EncounterSet

marginal distribution from the estimated parameters, which allows us to measure

the correlation coefficient ρ between ICTs to each of the two nodes. Then at each

node, we can get an empirical CDF of ρ values calculated from each pair of the

neighbors.

To provide a more comprehensive view of all the correlation coefficients, we ex-

tract the percentile values of the aforementioned CDFs from each node, and plot the

CDF of these values in Figure 6.6. For example, a point of (0.3, 0.7) on the 50% line

indicates that for 70% of the nodes, the median ρ among all the pairs it has met

is less than or equal to 0.3. As we can see from Figure 6.6, the median of ρ is up

to 0.7 (Reality) and 0.8 (UCSD). From each node’s view, a significant proportion of

pairs of nodes it has met have correlated ICT and the correlations are strong. The

independence assumption of node mobility thus does not hold.

Figure 6.7 shows the distribution of the number of EncounterSets each node meets

at the end of the trace. Notice that each node only needs to maintain a reasonable

number of EncounterSets to estimate the MVE parameters. This is due to the fact

that the mobility of nodes is heterogeneous and each node only meets a small number
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Figure 6.8: Distributions of the sizes of the encounter node set

of groups of nodes frequently.

In Figure 6.8, we use the same approach as presented above and show the CDFs

of different percentile values of the EncounterSet size. We note here that nodes

typically meet with multiple nodes at a time.

6.2 Regret Minimization Based Algorithm for Dynamically Choosing Replication

Factor

Now that we have seen how delay correlation can affect replication gain and how to

capture potential ICT correlations, we still need a mechanism to decide appropriate

replication factors. In this section, we present a novel algorithm based on regret

minimization [60] to choose replication factor dynamically, without the assumption

of independent delays as it may bias the estimation of replication gain. The basic

idea is to use a probability distribution to represent the preference of choosing a

particular replication factor. Routing protocols then draw replication factors using

the probability distribution. Our solution thus allows for seamless transition between

a single-copy protocol for well connected mesh and a multi-copy protocol for sparsely
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connected DTNs.

6.2.1 Basic Idea

Our basic idea is to consider the node as a player, who needs to repeatedly take

actions (choosing a replication factor for a packet) under an uncertain environment

(unknown network condition). Each time the node takes an action, the environment

(network) gives a feedback (e.g., delay, resource utilization, etc.). The goal of our

algorithm is to learn the best policy, which is a probability distribution over a set

of actions, for such an environment. A powerful technique for analyzing this type

of problem is known as Regret Analysis [60]. We would like an algorithm which

performs as good as the best action we could have used if we knew the network

condition a priori. The performance degradation between our algorithm and the

best action is defined as regret.

6.2.2 Model and Problem Formulation

Let us consider a network with a set of nodes V and a pair of source and destina-

tion nodes (vs, vd). At time slot t, vs chooses a probability distribution over a set of

replication factors, i.e., πππt = {πti}rmax
i=1 . It then calculates a loss vector lt = {ltr}rmax

r=1

(defined in the following section) and experiences an expected loss of
∑rmax

r=1 ltrπ
t
r.

After T time steps, node v’s total loss is
∑T

t=1

∑rmax

r=1 ltrπ
t
r.

Node vs draws replication factors using the same distribution, and experiences the

same expected loss. In retrospect, however, vs could have chosen the same action

i that results in the minimum total loss, i.e., with loss LTi = minj
∑T

t=1 l
t
j. The

performance degradation of
∑T

t=1

∑rmax

r=1 ltrπ
t
r − LTi is then defined as regret, which is

to be minimized.
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6.2.3 The Loss Function

We define the loss function to reflect the trade-off of two objectives, i.e., mini-

mizing delay and resource utilization.

Definition 11. The loss function for replication factor r:

ltr = α · 1

γr
+ (1− α) · r − 1

rmax − 1

where α ∈ [0, 1], rmax > 2.

Notice that 1
γr
∈ (0, 1] is the inverse of replication gain, which approaches 1 when

there is no benefit of replication. r−1
rmax−1

represents the loss of resource utilization.

α ∈ [0, 1] is a parameter that reflects the preference between optimizing performance

and reducing overhead.

6.2.4 Computing the Replication Factor Distribution

To decide the probability distribution of replication factors, we adopt the Poly-

nomial Weighted (PW) algorithm as it achieves near optimal performance in terms

of regret minimization [60], which is significantly superior to other naive algorithms.

We briefly introduce the PW algorithm as follows: each replication factor is assigned

a weight wr, initialized with value 1. At each time slot t, the node calculates a loss

vector {ltr}rmax
r=1 . The weight wr is updated according to: wr = wr · (1− η · ltr), where

η ∈ (0, 1) is a constant. Then the probability of πr is updated by πr = wr∑
i wi

.

If at each time slot the node can only calculates the loss value ltr for its chosen

action r, instead of the entire loss vector, it is called a Partial Information model

(PI), in contrast to the Full Information model (FI). PW can be generalized to solve

PI problem, by partitioning time slots into blocks. The same probability vector is

used within each block except for the exploration steps, when each replication factor
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is chosen once. The loss received during each exploration step constitutes the loss

vector and is used by the PI PW algorithm to update probability at the end of each

block.

The performance of the Polynomial Weighted (PW) algorithm is near optimal [60].

It was shown that the worst-case regret achieved by the PW algorithm is upper

bounded by 2
√
T logN , where the T is the time and N is the number of available ac-

tions. It was also shown that the optimal solution has a lower bound of Ω(
√
T logN),

when T ≥ N , as there exists a stochastic generation of losses that results in the lower

bound regret.

In order to calculate the replication factor distribution we need to estimate the

delay of packets under different replication factors. We present the detail of delay

estimation in the following section.

6.3 Hybrid Routing Protocol

In this section, we present the design of our Hybrid Routing Protocol (HRP).

6.3.1 Overview

As shown in Figure 6.9, the core of HRP mainly consists of three components

as presented in the shaded area. In addition, we assume that each node contains

a Topology Managerment component that is able to broadcast and collect beacons

in order to maintain the topology information for the network it currently connects

to. It outputs events such as node connection and disconnection, which are used to

trigger certain behaviors in HRP.

The outputted node events are then fed into the MVE Estimation module, which

estimates MVE parameters using Algorithm 4 (Section 6.1). Each node also peri-

odically exchanges the MVE parameters with their neighbors. The collected MVE

parameters are used by the Replication Factor Decision module to estimate replica-
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tion gain, and by the Packet Forwarding module to measure the delivery capability

for a potential next hop carrier.

The Replication Factor Decision module collects MVE parameters as well as

packet delay feedbacks in order to estimate replication gain, which is then used to

calculate the replication factor probability distribution as presented in Section 6.2.

The detail of how the Replication Factor Decision works is presented in the fol-

lowing secion. When a new packet arrives, the Packet Forwarding module draws a

replication factor using the probability distribution produced by this module.

Finally, the Packet Forwarding module implements the forwarding strategy. The

details are presented in the following sections. Here we highlight that our forward-

ing strategy utilizes MVE parameters for measuring delivery capability, which in-

corporate the potential correlation between different nodes. We show its superior

performance when compared to other protocols in Section 6.4.

In the following sections, we introduce the details for Replication Factor Decision

and Packet Forwarding. We omit MVE Estimation since it has been presented in

Section 6.1.

6.3.2 Replication Factor Decision Module

6.3.2.1 Calculation of Replication Factor Probability Distribution

In order to calculate the replication factor probability distribution, we need ac-

curate information of packet delays for any given replication factors to derive corre-

sponding replication gains. One way to achieve this goal is through direct feedback

from destination nodes. Although this provides the most accurate delay informa-

tion, it is infeasible in a DTN environment, due to the fact that: i) packets may

not be delivered, and ii) even if packets are delivered, high round trip time prevents

nodes from acquiring up-to-date information. Another option is to estimate packet
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Figure 6.9: HRP architecture

delays through a modeling approach. In our case we can use the collected MVE

information, as it also takes into account the potential delay correlations. This ap-

proach, although less accurate than direct feedback, still provides useful information

for estimating replication gains in a DTN environment.

Given that these two approaches have advantages in different environments, we

calculate the replication factor probability distribution πππ using delays acquired from

both approaches, and combine them in a weighted summation form as follows:

πππ = pc · πππm + (1− pc) · πππd

πππm = {πm,r}rmax
r=1 is the probability distribution calculated through delays feed-

back collected from destination. A PI PW algorithm is used to track the delay for

each packet, and to update each element of {πm,r}rmax
r=1 accordingly.
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πππd = {πd,r}rmax
r=1 is calculated through delay estimation using MVE information.

At its core it is a FI PW algorithm as the delay estimation can be obtained for each

replication factor at the same time.

pc ∈ [0, 1] is the credibility score for using πππm, which is given by:

pc =
Tc
T

Tc denotes the total time during which the destination and the source are con-

nected in the same network, and T denote the total time elapsed. Notice that pc → 1

if two nodes are connected all the time, indicating a mesh network-like environment;

while pc → 0 indicates a DTN environment. If pc does not converge to either value,

then although routing protocols designed for mesh networks might work sometimes,

the network is still unstable. Depending on the preference parameter α, our algo-

rithm may still use replication to improve packet delivery.

6.3.2.2 Delay Estimation in DTN Environments

Accurate delay estimation in DTNs for a routing protocol given a replication

factor is complex even for scenarios with homogeneous and independent node mo-

bility [79]. In our case, we have to consider both heterogeneous and correlated node

mobility. We therefore approximate the delay by its upper bound. To facilitate our

analysis, we make two simplifying assumption: a) only the source node may replicate

packets; and b) destination is not met until all replicas are distributed.

Consider a source node using replication factor r, which has a set of MVE param-

eters {λsrcsss } and has also collected destination’s parameters {λdstsss }. The basic idea

is to calculate the expected delay when the source randomly replicates r − 1 copies

during its first r − 1 contact events, after which the packet gets delivered if one of

the r nodes (including the source itself) meets the destination.
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Notice that the contact process between a node and all other nodes it has met is

a Poisson process with a total rate
∑

sss λ
src
sss according to the MVE model. Therefore,

the total contact rates between the source and other nodes excluding the destination

is
∑

sss:sdst=0 λsss. Assuming the source node replicates one copy during each contact,

the delay for replicating r − 1 copies is r−1∑
sss:sdst=0 λsss

.

Since r− 1 nodes are randomly selected as relays, the total contact rates of these

r nodes to the destination is
∑

sss psssλ
dst
sss , where psss is the probability that at least one

of the nodes in group sss is selected as a relay. If we denote psi as the probability that

node i is selected as relay, then psss = 1 −
∏

i:si=1(1 − psi). Notice that psi = 1 if i

is the source. To calculate psi for other nodes, first consider a single contact event

for the source node. Node i is selected if the source meets one group that i belongs

to and selects i as relay. The probability for this event is
∑

sss:si=1
λsrcsss∑
sss λ

src
sss
· 1
|sss| , where

λsrcsss∑
sss λ

src
sss

is the probability that group sss is met and 1
|sss| is the probability that node i is

selected. Then

psi =
r−1∑
c=1

(1−
∑
sss:si=1

λsrcsss∑
sss λ

src
sss

· 1

|sss|
)c−1 · (

∑
sss:si=1

λsrcsss∑
sss λ

src
sss

· 1

|sss|
)

Using the above equation we are able to calculate psss. Therefore, the delay for r

nodes to deliver the packet is 1∑
sss psssλ

dst
sss

.

Combined with the delay when source replicates copies, the total delay for repli-

cation r is r−1∑
sss:sdst=0 λsss

+ 1∑
sss psssλ

dst
sss

.

6.3.3 Packet Forwarding Module

The created packet copies specified by the Replication Factor Decision module

need to be forwarded to appropriate packet carriers (the selection of which should

account for the correlation among different nodes since it impacts the delivery ca-
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pability as shown in Section 6.1). We therefore use the MVE parameters and define

a new forwarding metric called additional contact rate (ACR) that depends on the

existing set of packet carriers. Let ccc denote the current set of packet carriers, and

C = {j : cj = 1}.

Definition 12. ACR for node i to destination dst given packet carrier set ccc:

ACRv|ccc =
∑

sss:si=1,sj=0,j∈C

λdstsss

Notice that ACRv|ccc accounts for the correlation of ICTs to the destination, be-

tween v and the existing set of carriers. If v is highly correlated, ACRv|ccc is likely to

be small since the additional contribution made by v is little.

To facilitate the forwarding strategy for the HRP, we augment the packet header

with four new fields.

• nrofCopies is the remaining number of data copies.

• next carrier specifies the intermediate destination for the packet. The current

carrier sets this field when it decides to forward the packet to that node.

• carriers contains a list of packet carriers that currently hold this packet. This

field facilitates the forwarding strategy to evaluate the ACR metric of a node.

• path contains a list of nodes that specifies a shortest path leading to the

next carrier in the current network.

We present the forwarding strategy in Algorithm 5. As shown, if the destination

is in the same network with v, we quickly send the packet along nrofCopies paths

(line 3 to 6). This allows us to take advantage of the replication to deal with the

potential lossy mesh network which v is connecting to. Notice that if the network is
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Algorithm 5 HRP Forwarding Algorithm For Node v

1: Neighbors← TopologyManagement.Neighbors
2: for all Packet m do
3: if m.dst is in Neighbors then
4: m.next carrier ← m.dst
5: Find m.nrofCopies shortest paths to m.dst
6: Send m along each path
7: else if m.nrofCopies > 1 then
8: ccc← m.carriers, ccc′ ← m.carriers\{v}
9: u← arg maxu∈NeighborsACRu|ccc

10: if ACRu|ccc > ACRv|ccc′ then
11: Duplicate m′ ← m
12: m′.next carrier ← u
13: m′.path← ShortestPath(u)
14: m′.nrofCopies = m′.nrofCopies− 1
15: Send m′ along m′.path
16: Update m.nrofCopies = 1
17: end if
18: end if
19: end for

well connected, the nrofCopies output by the learning algorithm has high probability

to be 1, and thus reduces to a single shortest path forwarding. If the destination is

not present and nrofCopies > 1, we send nrofCopies−1 copies to the best possible

carrier according to the ACR metric (line 7 to 18). Note that only nodes with more

than 1 copy can continue to replicate the packet. This allow the HRP to keep track

of the current packet carriers and evaluate the ACR metric.

When a node receives a packet, it first checks if it is the destination. If it is

the destination, the node sends back an ACK containing the delay of the packet.

Otherwise, it adds itself to the carriers if it is the next carrier or simply forwards

the packet to the next hop according the path field if it is not the next carrier.
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6.4 Simulation Evaluation

In this section, we thoroughly evaluate our proposed protocol through extensive

simulations in the ONE simulator [42]. We simulate our protocols in three types of

scenarios spanning a wide range of network conditions, i.e., well connected mesh net-

works, sparsely connected DTNs and networks with gradually changing connectivity

characteristics.

6.4.1 Simulation Setup

For simulating well connected mesh networks, we generate Random Geometric

Graphs (RGG) with 30 nodes in an 250×250m2 area. Each node’s radio range is set

to 100m. The links formed among nodes have a packet loss probability p. Three data

flows are generated with source and destination selected randomly. Each source gen-

erates packets with data size of 50kB and with a flow intensity of 6 packets/minute.

The total simulation time is 20,000 seconds.

To simulate DTN environments, we conduct trace-driven simulations using real

world mobility trace, i.e., Reality [22]. In this case, sources and destinations are

selected randomly from all the nodes. A total number of 5,000 packets are generated

and each packet has a data size of 500kB.

In order to further test our protocol in networks with diverse connectivity, we

gradually change the connectivity for the mesh networks generated by the RGG

model by turning each node on and off randomly according to a Poisson process and

varying the proportion of time during which each node is online. We refer to this

scenario as on-off network. Notice that this scenario is also used in [80] to stress-

test the hybrid protocol under diverse connectivity characteristics. Other setups are

identical to the first scenario of a well connected mesh network.

For all simulations, the bandwidth of nodes are set to 2Mbps. The first half of
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the simulation is used as a warmup period, and data are collected during the second

half of the simulation.

By default, our protocol is implemented with rmax = 8 and α = 0.5. rmax is

chosen such that the protocol has a wide range of choices for the replication factor.

α = 0.5 is chosen to balance the performance and overhead. We also test with

different rmax and α. We compare our protocol with the following protocols:

• R3 [80]: is the state-of-art hybrid routing protocol, which uses replication gain

as an important metric. We implement the protocol such that two paths are

used if the replication gain is larger than 1.1 [80].

• CIT [8]: is the state-of-art DTN routing protocol that utilizes correlated node

mobility to measure delivery capability. CIT stands for conditional inter-

contact time, which is the average inter-contact time between two nodes relative

to meeting with a third node.

• Spray&Wait [79]: is a DTN routing protocol which limits the packet replica-

tions. A fixed number of packet replicas are first “sprayed” into the network.

The nodes who receive these packets then “wait” until the destination is met

and then the packet is delivered. Here we set the spray counter to 6, and use

the binary spray mechanism.

• Epidemic [82]: is essentially a flooding-based protocol. We use it as a baseline

comparison.

We evaluate all protocols in terms of packet delivery ratio (PDR), delay and

overhead. The delays are calculated such that undelivered packets have delays as

the packet deadline, which is set to 10s in mesh network, 1 hour up to 2 weeks in DTN
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Figure 6.10: Performance evaluation in a mesh network with lossy links

and 5 minutes in the On-off network. The overhead is defined as #relays−#delivered
#delivered

,

which reflects how efficient the routing protocol is in terms of packet delivery.

6.4.2 Evaluation in Lossy Mesh Networks

A well connected mesh network becomes disconnected when the packet loss prob-

lem becomes severe. An appropriate amount of replication is able to improve the

data delivery reliability. We vary the packet loss probability p up to 0.6 to stress-test

our protocol and compare it with the R3 protocol. The results are presented in Fig-

ures 6.10. As we can see from the figures, our protocol is able to improve both PDR
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and delay by up to 1.9x and 2.2x, respectively, when compared to the R3 protocol.

The main reason is that R3 progressively discards paths, which may however be

candidates of alternative paths, to reduce computational cost and it overestimates

the replication gain of using two paths when in fact more paths are beneficial to the

delivery performance. On the contrary, HRP is able to choose replication factors

from a larger range of values. The direct delay feedback plays an important role

in terms of accurate estimation of replication gain, which leads to better decisions

of the replication factors. As a result, HRP delivers more packets with less delays

without incurring too much overhead.

6.4.3 Evaluation in DTN

We use deadline as the main parameter for evaluating our protocol in DTNs as

it is used in many state-of-art DTN protocols [92] [8]. We vary the deadline up to

2 weeks and present the results in Figure 6.11. First, we notice that HRP achieves

the second best delivery ratio and delay, and improves upon R3 by up to 3.5x and

up to 23%, respectively. R3 performs poorly in DTN environments due to its source

routing technique. As the entire route is specified in the packet header, intermediate

nodes cannot make additional routing decisions and thus cannot take advantage of

opportunistic contacts where the encountered nodes may have even better delivery

capability. Second, HRP delivers more packets when compared to CIT, which is a

state-of-art DTN protocol that utilizes correlated mobility, but with only 1/2 of the

overhead. Essentially the CIT protocol only considers correlation between pairs of

nodes and does not limit replication. This results in unnecessary replication and poor

packet carrier selection, and thus higher overhead. Third, compared to Spray&Wait

which has a fixed number of packet replication, our protocol delivers more packets

with less overhead. This demonstrates that the selection of packet carriers using the
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Figure 6.11: Performance evaluation in a DTN environment using the Reality mo-
bility trace

proposed metric is more effective in such a heterogeneous network.

6.4.4 Evaluation in Diverse Network Conditions

To further stress test our protocol in diverse networks, we turn each node in the

mesh network used in Section 6.4.2 on and off according to a Poisson process with

mean inter-event time of 10 minutes. During each interval, the node is turned on

for a proportion of time and then shut down. Similar experiments were performed

in [80]. In this scenario, the packet deadline is set to 5 minutes. The results are
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Figure 6.12: Performance evaluation in a dynamic network environment where nodes
are turned on and off randomly

presented in Figure 6.12. As can be seen from the figures, HRP achieves similar

performance in terms of PDR and delay, when compared to Epidemic. It improves

PDR by up to 29% and reduces delay by up to 34% when compared to R3. It

also uses comparable overhead as R3, which is significantly smaller than Epidemic.

Notice that the Epidemic protocol is optimal in terms of delay as it delivers the most

number of packets. This demonstrates that HRP is able to adapt itself and deliver

satisfactory performance without incurring too much overhead even in this type of

dynamic network environment.
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Figure 6.13: Performance evaluation for HRP in lossy mesh networks with different
rmax ((a), (b)) and α ((c), (d))

6.4.5 Evaluation for Different Parameters

We study the effect of rmax and α by adjusting their value and run the same set

of simulations. Recall that rmax is the range of replication factor that our learning

algorithm can select from. α indicates the preference for optimizing delay perfor-

mance. Due to space limitation, we only present the results for the mesh networks in

Figure 6.13. In Figure 6.13a and 6.13b, we vary rmax from 2 to 10. Notice that when

rmax = 10 the protocol replicates more aggressively and has much better performance
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in terms of delay but with higher overhead. The additional replication starts to pay-

off, i.e., overhead drops, when the packet loss probability is high. For rmax = 2, the

replication is limited, but its overhead exceeds the protocol with rmax = 10 when

the packet loss is severe. In Figure 6.13c and 6.13d, we vary the α from 0.0 to 0,5.

Notice that when α = 0.0, it is essentially a shortest path based single copy protocol.

By increasing α, HRP starts to replicate when packet loss probability increases. The

overhead of the protocol when α = 0.5 is the same and even smaller than when

α = 0.0 if the packet loss probability is high, and it is able to achieve only half of

the delay.

rmax and α provides a tool for users to adjust the preference between optimizing

performance and reducing resource utilization. The protocol itself can then adapt

itself according to the network condition it currently deals with.

6.4.6 Summary of Simulation Results

From the simulation results we can see that HRP is able to adapt itself according

to different network conditions. The Replication Factor Decision module reacts to

different network conditions by selecting replication factors from a wide range of val-

ues to satisfy the performance and resource utilization trade-off. The DTN scenario

also validates the effectiveness of selecting packet carriers using MVE estimation

based ACR metric. As shown in the figures, HRP achieves better performance in

terms of PDR and delay, while it uses smaller overhead than both Spray&Wait and

CIT.

6.5 Proof-of-Concept Implementation and Evaluation

We implement a proof-of-concept prototype of HRP and deployed it on Mikrotik

RB433UAH routers to evaluate its performance. In this section, we introduce the

implementation details and present the real world evaluation results.

108



6.5.1 HRP Implementation

We implement HRP in C++ as a user-space daemon process. The daemon han-

dles both control traffic and the actual data forwarding. Notice that we choose to

implement at user space due to the ease of development and maintenance. The dis-

advantage is, however, that each packet has to travel through the border between

user space and kernel space, which inevitably increases the processing delay. Al-

though the optimization of coding could further improve the performance, we leave

it as future work as it is out of the scope of this section.

We leverage Optimized Link State Routing (OLSR) [38] for topology mainte-

nance. Instead of broadcasting and collecting beacons to maintain topology, the

HRP daemon invokes olsrd [81], an OLSR implementation, during the initializa-

tion phase and fetch topology information (the graph view of the current connected

network) from it.

HRP daemon exchanges MVE information once they discover each other. In

addition to that, the daemon also probes to each discovered neighbor every tprobe

seconds in order to collect delay information for different replication factors. The

probes are sent along r paths specified by the Replication Factor Decision module.

We implement Yen’s algorithm [90] for finding multiple shortest paths to the des-

tination. Once the neighbor receives the probe, it immediately sends back a reply.

Upon the reception of the reply, the sender then feeds the round-trip time (RTT) to

the Replication Factor Decision module to calculate replication factor distribution.

In our experiments, we set tprobe to 2 seconds.

As the replication factor distribution πππm may converge, additional probes are no

longer necessary. To save bandwidth, we adopt a slow reduce, fast recover approach

to adjust the tprobe. We set tprobe to 2 · tprobe each time when the absolute difference
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(a) Testbed for proof-of-concept implemen-
tation and evaluation

(b) Network topology for the fully
connected mesh network

Figure 6.14: Experiment setup

between πm,r and its previous value is within 1%, for all r. Otherwise, we set the

tprobe back to the original value, i.e., 2 seconds.

6.5.2 Experiment Setup

We deploy the HRP daemon on 9 Mikrotik RB433UAH routers, which have

AR7161 CPU operating at 680MHz and have 128MB RAM. All the routers run

OpenWRT 15.05. The wireless cards are set to operate in 5GHz (channel 44) and

in ad-hoc mode. Due to space limitation and for the ease of testing, we place all

the routers together and emulate a fully connected multi-hop mesh network by ma-

nipulating the firewall configurations. To this end, we connect all the routers to a

server through Ethernet cable and issue iptables commands from the server to create

different topology. The testbed setup is shown in Figure 6.14a.

We conducted two sets of experiments, i.e., in a fully connected mesh network

and a dynamic on-off network. For the fully connected mesh network, we created a

topology as shown in Figure 6.14b. For each experiment, we generate two data flows

with inter-message arrival time set to 5 seconds. We vary the data size from 8 kB
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up to 32 kB, and set the deadline of each data to 30 seconds. For on-off network,

we use the same baseline topology as shown in Figure 6.14b but turn each node on

and off randomly with different on-proportion. The expected total duration for one

on-off cycle is set to 60 seconds. We generate two data flows with size set to 8 kB

and with inter-message arrival time set to 30 seconds. We set the deadline of each

data to 300 seconds.

In addition to HRP, we also run OLSR and Epidemic for comparison. Notice that

these two protocols are designed with specific network condition in mind. We intends

to show that 1) they perform poorly when outside their designed scenario, and 2)

that HRP perform closely to the best protocol for each specific scenario. For OLSR

we use the olsrd implementation, and for Epidemic, we adopt the IBR-DTN [21]

implementation.

Finally, in order to understand how HRP dynamically choose the replication

factor for each data, we run additional experiments which logs how the replication

factor distribution outputted by the Replication Factor Decision module evolve with

time. Notice that logging is by default turned off, as it otherwise negatively impacts

the performance.

We are interested in the same set of metrics as in the simulation study, i.e., PDR,

PDD and overhead. In addition to these, we also collects the information of control

traffic ratio, defined as 1− size of payload transferred
size of total traffic

for the fully connected mesh network.

6.5.3 Evaluation in Fully Connected Mesh Network

Figure 6.15 shows the results in fully connected mesh network. We omit the

results for PDR as it is trivially one for all protocols. As we can see from Figure 6.15a,

HRP achieves comparable delays with OLSR. Specifically, the delays for OLSR ranges

from 6.5 ms up to 23.99 ms, while the delays for HRP ranges from 17.46 ms up to
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Figure 6.15: Performance evaluation for HRP in well connected mesh networks with
different packet size

29.48 ms. On the other hand, we can see that Epidemic has delays ranges from

471.49 ms up to 799.36 ms, an order of magnitude larger than HRP and OLSR.

As for control traffic overhead, we can see that HRP is slightly higher than OLSR,

while also significantly smaller than Epidemic. HRP has control traffic ratio ranges

from 10% down to 2.8%, whereas OLSR ranges from 4.7% down to 1.1%. Notice

that the increased overhead is the price HRP has to pay in order to adapt to the

network condition. As we will see in the following section, HRP’s ability to adapt to

network condition leads to superior performance in dynamic networks.

6.5.4 Evaluation in Diverse Network Conditions

Figure 6.16 shows the results in the on-off network. Similar to the results in

simulations, HRP performs very close to Epidemic in terms of PDR and PDD under

different on-proportions. When the on-proportion is 20%, Epidemic achieves PDR

18.8%, whereas HRP’s PDR is 8.3%. Hence in extremely sparse connectivity net-

works, Epidemic’s flooding strategy is still efficient. However, when on-proportion

ranges from 40% to 100%, HRP’s PDR results are within 3% difference when com-
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Figure 6.16: Performance evaluation for HRP in a on-off network with different
on-proportion

pared to Epidemic. Similar results can be observed for delays as well. Notably, HRP

achieves these results but with only half or less overhead compared to Epidemic.

On the other hand, it is clearly that OLSR is not designed for the environments

when the on-proportion is not 100%. As we can see from the figures, OLSR achieves

significantly lower PDR and significantly higher PDD when compared to HRP and

Epidemic. Although OLSR has zero overhead as it does not generate redundant

traffic under all scenarios, it does not efficiently deliver packets either.
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The pc value is 0.033 in this scenario
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(b) Distribution of πππd when on-proportion is 60%.
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(c) Distribution of πππd when on-proportion is 80%.
The pc value is 0.807 in this scenario
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Figure 6.17: Convergence of replication factor distribution under different network
conditions

6.5.5 Convergence of Replication Factor Distribution

Recall that Replication Factor Decision module calculates the replication factor

distribution πππ based on two distributions πππm and πππd and one pc value, where πππm

is based on delay feedbacks, πππd is based on the modeling of delay, and pc is the

proportion of time when the node is connected to the destination. In Figure 6.17 we

demonstrate how these distributions evolve with time under different scenarios.
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Figures 6.17a to 6.17c show the results of πππd when the on-proportion ranges from

40% to 80%. As we can see from the figures, when the connectivity is more sparse,

i.e., on-proportion is 40% and 60% and pc ranges from 0.033 to 0.199, ultimately

P (r = 2) converges to 1.0. That is to say, the source will mostly use replication

factor r = 2 for all the packets created. Notice that this does not necessarily mean

that the source will always generate two copies for a packet, as the forwarding is also

depended on the connectivity and the forwarding strategy. When the on-proportion

is 80%, pc is 0.807, and P (r = 1) converges to 1.0 fairly quickly. This is also intuitive,

since in this case it may not be beneficial to replicate.

Figure 6.17d shows the results of πππm when the network is fully connected. In

this case, the πππ is completely decided by πππm as pc = 1.0. As we can see, P (r = 1)

converges to 1.0 within just a few minutes. This indicates that, after the initial

phase, HRP performs very similar to OLSR which is optimized for the connected

network.
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7. COST-AWARE ENERGY EFFICIENT MOBILE DATA OFFLOADING

The rapid advance of hardware and the explosion of smartphone applications are

driving the surging demand of data access for end users. However, despite the ubiq-

uitous network coverage, communication over cellular network incurs non-negligible

monetary cost. Additionally, cellular communication is less energy efficient when

compared to WiFi due to various reasons such as high tail energy [32].

As many data transfers are delay tolerant (e.g., video uploading [68]), delayed

data offloading to WiFi Access Points (AP) [5] [47] [56] has been seen as a promising

solution to help reduce energy consumption and monetary cost. Delayed data offload-

ing refers to the technique where users intentionally postpone the delay-tolerant data

transfer in the hope of meeting some WiFi AP. If no AP is met within the given dead-

line, the cellular network is used to complete the transmission. It may help users

reduce monetary cost, as cellular usage might be avoided. Additionally, it may help

users reduce energy consumption, since the user may have a more energy efficient

transmission to a WiFi AP [68]. The tradeoff, however, is the increased delay.

In this section, we focus on the cost-aware energy efficient offloading problem

in which users upload data to a remote server, within a given deadline and with a

monetary cost constraint, while trying to minimize the energy consumption. This

problem applies to many real world application scenarios [68] [53]. Although there are

existing solutions trying to solve similar problems [5] [68] [36] [26] [53], a satisfactory

one is still missing. Some works [68] [36] ignore opportunistic forwarding among

mobile devices. However, existing research has shown that the proliferation of mobile

devices create frequent contacts that can be leveraged for data forwarding [80] [89].

Ignoring high contact rates among mobile nodes may lead to lower offloading success
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rate, and hence higher energy consumption and monetary cost. Moreover, limiting

offloading to AP may result in energy consumption and monetary cost, which are

coupled when we adjust deadline (i.e., shorter deadline indicates lower offloading

success rate and hence simultaneously higher energy consumption and monetary

cost [56]). Other research [53] [51] consider opportunistic forwarding among mobile

devices. However, they do not explicitly consider energy consumption and monetary

cost which can be important to the users.

Designing a coherent offloading strategy that simultaneously considers oppor-

tunistic forwarding, energy consumption and monetary cost is challenging. In partic-

ular, opportunistic forwarding may incur more energy consumption when compared

to direct WiFi offloading since more transmissions are involved. On the other hand,

such forwarding may lead to higher offloading success rate which may, in turn, re-

duce both energy consumption and monetary cost. Consequently, in order to take

advantage of the opportunistic forwarding while avoiding unnecessary overhead, we

ask the following question: when should a node forward the data, to which node, and

when should it stop forwarding?

To answer the above question, we formulate the cost-aware energy efficient of-

floading problem as a discrete time optimal control problem. To solve the problem,

we show that the optimal policy actually has a simple threshold-based structure:

when the node encounters another node, if it observes that the energy consumption

for transferring data is smaller than a certain threshold, it forwards the data. We

present a dynamic programming based algorithm to construct the optimal policy.

Unfortunately, due to the curse of dimensionality, the algorithm runs in exponential

time, which is not practical for solving real world problems. To this end, we propose a

novel one step lookahead based policy, named Cost-aware Energy efficient Offloading

(CEO) policy, to approximate the optimal policy. CEO can be constructed efficiently
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in pseudo-linear time. Through extensive trace-based simulation, we show that CEO

adapts well to the environments and outperforms state of art protocols. If the user

would like to reduce monetary cost, CEO achieves up to 64% higher offloading suc-

cess rate, with reasonable increase or comparable energy consumption. If the user

can afford cellular monetary cost, CEO achieves comparable, if not better, offloading

success rate, but with up to 23% energy consumption reduction.

This section is organized as follows. In Section 7.1 we introduce the system

model. We mathematically formulate the problem in Section 7.2. Then we present

the design of the one step lookahead based approximation policy in Section 7.3.

Simulation setup and performance evaluation results are presented in Section 7.4.

7.1 System Model and Problem Statement

In this section, we first present the system model. Then we present the problem

through a simple example. A formal mathematical formulation of the problem is

presented in Section 7.2.

7.1.1 System Model

We consider a system where the source node S has a message to be transmitted

to a remote server D within a given deadline T . Time is slotted with a time slot

duration δt, hence the deadline is also referred to as time horizon N = b T
δt
c. S may

offload the data via opportunistic communication, or if the deadline is reached it has

to transmit using the cellular network. Node S meets with Access Points (AP) and a

set of n mobile nodes {vi}ni=1 opportunistically. Meanwhile, nodes {vi}ni=1 also meet

with APs. The APs are assumed to have Internet connection and can connect to D.

We therefore abstract APs as one super node in the system. The contact processes

are assumed to be Poisson processes, with contact rates between S and APs, S

and vi, and vi and APs as λ0, {λmi }ni=1, and {λdi }ni=1, respectively. Notice that the
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assumption of Poisson contact process between pairs of nodes not only allows for

mathematical tractability, but it is also backed by state of the art research which

characterizes mobility in opportunistic networks [93] [62] [89].

We focus on the two-hop based forwarding strategy in this section, i.e., the mobile

nodes which received a copy of the message only forward to APs but not other

mobile nodes. We leave the more general forwarding strategy as future work. Due

to this reason, and to avoid repetitive definition, we will use subscript 0 to denote

variables between S and APs, superscript m to denote variables between S and vi,

and superscript d to denote variables between vi and APs.

Due to channel condition, data rate, link failures, etc., the energy consumption

in terms of energy per bit for transmission during each of the opportunistic contacts

maybe different [68] [32] [20]. To capture this, we assume that the energy per bit

during each opportunistic contact are independent random variables. Let e0, {emi }ni=1

and {edi }ni=1 denote these random variables, each of which follows the distribution

given by the Cumulative Distribution Function (CDF) of F0, {Fm
i }ni=1, and {F d

i }ni=1,

respectively. We assume that the energy per bit for cellular communication is ec

which follows CDF of Fc.

In addition to the energy consumption, each transmission may incur monetary

cost. Notice that there are many different pricing models [30] [78]. In this section

we consider a simple usage-based model, i.e., cost per bit. Let us denote the cost

per bit for transmissions as c0, {cmi }ni=1 and {cdi }ni=1. Also denote the cost per bit

for cellular communication as cc. For simplicity, in this section we assume that the

monetary costs are deterministic. Furthermore, the user may set a cost constraint for

transferring a message, which can be converted to a cost per bit constraint denoted

as ccap.

During each opportunistic contact, we assume that a node can estimate the energy
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Figure 7.1: A sample problem where S has to choose whether to transmit during
each transfer opportunity in order to minimize the energy consumption, assuming
ec = 10.

consumption for transmitting a given data item using information such as Received

Signal Strength Index (RSSI), data rates, etc. [68]. Meanwhile, the transmitting

node can gather the cost information from the encountered node. We also assume

that the node will record this information as history, which can be used in the future

for making forwarding decisions.

7.1.2 Problem Statement

Given the time horizon N , contact rates (λ0, {λmi }ni=1, and {λdi }ni=1), energy con-

sumption distributions (F0, {Fm
i }ni=1, {F d

i }ni=1, and Fc), monetary costs (c0, {cmi }ni=1,

{cdi }ni=1, and cc), we need to calculate the optimal policy, which maps an observed

state (defined in the following section) to a forwarding decision, such that the ex-

pected total energy consumption (which includes transmission energy consumption

for all opportunistic forwarding and cellular communication - if offloading fails), is

minimized while the total monetary cost is smaller than a user defined constraint

ccap.

To illustrate the problem, let us consider an example shown in Figure 7.1. The

left side shows the contact processes between S, v1 and APs, while the right side
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shows the energy consumption estimation for each transfer opportunity. We omit

the costs for each transmission for simplicity. In this example, the energy optimal

forwarding strategy is for S to forward to v1 at t0, and have v1 forward to the AP at

t4.

The challenge for this problem is two fold. First, a node does not have the full

knowledge about the future. When S meets v1 at t0, it has no idea when is the next

encounter, or with which node, or the energy consumption and monetary cost for

future contacts; yet S has to make a forwarding decision. Second, the policy has to

map every possible state into an optimal action such that the overall expected energy

consumption is minimized. As we will show in the following section, the construction

of such a policy is nontrivial.

7.2 Optimal Cost-aware Energy Efficient Offloading

In this section, we formulate the cost-aware energy efficient offloading problem

as a discrete time optimal control problem. We show that the optimal solution has

a simple threshold-based structure, i.e., the node should only forward if the energy

consumption for transferring the message is smaller than a certain threshold.

7.2.1 System Dynamics

We begin with introducing the system dynamics. We use xk, yk, zk to represent

the current state of the system at time slot k. The state is observed by the system

and is used to make a control decision.

Let x̂k = {xk,i}ni=1 ∈ X̂ represent the state of message carriers , where X̂ =

{0, 1}n. We refer to a mobile node as a message carrier if it carries a copy of the

message. Let xk ∈ X , where X = {0, 1}n+1, be the augmented state defined as
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follows:

xk,i = 1 ⇐⇒


i ∈ {1, ..., n}, vi is a message carrier

i = n+ 1, the message is delivered

where {xk : xk,n+1 = 1} are terminal states. Initially, x0 = 0, where 0 is a n + 1

dimensional vector.

Let yk = {yk,i}2n
i=0 ∈ Y denote the current contact event at time slot k, where

Y ⊆ {0, 1}2n+1. yk is composed of three parts, i.e., yk,0, {ymk,i}ni=1, and {ydk,i}ni=1, where

the latter two are n-dimensional vectors. yk is defined as follows:

yk =


yk,0

ymk

ydk

 ,

yk,0 = 1, contact between S and AP

ymk,i = 1, contact between S and vi

ydk,i = 1, contact between vi and AP

Let zk = {zk,i}2n
i=0 ∈ R2n+1

+ denote the observed energy consumption at time slot

k. zk is also composed of three parts in a similar fashion as yk, i.e., zk,0, zmk , zdk ,

where the latter two are n-dimensional vectors.

At each time slot k, the system observes the states xk, yk and zk, and needs to

make a control decision, that is, whether or not to forward a copy of the message

and to which node. Let uk = µk(xk, yk, zk), where uk is the control vector and µk is

a function that maps the current system state to a control vector. uk is constrained

to take values in the set Uk(xk, yk) ⊆ {0, 1}2n+1 that depends on the current system
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state. uk is composed of three parts, i.e., uk,0, u
m
k and udk, defined as follows:

uk =


uk,0

umk

udk

 ,

uk,0 = 1, forward from S to AP

umk,i = 1, forward from S to vi

udk,i = 1, forward from vi to AP

The constrained set Uk is defined as:

Uk(xk, yk) =



uk ≤ yk

udk,j ≤ xk,j, j = 1, ..., n

umk,j ≤ 1− xk,j, j = 1, ..., n

cT · uk < ccap −
∑n

j=1 xk,jc
m
j

where the first constraint ensures that forwarding only happens when there is a

contact; second constraint ensures that the mobile node has to have a copy in order

to forward to an AP; the third constraint ensures that S will not forward to the same

mobile node multiple times; and the fourth constraint ensures that the forwarding

will not exceed the cost constraint, assuming cT is the cost vector [c0, c
m, cd].

With the above notation, we present the system dynamics as follows:


xk+1

yk+1

zk+1

 =


hk(xk, uk)

wk

ek

 (7.1)

where hk represents how the state of message carriers change, and is defined as the
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following:

hk(xk, uk) = xk +



umk,1

...

umk,n

max{uk,0, udk,1, ..., udk,n}


That is, the first n elements of xk+1 is set to 1 if a forwarding from S to a mobile

node happens; while the last element of xk+1 is set to 1 if the forwarding to an AP

happens.

wk ∈ Wk(xk) ⊆ {0, 1}2n+1 is the random vector which represents the contact

events that can be utilized for forwarding, i.e., contacts between S and AP, between

S and a non-carrier node, and between a carrier node and AP. wk is composed of

three parts, i.e., wk,0, w
m
k and wdk. Wk(xk) is the set from which wk takes value.

Notice that yk+1 is a realization of wk, which is observed at time slot k + 1. The

probability distribution of wk depends on the current state xk, and is calculated as

follows. First, the total contact rates for events that can be utilized for forwarding

is λtotal = λ0 +
∑n

i=1(1 − xk,i)λmi +
∑n

i=1 xk,iλ
d
i , where the first term is the contact

rate between S and AP, the second term is the total contact rate between S and any

non-carrier node, and the third term is the total contact rate between carriers and

AP. Hence the probability of no event happening is P (wk = 0) = e−λtotal·δt . Second,

we assume that the time slot duration δt is sufficiently small such that at one time

slot, there is at most one contact event. Consequently, wk may have at most one

nonzero element. The event that one particular contact happens is equivalent to the

event that there is one contact and that this particular contact happens first. With

slightly abused notation, where we use the nonzero element to represent wk, we have
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the following distribution:

P (wk,0 = 1) =
λ0

λtotal
· (1− P (wk = 0))

P (wmk,i = 1) =
(1− xk,i) · λmi

λtotal
· (1− P (wk = 0))

P (wdk,i = 1) =
xk,i · λdi
λtotal

· (1− P (wk = 0))

where i = 1, . . . , n.

ek ∈ R2n+1
+ is the random vector, which represents the energy consumption, and

is composed of three parts, i.e., e0, e
m, and ed. zk+1 is a realization of ek and is served

as an observation to the system.

7.2.2 Objective

At each time slot k, if the control decision is to forward the message, then it

incurs energy consumption. Hence we define the cost function at each time slot

k = 0, ..., N − 1 as follows:

gk(xk, zk, uk) =


0, if xk,n+1 = 1

zTk · uk, otherwise

i.e., if the message is already delivered at time slot k, there is no cost; otherwise, the

cost is the energy consumption if there is a forwarding in this time slot.

We also define the terminal cost, i.e., the cost when the system reaches the time

horizon N :

gN(xN) =


0, if xN,n+1 = 1

ec, if cc +
∑n

i=1 c
m
i xN,i < ccap

Penalty, otherwise
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i.e., there is no cost if the message is delivered; or the cost is the energy consumption

of cellular communication if the current monetary cost plus the cellular communica-

tion’s monetary cost still satisfies the constraint ccap; otherwise, the cost is a large

Penalty value.

With the cost function defined as above, we have the total cost for the system

as gN(xN) +
∑N−1

k=0 gk(xk, zk, uk), where xk, yk and zk equals 0 (with appropriate

dimension) at k = 0, and evolves according to Eq. 7.1 for k = 1, ..., N .

We consider the class of policies that consist of a sequence of functions π =

{µ0, ..., µN−1}, where µk maps the state (xk, yk, zk) into control decisions uk =

µk(xk, yk, zk), such that µk(xk, yk, zk) ∈ Uk(xk, yk) for all k = 0, ..., N − 1. The

cost-aware energy efficient offloading problem is to find the optimal policy π∗ which

minimizes the expected total energy consumption shown as follows:

min
π
Jπ(x0) = E

{
gN(xN) +

N−1∑
k=0

gk(xk, zk, µk(xk, yk, zk))

}

where the expectation is taken over xk, yk, zk, wk and ek.

7.2.3 Optimal Solution

As the problem follows the optimal control problem framework, the dynamic pro-

gramming (DP) algorithm can be used to solve it optimally [7]. The DP algorithm

essentially minimizes the cost-to-go functions iteratively in the time-reverse order,

i.e., solves the following series of minimization problems from k = N − 1 to k = 0:

JN(xN) = gN(xN), (7.2)
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Jk(xk, yk, zk) = min
uk∈Uk(xk,yk)

E
wk,ek

{
gk(xk, zk, uk)

+Jk+1(fk(xk, uk, wk, ek))

}
, k = 0, ..., N − 1

(7.3)

where fk is the system equation defined in Eq. 7.1, and Jk is the optimal expected

cost-to-go from time k to N . Then if u∗k = µ∗k(xk, yk, zk) minimizes the right side

of Eq. 7.3 for every (xk, yk, zk) and for every k, we have the optimal policy π∗ =

{µ∗0, ..., µ∗N−1}

7.2.3.1 Energy Consumption Threshold

Here we show that the optimal policy to the cost-aware energy efficient offloading

problem is actually threshold based.

The key observation is that at any time slot k, Uk(xk, yk) contains at most two

elements, since time slot duration δt is sufficiently small such that at most one contact

event may happen at a time. Therefore, Uk(xk, yk) has 0, and at most one more

element u′k. Without loss of generality, we assume the j-th element of u′k is one if

the j-th element of yk is one. It is trivial to see that if Uk = {0}, then u∗k = 0.

Now let us consider the other case, i.e., Uk(xk, yk) = {0, u′k}. Let x′k = hk(xk, u
′
k),

and notice that xk = hk(xk,0). If yk,j = 1, then we have u′k,j = 1. Notice that

gk(xk, zk,0) = 0, and gk(xk, zk, u
′
k) = zk,j. We have that uk = u′k if and only if the

following holds:

zk,j + E
wk,ek

{
Jk+1(x′k, wk, ek)

}
< E

wk,ek

{
Jk+1(xk, wk, ek)

}

Hence we can say that S forwards only if the energy consumption zk,j is below the
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threshold θ∗k(xk, yk) defined as:

θ∗k(xk, yk) =

E
wk,ek

{
Jk+1(xk, wk, ek)

}
− E

wk,ek

{
Jk+1(x′k, wk, ek)

} (7.4)

Essentially, we are comparing the expected overall cost between forwarding and

not forwarding, and the threshold represents the energy consumption reduction when

comparing forwarding to not forwarding. Apparently, if the energy consumed for

forwarding is smaller than the achievable energy consumption reduction, the overall

energy consumption will be reduced, and hence it is better to forward the message.

Interestingly, such a policy allows for adaptive behaviors. In particular, if S

does not meet with AP frequently enough, forward the message might significantly

reduce the overall energy consumption. Hence the threshold might be high enough to

encourage forwarding. On the other hand, if there are already many message carriers,

adding another might not reduce the overall energy consumption much. And hence

the threshold might be low enough to prevent further forwarding.

With the threshold defined in Eq. 7.4, Eq. 7.3 can be written as:

Jk(·) =1zk,j<θ∗k(·)

{
zk,j + E

wk,ek

{
Jk+1(x′k, wk, ek)

}}
+ 1zk,j≥θ∗k(·) E

wk,ek

{
Jk+1(xk, wk, ek)

} (7.5)

7.2.3.2 Policy Construction Algorithm

Finally we present the optimal policy construction algorithm in Algorithm 6. We

first initialize variables (line 1), where thresh is the final output of the calculated

threshold. Then we first set the costToGo functions for the terminal state (lines 2

and 4). From line 5, we traverse the time reversely. Notice that costToGo always

128



Algorithm 6 Optimal Policy Construction Algorithm

1: Initialize thresh, dp, and costToGo
2: for all (xN , yN) ∈ X × Y do
3: costToGo(xN , yN , z) = JN(xN) (See Eq. 7.2)
4: end for
5: for k = N − 1, ..., 0 do
6: for all xk ∈ X do
7: dp(xk)← Ewk,ek{costToGo(xk, wk, ek)}
8: end for
9: for all (xk, yk) ∈ X × Y do

10: if Uk(xk, yk) 6= {0} then
11: if yk,j = 1 for some j then
12: x′k ← hk(xk, u

′
k)

13: thresh(xk, yk)← dp(xk)− dp(x′k)
14: end if
15: else
16: thresh(xk, yk) = 0
17: end if
18: costToGo(xk, yk, z)← Jk(·) (See Eq. 7.5)
19: end for
20: end for

saves the cost-to-go function for time k + 1. At each time slot k, we first calculate

the expected energy consumption for each xk (lines 6 to 8). For each (xk, yk) pair

(line 9), we calculate the threshold based on Eq. 7.4 (lines 10 to 17). Finally, the

costToGo function for this time slot is updated (line 18).

The time complexity for Algorithm 6 is O(N |X ||Y|), where | · | is the cardinality

of the set. Unfortunately, for this problem we have |X | = 2n+1 and |Y| = 2n + 1,

and hence Algorithm 6’s time complexity becomes O(Nn2n). Notice that the time

complexity cannot be further reduced, as there are N(2n + 1)2n+1 state-time pairs,

and each needs a threshold. As the algorithm runs in exponential time, we cannot

use it in realistic scenarios where n could be a few dozens or even hundreds, which

calls for the design of an efficient algorithm.
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7.3 Approximation Based Cost-aware Energy Efficient Offloading

In the previous section, we present the problem formulation and the optimal

policy. Due to curse of dimensionality, the time complexity for obtaining the optimal

policy is exponential. In this section, we present the design of an approximation

based policy, named Cost-aware Energy efficient Offloading (CEO), which can be

constructed in pseudo-linear time.

7.3.1 Basic Idea

The basic idea is to construct a one-step lookahead policy using an approxi-

mated cost-to-go function. Specifically, at each time slot k and for an observed state

(xk, yk, zk), we attain the decision by solving the minimization problem:

min
uk∈Uk

E

{
gk(xk, zk, uk) + Ĵk+1(fk(xk, uk, wk, ek))

}
(7.6)

where Ĵk+1 is an approximated cost-to-go function. Hence, we look one step ahead

into the future, and use the approximated cost-to-go function to make the decision.

To build the approximated cost-to-go function, we convert the original problem

into a homogeneous problem, which can be optimally solved in O(Nn) time. Then

we convert the state of the original problem into the corresponding state in the

homogeneous problem, and use the converted state and the cost-to-go function for

the homogeneous problem to approximate the true cost-to-go function for the original

problem. The detail of the conversion and the intuition behind the conversion is given

in Section 7.3.2.

In this way, we avoid the need to traverse all the states in order to construct

the policy, but only need to solve a simplified homogeneous problem to build the

approximated cost-to-go function. The detail of the policy is given in 7.3.3.
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7.3.2 Conversion to a Homogeneous Problem

A homogeneous problem refers to the one where all the mobile nodes {vi}ni=1 are

identical, i.e., λmi = λmj , λ
d
i = λdj , c

m
i = cmj , c

d
i = cdj for all i, j, {emi }ni=1 and {edi }ni=1 are

i.i.d random variables, respectively. In this section, we omit the subscriptions and

only use λm, λd, cm, cd, em and ed to represent the corresponding variable.

Different from the original problem, the identity of the message carrier in a

homogeneous problem is no longer important. Hence we can use a single integer

xk ∈ X = {0, ..., n + 1} to represent how many message carriers are in the system

(as well as a terminal state xk = n + 1). Additionally, we can compress the vectors

yk, zk, ek, wk and uk. For example, the state yk ∈ Y ⊆ {0, 1}3 can still be repre-

sented as yk = [yk,0, y
m
k , y

d
k]
T as in the original problem, except that now ymk and ydk

are scalars, indicating the contact events between S and a non-carrier node, and

between a carrier node and an AP, respectively. Similarly, zk, ek, wk and uk can all

be represented using 3-dimension vectors.

The control constraint set Uk is defined as:

Uk(xk, yk) =



uk ≤ yk

udk ≤ min{xk, 1}

umk ≤ 1−min{xk, 1}

cT · uk < ccap − xkcm

where cT is the cost vector [c0, c
m, cd]. The constraint set is constructed in a similar

fashion when compared to the original problem, and hence the detail explanation is

omitted.

The system dynamics equation is the same as Eq. 7.1, whereas hk is given by the
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following:

hk(xk, uk) =


n+ 1 if max{uk,0, udk} = 1

xk + umk otherwise

The probability distribution of wk can be calculated as follows. First notice that

the total contact rate for the events that can be utilized is λtotal = λ0 + (n−xk)λm +

xkλ
d. Hence we have P (wk = 0) = e−λtotalδt , P (wk,0 = 1) = λ0

λtotal
· (1− P (wk = 0)),

P (wmk = 1) = (n−xk)·λm
λtotal

· (1− P (wk = 0)), and P (wdk = 1) = xk·λd
λtotal

· (1− P (wk = 0)).

The cost function gk is defined as:

gk(xk, zk, uk) =


0, if xk = n+ 1

zTk · uk, otherwise

And the terminal cost is defined as:

gN(xN) =


0, if xk = n+ 1

ec, if cc + xN · cm < ccap

Penalty, otherwise

With the state, system equation, cost functions defined as above, the homoge-

neous problem share the same objective as the original problem but with a much

smaller state space. It is trivial to see that the homogeneous problem also has a

threshold-based optimal policy, and the proposed Algorithm 6 can still solve the ho-

mogeneous problem. However, with the reduced state space, the time complexity for

optimally solving a homogeneous problem is O(Nn), since we have |X | = O(n) and

|Y| = O(1).

We try to use a carefully constructed homogeneous problem to approximate the
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Figure 7.2: Conversion to a homogeneous problem: the left side illustrates the orig-
inal problem, while the right side illustrates the converted homogeneous problem.
The contact rates between vi and APs are shown alongside the node.

original problem, and use the cost-to-go function for this simplified problem to ap-

proximate the true cost-to-go function for the original problem. The intuition is

illustrated in Figure 7.2. The basic idea is to capture the offloading capability of

a mobile node characterized by its contact rate to APs. Hence consider the state

where a message carrier vi has high contact rate to APs, then in the converted ho-

mogeneous problem, this corresponds to the state where more nodes are message

carriers. In Figure 7.2, since v1 has λd1 = 3, which is half of the total rate to APs

(λtotal = 3+2+1 = 6), then if v1 is a message carrier, half of the nodes (i.e., 3 nodes)

in the homogeneous problem should be message carriers. We choose to convert the

original problem based on the contact rates to APs due to the following reasons.

First, the contact rates to APs significantly affects the offloading success rate, which

has a large impact on the energy and monetary cost efficiency. Second, the source

only make forwarding decisions when it is already meeting with some node. It is

therefore more important to consider whether the encountered node is capable of

offloading the message in the future, which is characterized by the contact rates to

APs.

To construct the homogeneous problem, we have to make sure 1) the total contact

rates, 2) the overall energy consumption distribution, and 3) the expected monetary
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cost between S and mobile nodes and between mobile nodes and APs maintain the

same when compared to the original problem. To this end, let ñ = b
∑

i λ
d
i /mini λ

d
i c

be the number of nodes in the homogeneous problem. Then we set the contact rates

between S and mobile nodes, and between mobile nodes and APs as λ̃m =
∑

i λ
m
i /ñ,

and λ̃d = mini λ
d
i , respectively. In this way we have ñλ̃m =

∑
i λ

m
i , and ñλ̃d ≈

∑
i λ

d
i ,

where the difference in the latter term comes from the rounding error for ñ. The

expected monetary cost between S and any mobile node is
∑

i λ
m
i c

m
i /
∑

j λ
m
j . Hence

we set c̃m =
∑

i λ
m
i c

m
i /
∑

j λ
m
j . Similarly, we set c̃d =

∑
i λ

d
i c
d
i /
∑

j λ
d
j . Finally, the

energy consumption random variable ẽm between S and a mobile node has the CDF

as F̃m(x) =
∑

i λ
m
i F

m
i (x)/

∑
j λ

m
j , and the random variable ẽd between a mobile

node and APs has CDF as F̃ d(x) =
∑

i λ
d
iF

d
i (x)/

∑
j λ

d
j .

To map the state of the original problem into the converted homogeneous prob-

lem, we have the following state conversion rules. Let x̃k, ỹk and z̃k denote the

states for the converted homogeneous problem. Then for any state xk in the orig-

inal problem, we can find its corresponding state in the homogeneous problem as

x̃k =
∑

i xk,iλ
d
i /mini λ

d
i . Notice that x̃k may not be an integer. We will discuss

about this later. As for yk and zk, we simply set the corresponding states based on

the contact event. That is, set ỹk,0 = yk,0; if ymk,i = 1 for some i then set ỹmk = 1 and

z̃mk = zmk,i; if ydk,i = 1 for some i, set ỹdk = 1 and z̃dk = zdk,i.

7.3.3 Approximated Cost-to-go Function

We can use the cost-to-go function J̃k for the converted homogeneous problem

as the approximated cost-to-go function Ĵk for the original problem. However, recall

that x̃k might not be an integer, we have to round it to an appropriate value. To this

end, let x̃k = bx̃kc, x̃k = dx̃ke, and ρk = x̃k − x̃k. Then we define the approximated
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cost-to-go function Ĵk as:

Ĵk(xk, yk, zk) = (1− ρk)J̃k(x̃k, ỹk, z̃k) + ρkJ̃k(x̃k, ỹk, z̃k) (7.7)

Essentially Ĵk is a linear combination of J̃k evaluated at two places differentiated

by whether x̃k is round up or down, weighted by the distance between x̃k and the

nearest smaller integer. Hence if the precise value of x̃k is close to any of the integer,

then Ĵk will be close to the corresponding value of J̃k; otherwise, we approximate it

using the linear interpolation.

7.3.4 One Step Lookahead Policy

Now that we have presented the conversion of the original problem to a homoge-

neous problem, and the approximated cost-to-go function, we present the construc-

tion of the CEO policy as follows:

1) Convert the original problem into a homogeneous problem using the rules

presented in Section 7.3.2.

2) Solve the converted homogeneous problem optimally using Algorithm 6 to get

the true cost-to-go function J̃k for the homogeneous problem.

3) At any time slot k and for a given state (xk, yk, zk), determine the decision by

solving the minimization problem defined in Eq. 7.6, where the state conversion rules

are defined in Section 7.3.2 and the approximated cost-to-go function Ĵk is defined

in Eq. 7.7.

Notice that in Step 3), we can still utilize Eq. 7.4 to calculate the threshold,

except that we need to replace the true cost-to-go function with the approximated

one.

By using the one-step lookahead policy, we avoid the calculation of the thresh-

olds for every possible states, but instead only calculate the threshold whenever a
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particular state is observed. Although we still need to calculate the true cost-to-go

functions of the converted homogeneous problem in order to construct the approxi-

mated cost-to-go function, such computation has significantly lower complexity.

7.3.5 CEO Data Offloading Protocol

We present the CEO data offloading protocol as follows:

First, a mobile node needs to maintain the contact rates, energy consumption

estimation and monetary cost to other mobile nodes and APs it encountered, and

exchanges such information when it encounters another mobile node. In this way,

each node can maintain the necessary information for constructing policies.

Second, when a new message is generated, the node calculates the CEO policy

based on Section 7.3.4, and maintains the state xk for this message.

Third, when it encounters a mobile nodes or AP, transfer the message if the

estimated energy consumption is below the policy threshold. If the forwarding is to

a mobile nodes, update the state xk. Additionally, transfer the thresholds for xk to

the encountered mobile node which is used for forwarding to APs.

7.4 Performance Evaluation

In this section, we throughly evaluate the performance of our CEO policy through

trace-driven simulations using the Opportunistic Network Environment (ONE) [42]

simulator.

7.4.1 Simulation Setup

We use the Kaist [73] mobility trace as the input to ONE. The Kaist trace

contains daily GPS logs of 92 participants moving around the university campus of

KAIST, Korea. We deploy nap virtual APs in the area with the most user mobilities

covered by the coordinates (-1000,-1000) to (1000,1000) as have been similarly done
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in [35]. We set the nap to 50 and 200 to simulate sparse and dense AP deployments,

respectively. We assume that both the mobile nodes and APs have communication

range of 100m.

The bandwidth for both WiFi and cellular interface is set to 2Mbps. Messages

size is set to 1MB. The source is selected randomly from the 92 nodes. The message

interval is uniformly distributed in the interval of [250, 300] seconds. The monetary

cost for transmitting a message using WiFi interface is set to 0, while using cellular

interface is set to 10. We set the monetary cost constraint ccap for transmitting a

message to be 5 and 15, indicating whether or not the node would like to use cellular

communication. If the user set ccap to 5, it means that the user would like to avoid

the cellular usage; otherwise, the user can accept cellular communication.

We set each node vi’s transmission and reception energy per bit using WiFi inter-

face to be Gaussian random variables N(Ei, Ei/2), where Ei is the expectation. Ei

is in turn derived from another Gaussian random variable N(1, 0.5) µJ/bit. Notice

that energy per bit can be estimated using information about power, data rate, signal

strength [68] [75] [32]. We set the mean of the energy per bit to be 1 µJ/bit as it

falls into the interval based on real world measurements [32]. We set the standard

deviation to be 0.5 in order to have a relatively large support, as it was reported in

[75] that the energy per bit can be up to 6 times large when the node has poor link

quality compared to good link quality. The ratio between cellular and WiFi uplink

energy consumption ranges from 2.53 to an order of magnitude [32]. To this end, we

set the energy per bit for cellular communication to be 5 µJ/bit, which falls in the

aforementioned interval. We also vary the cellular energy consumption to evaluate

the performance in a wider spectrum.

We compare CEO to the following three strategies:

WiFi Naive (WN): This strategy will transmit the message when the node
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encounters any AP, without considering the energy consumption and potential future

contacts.

WiFi Only (WO): This strategy is essentially a special case for CEO. The

policy is constructed using the same approach as CEO, except that all mobile nodes

are ignored (and hence the name WiFi only). We compare to WO to demonstrate

the importance of considering mobile nodes when offloading.

Cooperative Offloading (Coop) [53]: Coop is a two-hop based forwarding

strategy which makes the forwarding decision based on the path’s availability proba-

bility and delivery probability. We compare to Coop to demonstrate the importance

of considering energy consumption.

For each scenario, we vary the following two parameters, deadline and cellular

energy consumption. Deadline of the messages varies from 60 minutes up to 180

minutes. As for cellular energy consumption, we vary the energy per bit from 2.5

µJ/bit up to 10 µJ/bit. When we vary the cellular energy consumption, we set the

deadline to 120 minutes.

We are interested in the following two metrics: packet delivery ratio (PDR) and

energy consumption. PDR is defined as the proportion of the messages that are

offloaded through APs, i.e., delivered to one of the APs before deadline. PDR reflects

how much monetary cost can be saved for the user. Energy consumption is the total

energy consumption for transmitting the messages, including the energy consumption

incurred on both WiFi and cellular interfaces. Each data point is averaged over 30

simulation runs for statistic significance.

7.4.2 Evaluation When Varying Deadline

Figures 7.3 and 7.4 show the results when we vary the deadline from 60 minutes

up to 180 minutes.
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Figure 7.3: PDR results for varying deadline from 60 min up to 180 min

Figures 7.3a 7.3b 7.4a and 7.4b show the results when the AP density is sparse.

First, we notice that PDR increases when the deadline increases for all policies, which

is intuitive. However, the increase of PDR for CEO is smaller when compared to

other policies. For example, in Figure 7.3a the increase of PDR for CEO and Coop

from 60 min to 180 min are 4.4% and 16.7%, respectively. This is because when the

deadline becomes longer, the energy threshold of CEO becomes smaller, which means

CEO will look for more energy efficient transfer opportunities. Hence the reduction

of energy consumption with the increase of deadline is not only due to the increase
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Figure 7.4: Energy consumption results for varying deadline from 60 min up to 180
min

of PDR, but more importantly due to CEO’s ability of finding more energy efficient

transfer opportunities. Second, if the user would like to avoid cellular network usage,

i.e., when ccap = 5, we see that CEO offers significantly better performance in terms

of PDR, with up to 64.2% increase of PDR compared to the second best policy.

This can save a significant amount of monetary cost for the users as more traffic

is offloaded. However, this also incurs a large energy consumption as we can see

in Figure 7.4a. On the other hand, if the user can afford the monetary cost for

cellular, i.e., ccap = 15, then CEO is less aggressive in terms of trying to offload the
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traffic but be patient and tries to find better transfer opportunities. As we can see

in Figure 7.3b and 7.4b, the increase of PDR for CEO is up to 15.9%, but with up

to 8.2% energy consumption reduction when compared to Coop.

When the AP density is high (Figures 7.3c 7.3d 7.4c and 7.4d), mobile nodes

have higher chance to meet with APs within the deadline. In this case, if the user

would like to avoid cellular communication, i.e., ccap = 5, then CEO can improve

the PDR up to 17.8% when compared to the second best policy Coop. In terms of

energy consumption, CEO achieves up to 12.1% reduction. The increase of PDR is

mainly due to CEO’s ability of utilizing other mobile nodes and message replication.

This, however, does not incur large amount of additional energy consumption which

is due to CEO’s ability of filtering poor transfer opportunities that are not energy

efficient. On the other hand, if the user would like to afford cellular monetary cost,

i.e., ccap = 15, then CEO achieves comparable PDR compared to other policies, but

with 12.1% to 17.5% energy consumption reduction when compared to the Coop

policy.

7.4.3 Evaluation When Varying Cellular Energy Consumption

Figures 7.5 and 7.6 show the results when we vary the cellular energy per bit ce

from 2.5 up to 10 µJ/bit. When the AP density is sparse (Figures 7.5a 7.5b 7.6a

and 7.6b), if ccap = 5 then CEO can achieve an average of 41.6% increase of PDR

compared to Coop, while also incurs higher energy consumption. However, notice

that when the ce increases, CEO’s energy consumption becomes comparable to Coop

policy. If ccap = 15, then CEO achieves PDR ranging from 4.4% less when ce = 2.5 to

19.8% more when ce = 10 compared to Coop. Meanwhile, CEO also reduces energy

consumption by 4.0% to 15.9%. We notice that the PDR of CEO actually increases

from 53.6% to 67.0% with the increase of ce. This is because the increase of ce will
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Figure 7.5: PDR results with different cellular energy consumption

incur higher terminal cost. Consequently, the derived policy will be more incline

to the usage of WiFi and other mobile nodes as they are more energy efficient by

increasing the energy threshold and accepting more transfer opportunities.

When the AP density is high, if ccap = 5, then CEO achieves an average of 10.4%

increase of PDR with energy consumption ranges from 9.3% more when ce = 2.5 to

21.3% less when ce = 10, compared to Coop. When ccap = 15, we observe a similar

pattern, i.e., the PDR of CEO increases from 76.3% to 82.4% when ce increases from

2.5 to 10. When compared to Coop, CEO has comparable PDR, but reduces energy
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Figure 7.6: Energy consumption results with different cellular energy consumption

consumption by 15.6% to 20.3%.

7.4.4 Summary of Evaluation Results

In general, we see that CEO can adapt well to the users’ preference of monetary

cost and the environments. If the user would like to avoid the cellular monetary

cost, then CEO can achieve significantly higher PDR with reasonable increase or

even comparable energy consumption depending on the density of AP deployments.

If the user can afford the cellular monetary cost, then CEO becomes more patient

in terms of finding more energy efficient transfer opportunities. And hence CEO
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achieves comparable or better PDR, but with more energy consumption reduction.

In addition, cellular energy consumption may also have an impact on the offloading

performance. When cellular energy consumption increases, it forces CEO to offload

more traffic as it may be more energy efficient to utilize poor quality WiFi or message

replication than to use the energy inefficient cellular communication.
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8. CONCLUSION AND FUTURE WORK

In this section, we conclude this dissertation and present the future work.

8.1 Conclusion

With the prevalence of mobile devices nowadays and the trend of continuously

increase in the future, Opportunistic Mobile Network may play a critical role in

future mobile networks. In contrast to previous assumptions, OMN users actually

experience diverse connectivity: the connectivity may range from sparsely connected

to well connected and the network may coexist with infrastructure. In this disserta-

tion, we propose a communication framework that consists of a series of algorithms

and protocols which provide energy efficient, robust and cost-aware communication

services to OMN applications. To tackle the problem, we carefully move along the

connectivity spectrum: from sparsely connected to well connected, and investigate

the inefficiencies of existing protocols.

When the connectivity is sparse, through the analysis of both real world and

synthetic mobility traces, we show that multi-node contacts are present and that

they are stable in terms of duration, which is in sharp contrast to the traditional

pairwise contact model assumption. Through real world experiments on routers with

state-of-art implementation of OMN routing protocols, we further show that the

existing protocols may have suboptimal behaviors such as redundant transmissions.

Consequently, we develop and present a Multi-node Contact Optimization algorithm

which receives input from routing protocols and produces a packet transmission

schedule, allowing nodes transmitting network coded packets to better utilize multi-

node contact opportunities. We demonstrate through simulations using real world

mobility traces that our algorithm is able to reduce the number of transmissions
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while maintaining routing performance of packet delivery rate and packet delivery

delay.

We demonstrate the existence of the energy consumption imbalance problem

through both theoretical and empirical analysis for social based OMN routing pro-

tocols, which intends to reduce the packet replication and transmissions through

utilizing socially popular nodes. We propose a new social based routing metric and

a distributed algorithm for mobile nodes to obtains the metric. The new metric

explicitly minimizes the memory load imbalance and thereby reduces the energy

consumption imbalance. We further propose an intra-TCC routing mechanism to

avoid the over-utilization nodes within a TCC. Enabled by these tools, we propose

the Energy-balanced Routing protocol. We analyze the proposed protocol through

theoretical analysis and show that the average energy consumptions for all mobile

nodes converge to the same value after sufficient amount of time. Through extensive

simulations, we show that our protocol achieves a more balanced energy consumption

while maintaining comparable routing performance.

For networks where the connectivity may range from sparsely connected to well

connected temporally or spatially, we propose the Hybrid Routing Protocol. We

carefully study the benefit of packet replication, i.e., the key structural difference

between routing protocols for well connected and sparsely connected networks. We

demonstrate, for the first time, that delay correlation may significantly impact the

replication gain. We propose a novel Joint ICT model to capture ICT correlation

among different nodes which enable us to design an efficient forwarding strategy.

We design a regret-minimization based algorithm that is able to dynamically adjust

the amount of replication in order to deal with any dynamic network environments.

We implement a prototype of HRP and deploy it on wireless routers to evaluate its

performance. We further conduct extensive simulation study to demonstrate HRP’s
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superior performance when compared to state-of-art hybrid routing protocols and

OMN routing protocols.

For networks which coexist with infrastructure, i.e., with continuous cellular net-

work coverage and intermittent WiFi access points coverage, we propose a Cost-aware

Energy-efficient Data Offloading protocol. We formulate the problem, where both

mobile-to-infrastructure and mobile-to-mobile contacts are considered, as a discrete

time optimal control problem. We show that the optimal policy for such a problem

has a threshold-based structure. Due to the curse of dimensionality, the algorithm

for constructing the optimal policy runs in exponential time. Therefore we further

propose an approximation based CEO policy which can be calculated efficiently. The

approximation algorithm is derived from a one-step look forward policy which uses

the optimal policy for a carefully constructed homogeneous problem that approxi-

mates the original heterogeneous problem. Through extensive simulation, we show

that CEO adapts well to the users’ preference of monetary cost and the environments,

and outperform state-of-art protocols.

8.2 Future Work

In this section, we present a few ideas for future work.

8.2.1 Improving Multi-node Contact Optimization

Currently, our MCO algorithm is centralized, i.e., one master node is in charge

of collecting routing decisions and calculating the transmission schedule. In order

to make it more scalable and robust, one interesting topic is to design a distributed

version of the Multi-node Contact Optimization algorithm. Additionally, it would

be interesting to explore how the increased capacity for each contact may impact the

design of routing protocols. With our contact optimization algorithm, the capacity

of each contact is actually increased since the number of transmission is reduced for

147



exchanging the same amount of information. A natural next step is to explore the

design of a “network coding aware” routing protocol which may further improve the

routing performance.

8.2.2 Mobility Correlation Modeling

In this dissertation, we propose to use the Multi-variate Exponential distribution

to model the Joint Inter-Contact Times among mobile nodes. The MVE distribution

exhibits a few nice properties: its underlying random process naturally explains the

reason of mobility correlation, i.e., co-location of mobile nodes; its marginal distribu-

tion remains exponential which echoes many existing research on inter-contact time

distribution; it is elegant and mathematical tractable.

There are a few future directions to better characterize mobility correlation. First,

it is interesting to explore other multi-dimensional distributions that have different

types of marginal distributions. There are still doubts in the literature about what

distribution best describes the pairwise inter-contact times, where some work argue

that long tail distributions, or long tail distribution with exponential cutoff are better

candidates. It is therefore also important to investigate joint inter-contact times

distributions that generates these marginal distributions. Second, it is interesting to

explore other inter-contact time correlation structures. The MVE distribution is used

to capture positive correlation. A natural next step questions is: “can inter-contact

times also exhibit negative correlation and what model is appropriate to capture

such correlations?”. Additionally, MVE only captures the correlation resulted from

node co-location: when a node meets with two other nodes at the same time. It

is interesting to explore other types of correlation, e.g., two nodes share a similar

schedule but the schedules are shifted in time.
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8.2.3 Energy-optimal Data Offloading

Another topic that deserves further exploring is the energy-optimal data offload-

ing problem. In this dissertation, we propose a two-hop based cost-aware energy

efficient offloading strategy, where the mobile nodes which receive the message only

deliver it to the destination. One potential direction for future exploration is to

generalize the “two-hop” forwarding scheme, where we allow message carriers to also

forward (or replicate) to other mobile nodes. This is, however, challenging as we have

already seen that the optimal solution to the “two-hop” based offloading problem is

intractable. We envision that a carefully designed approximation based algorithm is

needed.

Yet another potential direction is to incorporate the queueing effects in the design

of the offloading strategy. Currently, the system state does not include the queue

length at each mobile node. However, intuitively, if the mobile node is already holding

many messages, the energy threshold might be higher in order to quickly forward

the message to avoid reaching deadline. It is important to consider this aspect, as

the bandwidth or the contact duration might not be sufficient to transmit all the

messages during each contact.

8.2.4 System Implementation

Except for HRP where we have a proof-of-concept implementation and evaluation

on wireless testbeds, we mostly use simulators with mobility datasets to study the

performance of the proposed protocols. It is therefore important to implement the

proposed protocols in the actual systems in order to understand the performance

and overhead in real world scenarios.
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