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ABSTRACT

Quantum Tunneling, Quantum Computing, and High Temperature

Superconductivity. (December 2003)

Qian Wang, B.S., Peking University;

M.S., Peking University;

M.S. Texas A&M University

Chair of Advisory Committee: Chia-Ren Hu

In this dissertation, I have studied four theoretical problems in quantum tun-

neling, quantum computing, and high-temperature superconductivity.

1. I have developed a generally-useful numerical tool for analyzing impurity-induced

resonant-state images observed with scanning tunneling microscope (STM) in

high-Tc superconductors. The integrated tunneling intensities on all predomi-

nant sites have been estimated. The results can be used to test the predictions

of any tight-binding model calculation.

2. I have numerically simulated two-dimensional time-dependent tunneling of a

Gaussian wave packet through a barrier, which contains charged ions. We have

found that a negative ion in the barrier directly below the tunneling tip can

deflect the tunneling electrons and drastically reduce the probability for them

to reach the point in the target plane directly below the tunneling tip.

3. I have studied an infinite family of sure-success quantum algorithms, which

are introduced by C.-R. Hu [Phys. Rev. A 66, 042301 (2002)], for solving

a generalized Grover search problem. Rigorous proofs are found for several

conjectures made by Hu and explicit equations are obtained for finding the

values of two phase parameters which make the algorithms sure success.
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4. Using self-consistent Hartree-Fock theory, I have studied an extended Hub-

bard model which includes quasi-long-range Coulomb interaction between the

holes (characterized by parameter V ). I have found that for sufficiently large

V/t, doubly-charged-antiphase-island do become energetically favored localized

objects in this system for moderate values of U/t, thus supporting a recent

conjecture by C.-R. Hu [Int. J. Mod. Phys. B 17, 3284 (2003)].
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CHAPTER I

GENERAL INTRODUCTION

In this dissertation, I will investigate several theoretical problems in the general areas

of quantum tunneling, quantum computing, and high-temperature superconductivity.

These problems are only loosely tied to each other in that they all involve some aspects

of quantum mechanics.

This dissertation is organized as follows: In Chap. II, I will develop a generally-

useful numerical tool for analyzing impurity-induced resonant-state images observed

in high-Tc superconductors. Scanning with a low-temperature scanning tunneling

microscope (STM) on a cleaved Bi2Sr2CaCu2O8 single crystal at a fixed bias energy,

Pan et al. of the UC Berkeley group led by Professor Seamus Davis (now at Cornell

University) observed images localized near individual Zn (zinc) impurities in the top-

most CuO2 plane [1], when the bias voltage is set at the peak of a near-zero-energy

resonant. Using a numerical analyzing tool developed in this dissertation, I will an-

alyze the set of data associated with each such image and convert it to a discrete

set of integrated intensities one for each lattice site of a simple square lattice, which

has been the basis of several tight-binding-type theoretical calculations, so that the

different theoretical predictions can be compared with the experimental data.

In Chap. III, I will investigate two-dimensional transversely-localized quantum

tunneling through a barrier which contains localized charges. I will numerically

simulate such a two-dimensional tunneling process by solving the time-dependent

Schrödinger equation to see how a wave-packet moves through a tunneling barrier

containing a space-dependent barrier potential generated by one or more ions in the

The journal model is Physics Review B.
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barrier, which will deform the wave-packet and its tunneling path. The purpose is to

obtain some qualitative support for a “blocking model” proposed by Zhu, Ting, and

Hu [2] for explaining the resonant-state STM images observed near Zn impurities in

Bi2Sr2CaCu2O8 by Pan et al. [1]

In Chap. IV, I will study a family of sure-success quantum search algorithms, as

a generalization of Grover’s quantum search algorithm, proposed by Hu [3]. I will give

rigorous proofs on several conjectures made by Hu, and also to extend his work in

determining the explicit values of two adjustable parameters that make all members

of the family sure-success algorithms.

In Chap. V I will study an extended Hubbard model in a square lattice, tak-

ing into account the Coulomb repulsion between holes. I will apply self-consistent

Hartree-Fock approximation to study this model with the main purpose being the

search for doubly-charged antiphase island, which is the main idea underlying a new

mechanism for high-Tc superconductivity proposed by Hu. [4]
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CHAPTER II

A GENERALLY-USEFUL NUMERICAL TOOL FOR ANALYZING

IMPURITY-INDUCED RESONANT-STATE STM IMAGES OBSERVED IN

HIGH-TC SUPERCONDUCTORS

A. Introduction

Scanning a Low-Temperature STM on a cleaved Bi2Sr2CaCu2O8 single crystal at a

fixed bias energy, Pan et al. of the UC Berkeley group led by Professor Seamus Davis

(now at Cornell University) observed images localized near individual Zn impurities

in the topmost CuO2 plane,[1] when the bias voltage is set at the peak of a near-zero-

energy resonance. A typical such image is shown in Fig. 1.

Understanding this resonant-state image is a great challenge. Due to the past

several years of experimental and theoretical studies, it has been widely accepted that

high-Tc superconductors have a dx2−y2-wave pairing symmetry. [5] This type of d-wave

symmetry differs from a conventional s-wave symmetry in the following feature: A

gap function (or pair potential) with this symmetry has line nodes parallel to the c-

axis along the {11}, {11}, {11}, and {11} directions in the ab plane on an essentially

cylindrical Fermi surface of a high-Tc superconductor, and changes sign across any

of these nodal lines, whereas if it had an s-wave symmetry the gap function would

have a constant sign everywhere on the Fermi surface. Many theorists have shown

that a unitary impurity in a d-wave superconductor can induce the formation of two

essentially degenerate resonant states per spin of almost zero energy which are quasi-

bound to the impurity. The predicted spectral peak-feature near zero bias [6] agrees

with observations very well [7], but the predicted resonant-state STM image based on

the wave functions of these resonant states only differs dramatically from the observed
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Fig. 1. A typical resonant-state STM image given in Ref. [1] near a Zn impurity in the

topmost CuO2 plane of a cleaved single crystal of Bi2Sr2CaCu2O8 below Tc,

when the bias voltage is set at the peak of a near-zero-energy resonance. The

a and b crystal axes are essentially along the diagonals in this figure.
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ones. For example, Ref. [2] has given such an image as shown in Fig. 2. This figure

shows a vanishing intensity at the unitary impurity site and largest intensities at

the four nearest-neighbor sites. This is in sharp disagreement with the observation

shown in Fig. 1, where the largest intensity is at the center (impurity) site, and nearly

vanishing intensities at the four nearest-neighbor sites. This disagreement is a model-

independent conclusion, since a resonant-state wave function must vanish at the site

of a unitary impurity, and a non-unitary impurity can not give a near zero-energy

resonance. The disagreement also extends to the second and third nearest neighbor

sites, where both the measured and calculated intensities are not small. Two theories

have been offered to explain this disagreement [2, 8]. Both theories are of tight-

binding nature. Namely, tunneling intensities are predicted at the Zn or Cu sites

only, with no continuous intensity distribution between these lattice sites. This is of

course not what has been observed, which is quasi-continuous, as is shown in Fig. 1.

Thus to compare experimental data with these theories, it is necessary to convert

the measured data to a set of discrete tunneling intensities at the Cu or Zn sites, by

performing some sort of integration.

Each set of experimental data provided by Seamus Davis group has two STM

images. One is a topographic image (an energy-integrated spatial image), which gives

the top BiO layer with only the Bi atoms showing in it. The atoms are observed to be

displaced from their ideal orthorhombic lattice sites, forming a supermodulation with

a wave vector along the b-axis. According to the crystal structure of Bi2Sr2CaCu2O8

Bi atoms are above the Cu atoms (or the Zn atoms which are impurity atoms sub-

stituting for Cu atoms). The other image, such as shown in Fig. 1, is taken with

STM in the same local area, but with the bias voltage set essentially at the peak of a

near-zero-energy resonance. The higher resolution data taken are made of 128×128

intensity points. Each bright spot in the Fig. 1 spreads about 5 points in each direc-
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Fig. 2. The predicted resonant-state image near a unitary impurity in a d-wave su-

perconductor based on the resonant-states wave functions only, as is given in

Ref. [2].

tion. The spread of each spot is due to at least two effects, electron wave function

and thermo-smearing. These bright spots are seen to spread into and overlaps with

each other. That is, contribution from one Cu(Zn) site tails into neighboring sites.

Thus to simply integrate the tunneling intensity over a unit-cell region around each

lattice site can not give a correct estimate. We have thus developed a generally-useful

numerical tool for estimating the integrated intensity associated with each lattice site

around an impurity.

The chapter is organized as follows. In Sec. B, we present the numerical pro-

cedure for analyzing these resonant-state images. The results obtained from these

images will be given in Sec. C, which also contains a short conclusion.

B. Method

We assume that the tunneling intensity contributed by a single Cu(Zn) site has a

generalized Gaussian form. We make this assumption for the following three reasons.



7

First, we do not know the exact form of the contributing electronic wave function

at the present time. The electron wave function at a Cu site is dx2−y2 , but tun-

neling might be via some higher s-wave orbitals. Besides, this dx2−y2 orbital should

presumably still hybridize with the nearest Oxygen px or Py orbitals. [9] There are

also two more atomic layers above the topmost CuO2 plane, a BiO plane and a SrO

plane. The BiO plane, the topmost layer, is believed to be semiconducting, whereas

the SrO plane, the second layer, insulating. Ions residing on these upper two lay-

ers may interfere with the measurement of any state in the CuO2 plane. Secondly,

if thermo-smearing effect dominates, the spreading of each spot presumably should

take a Gaussian form. Experimental limitations in resolution should presumably also

be modeled by Gaussian functions. Thirdly, the generalized Gaussian function is the

simplest form we can use which can take into account many features of the peaks

in the observed data, such as position, intensity, width, anisotropy, orientation, etc.

In addition, the more accurate data that are provided to us for analysis are taken

on 128 × 128 points, and the radius of each bright spot covers about 5-points by 5

points. If we use a more complicated function to model the contribution from each

lattice site, the number of estimated parameters may be too large. Then we may not

be able to determine all parameter values accurately from the given data.

We thus assume that the tunneling intensity peak at each site i takes the form of

the generalized Gaussian function I(x, y) = exp(a1i+a2ix+a3iy+a4ix
2+a5ixy+a6iy

2),

where aji, j = 1 to 6, are parameters to be estimated, the total number of parameters

is 6 times the number of peaks (which is an input by the user, and should be larger

than the number of predominant peaks). After obtaining the parameters of these

Gaussian functions, the integrated intensity at site i can be easily shown to be:

Ii = 2π
exp

(

a1i − a5ia
2
2i+a4ia

2
4i−a6ia2ia3i

4a4ia5i−a2
6i

)

√

4a4ia5i − a26i
(2.1)
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for a3i < 0, a4i < 0, and a25i − 4a3ia4i < 0. Otherwise the integrated intensity at this

site will be taken as zero. (These inequalities ensure that the generalized Gaussian is

not pathological.)

We use an iterative procedure to estimate the parameters of these Gaussian

functions. The procedure is as follows:

1. Initialize all the parameters so that each peak intensity is very small. This can

be easily done by setting each a1i negative and large.

2. Let i = 1, which refers to the highest peak in the data under analysis.

3. From the measure data, subtract out all contributions from all Gaussian peaks

other than i. This step initially does little change to the measured data, but in

later iterations, it will subtract out all Gaussian peaks already found.

4. Gaussian fit the remaining data around the highest point, and obtain 6 param-

eters for the peak i. The fitting region is taken to be somewhat smaller than a

unit cell, since the weak-intensity region is more likely influenced by the neigh-

boring contributions. When conditions a3i < 0, a4i < 0, and a25i − 4a3ia4i < 0

are not met, we set a1i negative and large, so it is not considered a peak and

will not be subtracted in the following iterations.

5. Let i = i + 1, which refers to the next highest peak in the data under analysis

(obtained with a simple computer search), and go back to step 3.

6. Continue this procedure as long as i ≤ the input number of peaks.

7. Repeat 2 through 6 several times in order to improve the separation of the

individual peak contributions. Stop iteration when the so-obtained parameter
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values stop changing within a given accuracy. Usually three to four iterations

are sufficient.

C. Results and Conclusion

We have analyzed three higher-resolution resonant-state images, each taken on 128x128

points around a Zn site. Several images given to us are taken on 64x64 points, which

we are unable to analyze, because the number of data points available to estimate

the 6 parameters of each Gaussian function is too small. We set the input number of

peaks to be 15, which is larger than the number of the predominant peaks, which is

about 9. The total number of fitting parameters is then 90. We believe that without

the scheme devised here, it wouldn’t be possible to determine so many fitting param-

eters accurately. If only higher resolution data could become available in the future,

we think that this input number can still be increased to include the weaker peaks,

thereby allowing more stringent tests of theories.

Fig. 3 shows the density plot of the fitted image we have obtained from the actual

STM image shown in Fig. 1. Comparing the two images, we can see that the fitted

image gives all predominant peaks and looks very similar to the actual image. For

more detailed comparison we have plotted in Figs. 4 the fitted data and the actual

STM data along a vertical line and a horizontal line (in the (11) and (11̄) crystal

directions) that pass through the central peak. We have also plotted in Figs. 5 the

fitted data and the actual STM data along two diagonal lines (in the (01) and (10)

crystal directions) that pass through the central peak. We can see that the fitting

is very good, although there are still some discrepancies. The position, width and

height of each fitted peak are seen to be very close to those of the actual data.

We have applied our method on three sets of 128×128 STM image data pro-
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Fig. 3. Density plot of a fitted image obtained from the observed image shown in Fig. 1.

The input peak number has been taken as 15. Thus it can only reproduce the

15 most predominant peaks in the actual STM image.
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Fig. 4. Fitted data and the actual STM data along a vertical (left) and a horizontal

(right) line which pass through the central peak. Solid lines represent the fitted

behavior; the + symbols represent the actual STM data.
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Fig. 5. Similar to the previous figure, except that the fitted data and the actual STM

data are along two diagonal lines (i.e., in the 10 and 01 crystal directions,)

which pass through the central peak.
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Fig. 6. Integrated tunneling intensities normalized to unity at the central peak ex-

tracted from our analysis. They are: 1.0 at the (00) site, 0.02 at the (01) sites,

0.32 at the (11) sites, and 0.13 at the (02) sites. These results have been aver-

aged over three sets of data and also over all equivalent sites to restore perfect

square symmetry.

vided to us and have obtained from them the averaged integrated relative tunneling

intensities, which are normalized to unity at the center (Zn-impurity) site. (We have

found that many 64×64 data sets provided to us do not have the resolution needed for

this analysis. There are also two 128×128 data sets which correspond to a different

type of resonant-state image. We have not included them in our determination of

the averaged, integrated, relative tunneling intensities, because we suspect that they

may correspond to a Zn impurity in a different local environment.) The average is

done over the three usable images provided to us and also over all equivalent sites in

each image to restore square symmetry — For example, average over the (01), (10),

(01̄), and (1̄0) sites is reported as the result for all these four sites. It is to remove

features unique to any single image and also features so far not taken into account in

theories. The results are shown in Fig. 6, with the relative intensities presented by

the areas of the circles. These averaged, relative, integrated tunneling intensities are



13

1.00 at the (00) site, 0.02 at the (01) sites, 0.32 at the (11) sites, and 0.13 at the (02)

sites. These values can be used to test the validity of any tight-binding-type theories

of such images. For example, Ref [2] has provided such a theory which is based on

a blocking model. In that work, a very crude comparison of the predicted values of

that theory with the measured values at the lattice sites has been made. But as has

been explained there, the measured tunneling intensity is a quasi-continuous function

of position, rather than existing at the lattice sites only, so some sort of integration

should be performed on the measured data before they could be compared with the

predictions of any tight-binding type of theories. This is the main reason that this

work is done, so in Table I we have made a new comparison. Row one of this table

gives the measured data used in Ref [2] which is really incorrect because it didn’t em-

ploy any spatial integration, but is simply the measured intensity at the lattice sites.

It was used there for a very crude comparison between theory and experiment only.

Row three gives the predicted values of Ref [2] based on a blocking model introduced

there. The discrepancy between row one and row three can not be taken seriously

for the reason already given in Ref [2], which has been repeated above. Row two of

this table gives a set of integrated intensities obtained in this analysis. We see that

the main difference between row one and row two is in the values at the (10) and

(01) sites. Clearly this is because the tall central peak has tailed substantially to the

(10) and (01) sites. This fact further supports the conclusion that row one should

not be used for comparison with row three, revealing the necessity of this analysis.

The discrepancy between row two and row three is much more likely to be a genuine

discrepancy, and likely indicates that the model needs to be improved. Ref [8] did

not provide such numbers for a similar comparison, but it should be done to test its

validity.

In conclusion, we have developed a generally useful tool for analyzing impurity-
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Table I. Comparison between the measured STM local tunneling intensities at the

near-zero-bias resonant energy by Pan et al. [1], and the blocking-model pre-

dictions of Ref. [2], at the nearest neighbor sites (10) and (01), the next

nearest neighbor site (11), and the third nearest neighbor sites (20) and (02),

after normalizing both sets of data to unity at the Zn impurity site (00).

The first row is the measured tunneling intensity at the lattice sites around

the Zn impurity, used in Ref. [2] for crude comparison. It really should not

have been used (as has been explained there), since the measured data is

quasi-continuous, so some sort of integration should be performed in order

to obtain the integrated tunneling intensities at the lattice sites, so it can be

compared with predictions of tight-binding-type theories, such as the theory

in Ref. [2]. The second row is such an integrated set of intensities obtained in

the present analysis. The third row is the prediction of such intensities from

Ref. [2] that is based on a blocking model introduced there.

(00) (10) & (01) (11) (20) & (02)

1.00 0.18 0.29 0.13

1.00 0.02 0.32 0.13

1.000 0.068 0.593 0.384
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induced resonant-state STM images observed in high-Tc superconductors. The main

purpose of this analysis is to convert the actually observed quasi-continuous image

to a discrete set of integrated intensities, one for a lattice site of a square lattice,

so it can be compared with the predictions of those tight-binding-type theories of

such an image which treat a CuO2 plane as a simple square lattice for holes to

reside on and hop around. This tool should also be useful for analyzing similar such

images which might be observed in other systems, for a similar purpose. We assume

that the resonant-state image observed by Pan et al. near a Zn impurity in high-

Tc superconductor Bi2Sr2CaCu2O8 is made of a sum of n overlapping generalized

Gaussian functions, one roughly located at a different lattice site of a 2D square

lattice (but allowing possible shifts from the ideal lattice-site positions). An iteration

procedure is introduced which allows the 6n parameters in the n generalized Gaussian

functions to be determined. (n has been set as 15 so far, which is not expected to be

the upper limit.) The fitted image is shown to agree very well with the experimentally

observed image, as far as all prominent peaks are concerned. Normalized integrated

tunneling intensities on all predominant sites can then be extracted from this fitted

image by integrating each Gaussian function. They can be compared with predictions

of any tight-binding-type theory which consider a CuO2 plane as a simple square

lattice. If higher resolution images could be obtained, we could replace the generalized

Gaussian function used here with a more complicated model function to do such an

analysis, such as using some atomic orbital(s), possibly hybridized, convoluted with

thermal smearing. Thus this analysis has the potential of finding the correct single-

site contribution, thereby revealing useful detailed information about the system.

That here we found that generalized Gaussian functions can give excellent fits calls

for theoretical understanding, but perhaps higher resolution data will reveal their

inadequacy. Another potential usefulness of this tool is to uncover different local
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environments for the impurity atoms. For example, a Zn impurity could be paired

with an O or Bi vacancy straight above it, or an O or Sr vacancy to the side of those

sites, or a missing O atom to the side of the Zn atom in the same CuO2 plane, or even a

pair or more of Zn impurities in proximity, etc. Discovering these combinations might

provide additional information about the system and the underlying mechanism for

high temperature superconductivity, and allow more stringent tests of theories on

such images.
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CHAPTER III

QUANTUM TUNNELING THROUGH A BARRIER CONTAINING LOCALIZED

CHARGES

A. Introduction

Since its invention in 1982, Scanning Tunneling Microscopy (STM) has been proved

to be a powerful tool for obtaining local structural information on metallic and semi-

conducting surfaces. In STM, an atomically sharp tip is brought to close proximity

(usually a few Å) of a sample. Holding the bias voltage at some specific value, the

tip is raster scanned at a distance over the sample surface, and tunneling current is

measured to generate a real-space image.

STM and its related scanning probe techniques provide major challenges for a

theoretical treatment. By starting with well-defined test structures, the experimen-

talists have verified that the real-space images, obtained by STM, correspond closely

to the expected surface structures as deduced by using other experimental techniques.

However, for the application of STM to previously unknown surface structures, a pro-

found theoretical understanding is needed in order to relate the real-space images to

the spatial variation of some physical properties of the samples under investigation.

Recently, STM has been applied to study layered structures, such as the ex-

periment performed by Pan et. al [1] on cuprate high-Tc superconductors such as

Bi2Sr2CaCu2O8. Unlike normal metallic and semiconductor surfaces, the supercon-

ducting layer under investigation (i.e., the topmost CuO2 layer) of a cleaved single

crystal of of high-Tc superconductor Bi2Sr2CaCu2O8 is not the topmost layer of the

sample. Above it, there is first a top layer that is semiconducting (a BiO layer) and

next a second layer that is an ionic insulating layer (a SrO layer). The potential in
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the barrier is no longer a constant but is distorted by the ions in these layers (i.e.,

Bi3+ and O2− ions in the BiO layer and Sr2+ and O2− ions in the SrO Layer). The

experiment by Pan et al. leads to an apparent contradiction with other available

information on the electronic structure of the layer under study. What Pan et al.

observed is a “resonant state image” in the following sense: First of all, if the STM

tip is fixed at a location near a Zn impurity in the topmost CuO2 layer, and the tun-

neling conductance is measured as a function of bias voltage V , they do not observe a

d-wave superconductor like density of states, as would be observed if the tunneling tip

is far away from any impurity. Instead, they observe much weaker coherence peaks

plus a tall and narrow resonance peak very close to zero bias. With the bias voltage

fixed at this peak, they then scan the STM tip over an area many lattice-constants

large centered around a Zn impurity, and observe a geometric image localized at

this impurity. The largest peak of this observed “resonant-state image”, as shown in

Fig. 1, is found to be at the impurity site. Tunneling intensities at the four nearest-

neighbor sites are nearly vanishing. Theoretical study shows that a unitary impurity

in a d-wave superconductor can induce the formation of two very nearly degenerate

resonant states (per spin) that are very near zero energy (relative to the Fermi en-

ergy). But the predicted image based purely on the resonant-states wave functions by

many groups [10], including an extensive numerical modeling in Ref. [2], with result

given in its Fig. 2, is very different from the observed one. One sees that the intensity

rather vanishes at the impurity site and is largest at the four nearest-neighbor sites.

This is a model-independent conclusion, since only a unitary impurity can generate

a resonance state at near zero energy [10] (relative to the Fermi energy) in a d-wave

superconductor, but the wave function of any state quasi-bound to a unitary scatterer

must vanish at the impurity site. In Ref. [2], a phenomenological “blocking model” is

then proposed to account for this serious discrepancy. The basic idea in this model is
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that the transversely-localized tunneling current from the STM tip to any site in the

topmost CuO2 layer can be deflected by the Coulomb forces from localized ions in the

BiO and SrO layers above the said CuO2 layer. More precisely, straight above a Cu

site, there is an O2− ion in the SrO layer and a Bi3+ ion in the BiO layer. These are

then the most important ions to deflect the tunneling current trying to reach the said

Cu site from the tunneling tip straight above the said Cu site. Thus in the blocking

model, it is proposed that the tunneling current is actually blocked from reaching the

said Cu site, but will mainly reach the four nearest-neighbor sites.

The most widely used theory of STM was developed by Tersoff and Hamann[11].

It is a perturbative treatment of tunneling based on Bardeen’s transfer Hamiltonian

approach[12]. This method requires explicit expressions for the wave functions of the

tip and the sample surface. Within this model, the tunneling conductance at low bias

and low temperature is proportional to the local density of states of the unperturbed

sample evaluated at the Fermi level and at the tip curvature center. This theory has

allowed one to explain many STM phenomena such as the resolution of tunneling

microscopy, the interpretation of STM images. However, we can not use this theory

to explain these resonant-state images, because we do not know the expressions for

the wave function of the sample surface. More than a decade has passed since the

discovery of high-Tc superconductivity, its mechanism is still unknown. Thus we do

not have the exact form of the wave function at the impurity site in Bi2Sr2CaCu2O8.

Even if we knew the wave function in the superconducting layer, since there are other

layers above the superconducting layer, one can not use it directly to calculate the

density of states at the tip.

We therefore numerically simulate a two dimensional time-dependent scattering

of a Gaussian wave packet through a barrier, which contains charged ions, and seek

support for the blocking model proposed by Zhu, Ting, and Hu for explaining the
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resonant-state images. [2] This simulation method has been used for investigating the

distribution of the STM current through a nanostructured material. [13]

B. Method and Results

1. Gaussian wave packet

The wave function of a free particle can be described by a wave packet. In quan-

tum mechanics, Heisenberg’s uncertainty relation implies that one can not accurately

measure the position and the momentum of a particle at the same time. The highest

precision in measurement of position and momentum is obtained by taking Gaussian

wave packet as the initial wave function. In Free space, a Gaussian wave packet moves

much the same way like a classical particle. At time zero, the initial wave function of

a three-dimensional Gaussian wave packet takes the form

Ψ(r, 0) = A exp

[−(r− r0)
2

2σ(0)2
+ ik0r

]

, (3.1)

where A is the normalization factor, h̄k0 is the mean momentum, and r0 denotes the

center of the wave packet. σ(0) determines the spread of the initial wave packet. At

later time t, σ(t) increases with time from its minimum value σ(0) and has the form

σ(t) =
√

σ2(0) + [ h̄t
2mσ(0)

]2.

2. Numerical simulation

In this work, we numerically simulate a two-dimensional, localized, tunneling process

in STM by solving time-dependent Schrödinger equation to see how a wave packet

moves through the space-dependent ionic potential generated by ions, which will

deform the wave packet as well as its trajectory.
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Fig. 7. Geometry of the two-dimensional tunneling problem solved here. The bright

band denotes the incoming 1D wave packet.

We consider the problem of solving the one-body Schrödinger equation

H(r)ψ(r, t) = i
∂

∂t
ψ(r, t). (3.2)

. For a local potential, the Hamiltonian has the form

H(r) = T (r) + V (r), (3.3)

where T = − h̄2

2m
∇2 and V(r) are the kinetic and potential energy operators. The

quantum state is evolved forward in time by the Schrödinger evolution operator

exp[−it(T + V )]. Due to limitations in computer resourses, we are forced to consider

a two-dimensional problem. Tunneling is considered to occur between two vertical

metallic plates separated by a gap. The right plate represents the sample. A (two-

dimensional) parabolic conducting region is added on the surface of the left plate to

represent the tunneling tip, as shown in Fig. 7. The initial wave function in the left

metallic plate is taken to be a wide one-dimensional Gaussian wave-packet localized

only in the direction of propagation. When the wave emerges from the tip (and into

the barrier), it will become two-dimensionally localized. (In actual tunneling situ-
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ations it should be three-dimensionally localized.) Ions will be placed between the

tip and the sample (i.e., inside the tunneling barrier). To Solve the time-dependent

Schrödinger equation, the method developed by Chin and Chen [14] will be employed.

The purpose of the study is to investigate how a tunneling wave-packet moves inside

such a barrier in order to see whether there may be a distorted tunneling path due

to the influence of the ionic potential inside the barrier. (Note that even though we

have started with a one-dimensional wave packet, when it leaves the tunneling tip and

enter the tunneling barrier it will form a three dimensionally localized wave packet

which will then propagate across the tunneling barrier to reach the sample.) The

wave function at time t can be obtained by applying the evolution operator for a very

short time interval ∆t repeatedly on the initial wave function. The problem with this

procedure is that the evolution operator cannot be calculated exactly for a Hamilto-

nian given above, because T and V do not commute. It is therefore approximated

by a factorization procedure exp[−i∆t (T + V )] ≈ e−
1
2
i∆t V e−i∆t T e−

1
2
i∆t V . Since the

kinetic energy operator is diagonal in momentum space, this approach shuffles the

wave function back and forth between real and Fourier space. Every occurrence of

ei∆t T requires two fast Fourier transforms, one direct and one inverse. This method

has the advantage that the normalization is conserved, because exp[−i∆t (T +V )] in

the above approximate form is unitary.

The parameters of the parabola modeling the tip are as follows: The width at its

base is 6Å. Its height is 18Å. The height is much longer than the base so that most

tunneling occurs through the tip of the parabola. The distance between the sample

surface and the tip of the parabola is set at 6Å, which is close to the distance between

the actual STM tip and the superconducting layer in Bi2Sr2CaCu2O8. We want to

simulate a DC current. However it is impossible to study a true DC current in our

method. So instead, our initial wave function is taken to be a wide one-dimensional
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Gaussian wave packet Ψ(x, y) = A exp[− (x−x0)2

4σ2 ]eik0x. The median wave vector is

taken to be k0 = 3Å−1, which gives a Fermi velocity of 3.5× 106m/s and corresponds

to a mean energy of 34.38eV (the bare mass of an electron has been assumed. σ is

taken to be 3.5Å. The barrier height is taken to be 50eV, to minimize the portion

of the wave packet with energy above the barrier height. Thus this choice of the

barrier height is artificial and is not really equal to any actual barrier height. It is

adopted here to solve the problem just described, namely, we must work with a wave

packet rather than a truly DC tunneling current, but any wave packet is a mixture of

different wave numbers and therefore energies. We need to minimize the contributions

of components with energies higher than the tunneling barrier since they do not need

to tunnel through the barrier. (Even with this choice of barrier height 0.2% of the

wave packet still has energy above the barrier. This is sufficiently small that we think

it does not make a significant contribution to our result. At the present time I can

not think of a better way to solve this problem. To only use energy below the barrier

height for constructing the incoming wave-packet, it would be so wide that it would

become impractical in this approach.) An addtional barrier height of 40eV has been

added to a thin region just outside the left metal plate except where the parabolic

tip is located, in order to further suppress contributions to the tunneling current that

are not initiated from the tunneling tip. We will put one or two ions in the barrier

directly between the tunneling tip and the location in the sample closest to the tip.

We evolve the one-dimensional Gaussian wave packet initially sufficiently far from

the barrier. We use 4096× 128 grid points over a area of 96 Å× 24Å.

∆t is chosen to be 5× 10−4eV −1, which is chosen to be sufficiently small so that

the simulation will not go wrong. [14]



24

 0

 1e-06

 2e-06

 3e-06

 4e-06

 5e-06

 6e-06

 7e-06

 8e-06

 9e-06

 72  74  76  78  80  82  84  86  88  90

|Ψ
|2

x

40000
44000
48000

Fig. 8. |Ψ|2 along the central line inside the sample at three time moments after certain

time steps when there are no ions present inside the barrier. Note that the

leftmost point corresponds to the sample surface.

3. Results

Fig. 8 and Fig. 9 show the results for the case when there is no charge in the barrier.

Fig. 8 shows the evolution of |Ψ|2 along the central line after certain time steps. We

can see that at time 40000×∆t, the tunneling wave packet has entered the sample,

but the peak has not appear. At time 44000×∆t, the peak has entered the sample.

And after that the wave packet continues to propagate and becomes lower and wider.

At time 48000 × ∆t, the tunneling wave packet almost totally entered the sample.

Fig. 9 shows |Ψ|2 along the sample surface. We can see that the tunneling wave packet

is focused by the tip. Its width is within 2Å. Fig. 10 shows |Ψ|2 along the sample

surface when we put a negative ion 2Å away from the sample surface along the center

line. The charge of the ion is equal to the electron charge −e < 0. The potential in
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Fig. 9. |Ψ|2 along the sample surface at the same three time moments as in Fig. 8

when there are no ions inside the barrier.

the barrier is the barrier height plus the bare Coulomb potential of the ion. A cutoff

is introduced if the distance to the center of charge is within 0.7Å. We can clearly

see that the wave packet is pushed away from the center by the negative ion in the

barrier and splits into two parts. Figure 11 shows |Ψ|2 along the sample surface when

we put a positive ion 4Å away from the sample surface. The charge of the ion is

+e > 0. Comparing to the case when there is no charge in the barrier, the tunneling

wave packet is seen to become narrower, i.e., more focused. In Fig. 12, we show |Ψ|2

along the sample surface when we put both a negative ion and a positive ion in the

barrier. The positive ion is at 4Å from the sample surface, and the negative ion is at

2Å from the sample surface, both along the center line. (This charge arrangement is

to more-or-less simulate the situation encountered by the tunneling electrons in the

STM experiment on Bi2Sr2CaCu2O8.) We see that the tunneling wave packet has a
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Fig. 10. |Ψ|2 along the sample surface at three time moments after certain time steps

when there is a negative ion with charge −e inside the barrier.

 0

 1e-06

 2e-06

 3e-06

 4e-06

 5e-06

 6e-06

 7e-06

 8e-06

-15 -10 -5  0  5  10  15

|Ψ
|2

y

40000
45000
50000

Fig. 11. |Ψ|2 along the sample surface at three time moments after certain time steps

when there is a positive ion with charge +e in the barrier.
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Fig. 12. |Ψ|2 along the sample surface at three time moments after certain time steps

when there is a −e ion and a +e ion in the barrier. The positions of the ions

are given in the text.

focused component due to the positive ion and a split apart component due to the

negative ion.

In BSCCO, the top layer is Bi3+O2−, the second layer is Sr2+O2−. Bi3+ ions

in the first layer and O2− ions in the second layer are straight above the Cu (or

Zn) atoms in the superconducting layer. Bi3+ has positive charge and will focus the

tunnel current. O2− in the second layer has negative charge and will split apart the

tunneling wave packet. In addition, the Sr2+ ions in the second layer have positive

charges and they will tend to attract the tunneling wave packet. Thus we think that

the spread of tunneling current along the CuO2 plain will be even wider.
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C. Conclusion

In summary, we have simulated localized tunneling process in STM by solving two-

dimensional, time-dependent, Schrödinger equation. (We originally planned to solve

three dimensional Schrödinger equation, but found that it would require too much

computer time and memory to be possible.) We have shown that a negative ion in

the barrier directly below the tunneling tip can deflect the tunneling electrons and

prevent them from reaching a point in the target plane directly below the tunneling

tip. This result shows that one must exercise caution when analyzing STM images

obtained when the target plane of the tunneling process is not the top atomic layer

of the sample, and there are other ionic layers between the tunneling tip and target

layer, as is the case of cuprate superconductors such as Bi2Sr2CaCu2O8 investigated

by Pan et al. [1]. This result also provides qualitative support for the blocking model

proposed recently by Zhu et al. in Ref. [2] for explaining the resonant state image

observed near a Zn impurity in the CuO2 plane of Bi2Sr2CaCu2O8 using STM [1].

But it doesn’t prevent some fine-tunning of the model, such as to allow part of

the tunneling current to reach the Cu(Zn) site directly under the tip, because of the

focusing effect of the Bi3+ ions. The calculation is done in two dimension so far. When

sufficient computational resources become available, this method can be generalized

to 3D. If a more accurate 3D potential could be obtained from another study, and

much more powerful computers should become available, this study be extended to

find the could exact tunneling path. Quantitative comparison with experiments might

then be possible. Unfortunately, this is hard to reach at the present time.
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CHAPTER IV

ON A FAMILY OF SURE SUCCESS QUANTUM SEARCH ALGORITHMS

A. Introduction

As the twentieth century was drawing close to to its end, a new field of application

of quantum mechanics, quantum computing, emerged. Quantum computing brings

together ideas from information theory, computer science, and quantum physics. It

is an extension of classical computation, to the processing of quantum information,

using quantum systems such as atoms, molecules or photons. The development of

quantum information and computing theory proved to be fruitful. Among these are

the quantum cryptography, quantum teleportation, quantum error correction, and

quantum algorithms that outperform the corresponding classical algorithms. Physical

implementation of quantum computation presents a profound experimental challenge.

At present, there is not large scale quantum computation achieved in the laboratory

and we do not know whether there will ever be one. But several team are working on

small-scale systems and have obtain some exciting results. [15, 16]

Despite considerable efforts in the quantum computing community, the number

of useful quantum algorithms which can significantly outperform the corresponding

classical algorithms remains small. Most of these algorithms fall into two categories:

Those for finding the period of a function and those for searching for an acceptable

element in a large unsorted database. The primary contribution to the former is

Shor’s algorithm. [17] Based on quantum Fourier transformation, Shor’s algorithm

can factorize a large integer with a total cost O(log32N), [17] which represents a sub-

exponential gain over the best classical algorithms, such as quadratic-sieve algorithm

(with a total cost of L(n)1+O(1), where L(n) = e
√
lnn ln lnn), due to Pomerance. [18]
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The main idea in the latter category is due to Grover. Grover’s algorithm [19] solves

the problem of searching for one acceptable element in a list of N unsorted elements.

Classically, if the elements in the list are randomly distributed, we need to make

O(N) queries in order to find the desired elements, while Grover’s quantum searching

algorithm can perform the search with an efficiency of order O(
√
N). In general,

Grover’s original algorithm is not a sure-success one. There are several revisions of it

to make it sure-success [20, 3]. In this article, I will extend the work of Hu [3].

B. Qubits

Quantum computing manipulates quantum information. The unit of quantum in-

formation is the quantum, or qubit. A qubit is a normalized vector |ψ >= α|0 >

+β|1 >, with |0 > denoteing the binary digit 0 and |1 > denoting 1, where α and β

are complex numbers and satisfies |α|2 + |β|2 = 1. It can be physically implemented

by a quantum two-level system like the two spin states of a spin 1/2 particle or the

ground and an excited state of an atom. A measurement of a qubit in the state

|ψ >= α|0 > +β|1 > yields the value 0 with probability |α|2 or the value 1 with

probability |β|2. If the answer 0 is observed, the state collapses to |0 >; if the answer

is 1, the state becomes |1 >. A physical system of n qubits requires 2n complex

numbers to describe its state.

Qubits have some other features that we do not see in classical world. One of

these features is entanglement. We say that a set of qubits is entangled if it can not be

written as a tensor product of its parts. If a composite quantum system is entangled,

it means that there are correlations between the subsystems. What we do with one

part of the system will influence the other part. For example, consider two-qubit

states (|00 > +|01 > +|10 > +|11 >)/2 and (|01 > +|10 >)/
√
2. The former can
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be factored into (|0 > +|1 >)/
√
2⊗ (|0 > +|1 >)/

√
2. The latter cannot be factored

and is thus entangled. When the two qubits of the latter are measured, they yield

(01) or (10) with equal probability. But there is zero probability of getting (00) or

(11). Another feature is that an unknown quantum state cannot be cloned. [21] This

states that it is impossible to generate copies of a quantum state reliably, unless the

state is already known.

To do computation, we need to do something to the qubits. The principle of

quantum mechanics requires that the evolution of a quantum system must be unitary.

So any transformation on qubits must be unitary.

C. Grover’s Algorithm

In this section, we present the basic form of Grover’s algorithm, which searches for

one matching entry in an unsorted database with N entries.

Consider an unsorted database with N entries, which can be supplied by n =

log2N qubits. Each state of the n-bit register represents an element in the database.

Assume that there is a unique element x0 that satisfies condition f(x0) = 1, and

for all other states f(x) = 0. This function f is called the “Oracle” operator. We

assume that f can be evaluated in unit time. The task is to devise an algorithm

which minimizes the number of evaluations of function f .

The procedure of Grover’s algorithm is as follows:

1. Prepare a quantum register to the state |Ψ0 >= N 1/2
∑N

x=1 |x >. This is done

by the following steps. First initialize the state to |000...0 >. Then apply Walsh-

Hadamard transformation to every qubit. A Walsh-Hadamard transformation

changes the one-qubit state |0 > to (|0 > +|1 >)/
√

(2), and the state |1 > to
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(|0 > −|1 >)/
√

(2).

2. Repeat O(
√
N) times the following two steps.

i. Apply the “sign flipping” operator F̂x = Î − 2|x0 >< x0| to the quantum

register.

ii. Apply the “inversion about the mean” operator Îs = Î − 2|s >< s|, where

|s >= 1/
√
N

∑N
i=1 |i >, to the quantum register.

3. Perform the measurement on the quantum register. The quantum register will

collapse to the target state with almost unity probability.

The number of iterations for step 2 has proved to be close to π
4

√
N whenN is large [22].

Since we can only perform integer number of iterations, we can not achieve zero failure

except for N = 4.

D. Sure-Success Quantum Search Algorithm

Grover’s original algorithm is not a sure-success algorithm and there is only one

matching entry in the database. Several revisions have been proposed. A family of

quantum algorithms {An} has been introduce by Hu [3] to find any one element with

certainty in a set of acceptable elements which form a fraction f of the total number

of elements in an unsorted database of size N . Here f is assumed to be known. The
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“sign flipping” oracle operator F̂x is generalized to

F̂
(a)
φ = Î − (eiφ + 1)

∑

ν∈a
|ν >< ν| , (4.1)

where a denotes the set of acceptable elements in the database. This operator in-

troduces the phase factor −eiφ to each of the desired states. When φ = 0 and a

contains only one element, this operator reduces to the “sign-flipping” operator F̂x.

The “inversion about the mean” operator is generalized to

Ôθ =
∑

i,j

[2 cos θ/N − eiθδi,j ]|i >< j| , (4.2)

which reduces to the “inversion about the mean” operator if θ = 0. Both F̂
(a)
φ and

Ôθ are unitary operators. The even member {A2n} is defined as applying the unitary

operator product Λ̂ = Ô†
θF̂

(a)†
φ ÔθF̂

(a)
φ n times to the initial state |Ψ0 >, followed by

the same measurement used in the Grover algorithm. The odd member {A2n+1} is

to apply the unitary operator product Γn ≡ ÔθF̂
(a)
φ Λn to the state |Ψ0 >, before the

same measurement is made. “Sure-success” of each of these algorithms is achieved

by adjusting the two parameters θ and φ. In Ref. [3], A1, A2, A4 and A6 have been

examined. Hu also made the following conjectures:

(i) For the even members, φ = 2θ is always a valid solution, with θ depending on f ,

but not on N ;

(ii) The f-range in which at least one θ value exists becomes ever larger if A2n of

ever larger n is considered, with the n → ∞ limit being very likely the full range

0 ≤ f ≤ 1;

(iii) In general the number of valid choices for θ increases to n deep inside the validity

f -range for A2n.
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In what follows, I will give general proof of these statements and extend the

results to odd members. First we have

Lemma D.1.

Λ(µ0 − ν0F̂
(a)†
φ )|Ψ0 >= (µ1 − ν1F̂

(a)†
φ )|Ψ0 >, (4.3)

where
(

µ1
ν1

)

=

(

A1

B1

−B∗
1e

−2iθ

−e−2iθ

)(

µ0
ν0

)

, (4.4)

A1 = |B1|2 − e2iθ, and B1 = (2 cos θ)e−iθ(1− f − feiφ).

Lemma D.1 can be easily proved because we have Λ|Ψ0 >≡ Ô†
θF̂

(a)†
φ ÔθF̂

(a)
φ |Ψ0 >=

[A1 −B1F̂
(a)†
φ ]|Ψ0 > and Ô†

θF̂
(a)†
φ Ôθ|Ψ0 >= e−2iθ(B∗

1 − F̂
(a)†
φ )|Ψ0 >.

Given Lemma D.1, we can prove the following theorem:

Theorem D.2. (a): For the even members, suppose that Λ̂n|Ψ0 >= [An−BnF̂
(a)†
φ ]|Ψ0 >,

then
(

An

Bn

)

satisfy:
(

An

Bn

)

= fn

(

A1

B1

)

+ gn

(

1

0

)

, (4.5)

where fn and gn are real.

(b): For the odd members, suppose that ÔθF̂
(a)
φ Λn|Ψ0 >= [an − bnF̂

(a)†
−φ ]|Ψ0 >, then

(

an

bn

)

satisfy
(

an
bn

)

= hn

(

a0
b0

)

+ pn

(

0

e−iθ

)

, (4.6)

where hn and pn are real.

Proof. First, we consider even members A2n. According to Eq. (4.4), we have the

following recursive relationship for
(

An

Bn

)

: [3]

(

An+1

Bn+1

)

=

(

A1

B1

−B∗
1e

−2iθ

−e−2iθ

)(

An

Bn

)

. (4.7)

For n=1 in Eq. (4.5), we have f1 = 1 and g1 = 0. The statement in (a) is true.

For n=2 , we have f2 =
[

|B1|2 − 2 cos 2θ
]

= 4 cos θ[(1− f − f cosφ)2 + f 2 sinφ2] and
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g2 = −1. They are both real, so the statement in (a) is also true. Suppose that for

n=m Eq. (4.5) is true, we prove that for n=m+1, Eq. (4.5) is also true:

(

Am+1

Bm+1

)

=

(

A1

B1

−B∗
1e

−2iθ

−e−2iθ

)(

Am

Bm

)

=

(

A1

B1

−B∗
1e

−2iθ

−e−2iθ

)[

fm

(

A1

B1

)

+ gm

(

1

0

)]

= fm

[

f2

(

A1

B1

)

+ g2

(

1

0

)]

+ gm

(

A1

B1

)

= (fmf2 + gm)

(

A1

B1

)

− fm

(

1

0

)

= fm+1

(

A1

B1

)

+ gm+1

(

1

0

)

.

(4.8)

Hence Eq. (4.5) with real (fn,gn) holds for any n.

(b): For odd members, we substitute α = −θ and β = −φ into Γn and transform it

into Γn = Λn
α,βÔ

†
αF̂

(a)†
β . One has the identity:

Ô†
αF̂

(a)†
β |Ψ0 >= (a0 − b0F̂

(a)†
β )|Ψ0 >, (4.9)

where a0 = 2 cosα(1− f − fe−iβ) and b0 = e−iα.

For n=0, we have h0 = 1 and p0 = 0.

Suppose when n=m, the statement is true. We have

(

am+1

bm+1

)

= [f2hm − pm]

(

a0
b0

)

+ hm

(

0

eiα

)

= hm+1

(

a0
b0

)

+ pm+1

(

0

eiα

)

.

(4.10)

Since f2 is real, hm+1 and pm+1 are also real. Hence Eq. (4.6) with real (hn,pn) holds

for any n.

We thus have
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Corollary D.3. (a) φ = 2θ is always a valid solution for even members.

(b) φ = −2θ is always a valid solution for odd members.

Proof. To ensure that an even member A2n is a sure-success algorithm, one needs

An−Bn = 0. The imaginary part of this condition can be written as Im(An−Bn) =

fnIm(A1 − B1). So it can be satisfied with φ = 2θ. To ensure that an odd member

A2n+1 is sure-success, one needs an − bn = 0. Thus it requires Im[eiθ(an − bn)] =

hnIm[e
iθ(a0 − b0)] = 0. This can be satisfied with φ = −2θ.

From the proof of Theorem D.2, we obtain the following recursion relations:

(

fn+1

gn+1

)

=

(

f2
1

−1
0

)(

fn
gn

)

; (4.11)

(

hn+1

pn+1

)

=

(

f2
−1

1

0

)(

hn
pn

)

. (4.12)

Solving Eq. (4.11) and (4.12), we obtain

fn = sin(nγ)/ sin γ, (4.13)

hn = sin[(n+ 1)γ]/ sin γ, (4.14)

where f2 = 2 cos γ and γ ∈ [0, π].

So for even member A2n, solving An −Bn = 0 becomes solving the equations:

1− 4f cos2 θ2n =
sin[(n+ 1)γ]

sin(nγ)
, (4.15a)

1− 8f(1− f) cos4 θ2n = cos γ . (4.15b)

For odd member A2n+1, solving an − bn = 0 becomes solving the equations:

1− 4f cos2 θ2n+1 =
sin(nγ)

sin[(n+ 1)γ]
, (4.16a)

1− 8f(1− f) cos4 θ2n+1 = cos γ . (4.16b)
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The solutions of θ for these equations depend on f , but not on N . Solving these

equations, we can obtain θn as a function of f . First we consider Eqs. (4.15). Let

f = 1
2
, we have the

cos2 θ2n =
1− sin[(n+1)γ]

sin(nγ)

2
, (4.17a)

cos2 θ2n =

√

1− cos γ

2
. (4.17b)

sin[(n+1)γ]
sin(nγ)

is monotonically decreasing function in every interval ( kπ
n
, (k+1)π

n
) of γ. Thus

these equations have one solution in every interval ( kπ
n
, (k+1)π

n
) of γ. In total, there

are n solutions. In Fig. 13, The curves for µ(γ) = 1
2

{

1− sin[(n+1)γ]
sin(nγ)

}

and µ(γ) =
√

(1− cos γ)/2 with n = 4 are shown. We can clearly see that there are 4 solutions.

Setting θ = 0 in Eqs. (4.15), we have found that there are two solutions for f in

every interval (kπ
n
, (k+1)π

n
) of γ. When n increases, the smallest f decreases. An

illustration of n = 4 is shown in Fig. 14. This analysis confirms Hu’s statements

for even members. Solving Eqs. (4.16), we found that for odd members A2n+1, the

f-range in which at least one θ exists becomes ever larger for ever larger n and always

covers f = 1. In general, the number of valid choices for θ increases to n + 1 deep

inside the validity f -range for A2n+1.

I have plotted θ as a function of f for even members A8, A10, and A12 in Figs. 15,

16, and 17. Figs. 18, 19, and 20 show θ as a function of f for odd members A3, A5,

and A7.

E. Summary

In summary, I have studied an infinite family of sure-success quantum algorithms,

which are introduced by Hu [3], for solving the generalized Grover search problem of

finding any one element of a set of acceptable choices which constitute a fraction f
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Fig. 13. Dotted line represents µ(γ) = 1
2

{

1− sin[(n+1)γ]
sin(nγ)

}

; solid line represents

µ(γ) =
√

(1− cos γ)/2. The y coordinates of the points where the dotted

line intercepts the solid line are the solutions of Eqs. (4.15) for cos2 θ when

f = 1/2.

0 0.5 1 1.5 2 2.5 3
−5

−4

−3

−2

−1

0

1

2

3

4

5

γ

f

Fig. 14. Dotted line represents f(γ) = 1
4

{

1− sin[(n+1)γ]
sin(nγ)

}

; the two solid lines represent

f(γ) = 1
2
[1±

√

1 + (1− cos γ)/2]. The y coordinates of the points where the

dotted line intercepts the solid lines are the solutions of Eqs. (4.16) for f when

θ = 0.
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Fig. 15. Plotted is θ versus f for algo-

rithm A8.
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Fig. 16. Plotted is θ versus f for algo-

rithm A10.
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Fig. 17. Plotted is θ versus f for algo-

rithm A12.
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Fig. 18. Plotted is θ versus f for algo-

rithm A3.
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Fig. 19. Plotted is θ versus f for algo-

rithm A5.
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Fig. 20. Plotted is θ versus f for algo-

rithm A7.
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of all elements in an unsorted data base. I have proved that all the even members

require φ = 2θ and all the odd members require φ = −2θ. I have obtained explicit

equations for finding θ for any given f and n. Using these equations I can show

that all conjectures made by Hu in Ref. [3] are true, and have found corresponding

statements for the odd members A2n+1 introduced by Hu.
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CHAPTER V

HARTREE-FOCK SEARCH FOR DOUBLY-CHARGED ANTI-PHASE ISLAND

IN AN EXTENDED HUBBARD MODEL

A. Introduction

The properties of strongly correlated electrons have drawn a lot of attention since

the discovery of high-Tc superconductors. It is well established that the parent com-

pounds of high-Tc superconductors, such as La2−xBaxCuO4−y, YBa2Cu3O7−δ, and

Bi2Sr2CaCu2O8−ε are antiferromagnetic insulators. It has been found that in all of

these compounds, as the hole-concentration x increases in the CuO2 plane, the Néel

temperature for the onset of antiferromagnetic order quickly drops to zero. As x

is further increased, superconductivity was found to apear in a small range shortly

after antiferromagnetism is destroyed. It is widely believed that the observed high-Tc

superconductivity and antiferromagnetism in the cuprates are related.

It has been argued that this antiferromagnetism can be explained by a two-

dimensional Hubbard model. [23] Hubbard model [24] is probably the simplest model

of a strongly correlated electron system. It was originally proposed as a model of

magnetic systems. The possibility that Hubbard model may exhibit superconductiv-

ity has been proposed for quite some time. For strong coupling, the ground state

of Hubbard model at half filling is an antiferromagnetic insulating state. At very

low doping, the very low concentration of doped holes are likely to form localized,

immobile, singly-charged magnetic polarons (also known as spin-bags) [25]. Under

Hartree-Fock approximation, Su [26] has shown that at intermediate U , the interac-

tion between two spin polarons are attractive and two polarons lie on each other to

form a doubly-charged spin bag. [26] Such a spin bag is deepest at its center and
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so the two holes in it are likely to be in an s-wave orbital state. However, Hubbard

model only considers on-site Coulomb repulsion and the Coulomb interaction between

two charges on different sites are ignored. Since screening in two dimension is not

as effective as in three dimension, this Coulomb interaction is likely unscreened until

the separation between the two holes exceeds the mean distance between neighboring

CuO2 planes. This Coulomb repulsion between the two holes may convert the spin

bag to d-wave. But once both charge carriers stay away from the center region in

order to avoid getting too close to each other, antiferromagnetic phase might recover

in that region to turn the doubly-charged spin-bag into a doubly-charged anti-phase

island (DCHAPHI), which is the main idea of a new mechanism for high-Tc supercon-

ductivity proposed recently by Hu [4]. Hu proposed this new mechanism in order to

understand two recent experiments: Xu et al. observed enhanced Nernst effect [27]

and Iguchi et al. observed patched diamagnetism [28], both well above TC in under-

doped high-Tc superconductors. These two sets of experiments are briefly reviewed

in the next paragraph.

Recently Xu et al. observed enhanced Nernst effect well above Tc in underdoped

high-Tc cuprates. It occurs below an onset temperature Tν , which first rises sharply at

very low hole concentrations (x), reaching a peak at a hole concentration well below

optimal doping, then decreases monotonically as x increases further. This effect

is the observation of a voltage gradient transverse to both a temperature gradient

applied along a slab-shaped sample and a magnetic field applied perpendicular to

the sample. It is well known that enhanced Nernst effect can be observed below, at,

and slightly above Tc of a low-Tc, type-II superconductor. It has been understood

as due to the presence of vortex lines in the superconductor for the signal below Tc,

and due to superconducting fluctuations for the signal at and slightly above Tc. A

vortex line in a superconductor is also a magnetic flux tube containing a quantum of
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magnetic flux, Φ0 = hc/2e, where h is the Planck constant, c is the speed of light,

and e is the magnitude of the electron charge. The core of each vortex line has low-

lying bound quasiparticle states with energies much below the superconducting gap.

Thus there is extra entropy localized inside the vortex core. A positive temperature

gradient along, say, the x direction then makes the vortex lines move toward −x.

The concomitant motion of magnetic flux lines with the vortex lines then gives rise

to a positive electric field along −y, if the applied magnetic field is in the z direction.

Thus when Xu et al. observed enhanced Nernst effect well above Tc in underdoped

high-Tc superconductors, they naturally attempt to associate it with vortices. But

another recent experiment by Iguchi et al., using scanning superconducting quantum

interference device (SQUID) microscopy, appears to have given evidence that this

enhanced Nernst effect is not due to vortices. They observed vortices below Tc only,

and patched diamagnetism well above Tc up to as high as 80K in La2−xSrxCuO4 with

x ≈ 0.10. Since fluctuation normally can give rise to enhanced Nernst effect only for a

narrow temperature range above Tc, whereas Tν can be as high as ∼ 100◦ above Tc for

some range of x, a new explanation of the observed enhanced Nernst effect in under-

doped high Tc superconductors appears to be needed. (Fluctuation interpretation is

also inconsistent with Iguchi et al.’s observation.)

Hu’s proposal can qualitatively explain these observations, as well as the d-wave

nature of pseudogap and pairing, and the x dependence of Tν , Tc, etc. But it is only

qualitative. We here perform a Hartree-Fock solution of the Hubbard model with

the addition of quasi-long-range Coulomb interaction in order to seek confirmation of

Hu’s idea. (By “quasi-long range” we mean a screened Coulomb interaction with a

screening length that is several lattice constants long.)
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B. Hubbard Model

The two-dimensional, one-band, Hubbard-model Hamiltonian is given by:

HHubbard = −t
N
∑

<i,j>,σ

(c†iσcjσ + c†jσciσ) + U

N
∑

i=1

ni↑ni↓ , (5.1)

where < i, j > denotes nearest neighbors, c†iσ (ciσ) is the creation (annihilation)

operator for spin σ =↑ (↓) at site i, and niσ ≡ c†iσciσ with σ =↑ and ↓ are the number

operators. The first term in Eq. (5.1) describes nearest neighbor hopping. t is a the

hopping matrix element. The second term in Eq. (5.1) describes an on-site Coulomb

interaction, which works against double occupancy at any site. If U were infinite, at

half filling every site would be occupied by one electron, with no hopping possible

since it would cost U =∞ for an electron to hop onto a site already occupied by one

electron. As every spin configuration corresponds to an eigenstate of the interaction

term, the system would be 2N -fold degenerate, with N denotes the number of sites.

While U is positive, the ground-state spin configuration is a unique antiferromagnetic

state. Below is the argument why this is true for large and finite U . E. Lieb has given

an rigorous proof for any positive U . [29] Consider any site at xi and its four nearest-

neighbor sites xi ± a and xi ± b, where a = ax̂ and b = bŷ are the lattice vectors

along the x and y directions. If the spin at any one of these four neighboring site

is different from the spin at xi, then the second-order-perturbation-theory correction

to the eigen-energy, ∆E
(2)
n ≡

∑

I
<n|H′|I><I|H′|n>

E
(0)
n −E(0)

I

, will lower the energy of this spin

configuration. H ′ is the hopping part of the total Hamiltonian given in Eq. (5.1),

which allows the electron at xi to virtually hop onto this neighboring site to form

a (↑↓) pair, which is the intermediate state |I >, and then hop back. The energy

denominator E
(0)
n −E(0)

I would be −U , since E(0)
n = 0 due to no double occupancy at

any site, and E
(0)
I = U due to the presence of one (↑↓) pair. Therefore ∆En is −t2/U .
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The total lowering in En would be the largest if the spin at every site is different from

all of its neighboring sites. That is, the ground-state spin configuration must be an

antiferromagnetic state.

Hubbard model has been under intense study using Hartree-Fock mean-field

method. [26, 30, 31, 32]. In the absence of doping, the most stable configuration is the

antiferromagnetic Néel state, for all values U/t. The value of the staggered magnetiza-

tion increases smoothly as a function of U/t. Away from half filling, the Hartree-Fock

solutions have at least two types, domain walls and spin-bags, for periodic systems.

Domain walls are linear structures that separate different domains of the reference

antiferromagnetic state. The extra charges are localized in the domain walls. Their

width increases as the value of U/t decreases. Spin-bags are two-dimensionally local-

ized structures. They are cigar or diamond shaped. In a spin-bag, the magnetization

is reduced. As the doping increases, the spin-bag evolves into a large diamond-shaped

object, the interior of which has the opposite staggered magnetization to the exterior.

It can then also be viewed as a domain-wall ring enclosing an anti-phase island such

as that in Fig. 21.

Hubbard model only includes on-site Coulomb interaction. Coulomb interaction

between electrons on different sites is neglected. In the context of high-Tc study,

usually U is large. When U is large, the on-site Coulomb interaction term is strong in

comparison with the hopping term. In this case, off-site Coulomb interaction might

be strong enough so that it should not be neglected. Therefore here we study an

extended Hubbard Hamiltonian, which includes Coulomb repulsion between any pair

of electrons on a two-dimensional square lattice. The Hamiltonian is as follows.

H = HHubbard + V
N
∑

i6=j,σ,σ′

e−rij/r0

rij
niσnjσ′ (5.2)
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Fig. 21. Magnetic-polaron solution of the Hubbard model at U/t = 8, nh = 8. Arrow

denotes spin configuration (i.e., < n↑ > − < n↓ >. Circle denotes hole

configuration (i.e., 1− < n↑ > − < n↓ >).
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The second term on the right hand site of Eq. (5.2) describes the Coulomb interaction

between electrons on different sites and r0 is the screening length.

C. Hartree-Fock Approximation

We apply Hartree-Hock approximation to study ground state of this extended Hub-

bard Hamiltonian at zero temperature.

The on-site interaction term is linearized to

U
∑

i

ni↑ni↓ → U
∑

i

[< ni↑ > ni↓+ < ni↓ > ni↑− < ni↑ >< ni↓ >] (5.3)

The off-site Coulomb interaction is approximated by

1

2
V

∑

i6=j,σ,σ′

e−rij/r0

rij
niσnjσ′

→ 1

2
V

∑

i6=j,σ,σ′

e−rij/r0

rij
[2niσ < njσ′ > − < niσ >< njσ′ >]

− 1

2
V

∑

i6=j,σ

e−rij/r0

rij
[2(c†iσcjσ) < c†jσciσ > − < c†iσcjσ >< c†jσciσ >]

(5.4)

Then the Hamiltonian is approximated by

H = HHF + E0[n] (5.5)

where

HHF =− t
∑

<i,j>σ

c†iσcjσ + U
∑

i,σ

niσ < ni−σ >

+ V
∑

i6=j,σσ′

e−rij/r0

rij
niσ < njσ′ > −V

∑

i6=j,σ

e−rij/r0

rij
c†iσcjσ < c†jσciσ >

(5.6)
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and

E0[n] = −U
∑

i

< ni↑ >< ni↓ > −
1

2
V

∑

i6=j,σσ′

< niσ >< njσ′ >

+
1

2
V

∑

i6=j,σ

e−rij/r0

rij
< c†iσcjσ >< c†jσciσ >

(5.7)

To diagonalize 5.6, a new set of fermion operators ckσ are introduced, so that we have

ci,σ =
∑

k

φki,σck,σ (5.8)

and they satisfy again fermion commutation relations.

Substituting Eq. (5.8) into Eq. (5.6), the Hartree-Fock Hamiltonian will take the

diagonal form in ckσ,

HHF =
∑

k,σ

εk,σnkσ (5.9)

provided that φki is chosen as eigenvectors of Eq. (5.6):

HHFφkσ = εkσφkσ (5.10)

The ground state energy is optimized when < niσ > satisfies the self consistency

equations

< niσ > =

N/2
∑

k

|φkiσ|2 < nkσ >, (5.11)

< c†iσcjσ > =

N/2
∑

k

φ∗ki,σφkj,σ < nkσ > . (5.12)

Because we study the system at zero temperature, the lowest N states are occupied

and other states are empty. We have

nkσ =















1 k ≤ N/2

0 otherwise.



49

The ground state of HHF is given by

|ΦHF >=

N/2
∏

k=1

ck↑

N/2
∏

k=1

ck↓|vac > (5.13)

and its wave function in real space is an N -state Slater-determinant:

ΦHF (R) = det[{φk↑(ri)}, {φk↓(rj)}], (5.14)

where the rows of the determinant are composed of the set of N/2 lowest states of

each spin. The total energy is given by

EHF = 2

N/2
∑

k

εk + E0[n]. (5.15)

The single-determinant Hartree-Fock theory includes the exchange effects arising

from the antisymmetry of the many-electron wave function, but neglects the electronic

correlations caused by the electron-electron Coulomb repulsion. Correlation energies

are a small fraction of the total energy, but they can be very important to the system

we are studying, because we included Coulomb interaction between any two electrons

on different sites and the anti-phase island proposed by Hu is a pairing mechanism.

To include the correlation energies, one has to use more sophisticated techniques such

as quantum Monte Carlo method. [33, 34, 35] But quantum Monte Carlo techniques

rely on reasonable trial many-electron wave functions, which are often constructed

using results obtained from Hartree-Fock calculations.

D. Results

The Hartree-Fock calculations are first carried out on a periodic 12×12 square lattice

for a system with two holes in the supercell. The self-consistency conditions are

satisfied by an iteration technique. For initial conditions of the iteration we used



50

three initial states: The trial charge and spin configurations are as those in Figs. 22-

24. In all of these three configurations, the background is antiferromagnetic. Each

site except for four sites at the center has one electron, with spin up or down. For the

center four sites, each site has half an electron, i.e. there are altogether 4×(1− 1
2
) = 2

holes. In Fig. 22, an 2× 2 antiphase-island is at the center, which has different phase

from the background. In Fig. 23, an 2 × 2 spin-bag is at the center, which has the

same phase as the background. In Fig. 24, each of the four sites at the center has

< sz >= 0. We set t = 1 for all our calculations.

Consider first the system at U = 3.0. When V = 0, the solution is shown in

Fig. 25, which is the same for the three initial states used. This solution is the spin-

bag solution obtained by Su in Ref. [26]. In the minimum energy configuration, two

spin polarons with opposite spins lie on top of each other. This indicates that the

interaction between them is attractive. The 2 × 2 sites at the center has the same

antiferromagnetic phase as the background, only with weaker magnitude.

When we increase V to 0.1, we obtain the solution shown in Fig. 26. A small

amount of excess electrons appears at the borders. We think these excess electrons

are due to the Hartree-Fock approximation used. Hole densities at the sites around

the center 2 × 2 sites become larger when compared with the V = 0 case. |sz|’s

at the center four sites still have the same phase as the background, but become

smaller than those for the solution at V = 0. But when V = 0.3, we obtain the

solution shown in Fig. 27. The excess electrons become larger at the borders. Hole

densities at the eight sites around the center site are even larger than the V = 0.1

case due to the repulsion between the holes. The spin configuration at the center

sites now has opposite staggered magnetization from other sites. This configuration

clearly is a DCHAPHI. However it is different from the configuration conjectured by

Hu. The largest hole accumulations are at the center four sites, whereas in Hu’s
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Fig. 22. The first initial state: A 2× 2 antiphase-island in an antiferromagnetic back-

ground. At the center four sites the values of n↑ and n↓ are
( 0
0.5)
(0.5

0 )
(0.5

0 )
( 0
0.5)

.
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Fig. 23. The second initial state: Spin-bag in an antiferromagnetic background. At

the center four sites the values of n↑ and n↓ are
(0.5

0 )
( 0
0.5)

( 0
0.5)
(0.5

0 )
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Fig. 24. The third initial state: At the center four sites the values of n↑ and n↓ are
(0.25
0.25)
(0.25
0.25)

(0.25
0.25)
(0.25
0.25)

.
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Fig. 25. Iterative Hartree-Fock solution of extended Hubbard model for U = 3 and

V = 0 starting from all three initial states. Circle represents hole amount.

Arrow represents spin.
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Fig. 26. Iterative Hartree-Fock solution of extended Hubbard model for U = 3 and

V = 0.1 starting from all three initial states. Circle represents hole amount.

Square denotes excess electron. Arrow represents spin.
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Fig. 27. Iterative Hartree-Fock solution of extended Hubbard model for U = 3 and

V = 0.3 starting from all three initial states. Circle represents hole amount.

Square denotes excess electron. At each of the four corners the solution gives

0.37 of an excess electron. Arrow represents spin.
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conjecture they are mainly located at the eight sites just outside the center four sites.

Another difference is that the spins at the eight sites around the center four sites are

not zero, contrary to what Hu has conjectured. They have the same phase as the

surrounding sites. However, we suspect that These differences might have resulted

from the Hartree-Fock approximation used here, which does not take into account

Coulomb correlation. Even studies going beyond the mean field theory may still not

be able to settle this issue, since it is not clear how close they are to exact solutions

which are not possible to obtain. If DCHAPHIs could be found experimentally, then

the issue could be settled experimentally.

When we increase U to 8 with V = 0, we find that the system develops into two

final states, shown in Figs. 28 and 29, depending on which initial state we choose to

start our iteration. If we use Figs. 22 or 24 as the initial state, the final state is Fig. 29

with energy -68.59. This configuration is a DCHAPHI. If we start from Fig. 23, we

obtain Fig. 28, which is a spin-bag and has a slightly higher energy -68.40. For the

DCHAPHI solution, the eight sites around the center 2×2 sites have more holes then

for the spin-bag solution. This situation continues when V < 0.5. In Fig. 30 and 31,

we show the solution for V = 0.3. The energy is -15.98 for DCHAPHI and -15.80 for

spin bag. We find that when V = 0.5, all the initial states will converge to a single

state shown in Fig. 32, which is a DCHAPHI. When U > 0.5, the final state is always

a DCHAPHI. The solution for V = 0.8 is shown in Fig. 33.

Results presented above have shown that at least in the mean field approximation

a DCHAPHI can win over a spin bag as the lower energy configuration when there

are two holes. It is then important to determine when there are more holes present,

whether the system prefers to form many clearly separated DCHAPHIs (each pos-

sessing only two holes), or it will undergo some sort of phase separation, forming

a big anti-phase island with many holes on its boundary, as has been obtained in
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Fig. 28. Iterative Hartree-Fock solution of extended Hubbard model for U = 8 and

V = 0 starting from the first and third initial states. Circle represents hole

amount. Square denotes excess electron. Arrow represents spin.
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Fig. 29. Iterative Hartree-Fock solution of extended Hubbard model for U = 8 and

V = 0 starting from the second initial state. Circle represents hole amount.

Square denotes excess electron. Arrow represents spin.
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Fig. 30. Iterative Hartree-Fock solution of extended Hubbard model for U = 8 and

V = 0.3 starting from the first and third initial states. Circle represents hole

amount. Square denotes excess electron. Arrow represents spin.
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Fig. 31. Iterative Hartree-Fock solution of extended Hubbard model for U = 8 and

V = 0.3 starting from the second initial state. Circle represents hole amount.

Square denotes excess electron. Arrow represents spin.
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Fig. 32. Iterative Hartree-Fock solution of extended Hubbard model for U = 8 and

V = 0.5 starting from all three initial states. Circle represents hole amount.

Square denotes excess electron. Arrow represents spin.
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Fig. 33. Iterative Hartree-Fock solution of extended Hubbard model for U = 8 and

V = 0.8 starting from all three initial states. Circle represents hole amount.

Square denotes excess electron. Arrow represents spin.
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Fig. 34. 8-hole large-anti-phase-island solution for U = 8 and V = 0.
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Fig. 35. 8-hole large-anti-phase-island solution for U = 8 with V = 0.01.
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Ref. [30, 36] To address this issue, we obtained the following results within the mean

field approximation.

For U = 8 and V = 0, we studies the extended Hubbard model in a 24 × 24

supercell with periodic boundary conditions. For the initial state we used a 2 × 2

anti-phase island with n↑ = n↓ = 0 at the eight boundary sites. The final state is

shown in in Fig 34 and has an energy -276.6 which is lower than −68.40×4 = −273.6

for four DCHAPHIs in four 12 × 12 supercells. Thus at V = 0 we find that phase

separation is favored than separate DCHAPHIs.

When V = 0.01, we find that the energy for the eight-hole spin-bag solution

shown in Fig. 35 becomes -244.13 and is now higher than −65.8 × 4 = −263.2 for

four separate DCHAPHIs. So even for very small positive V , separate DCHAPHIs

become energetically favorable than the phase-separation solution.

E. Conclusion

In summary, we have studied a single-band extended Hubbard model, which includes

quasi-long-range Coulomb interaction, using self-consistent Hartree-Fock theory. We

find that for sufficiently large V/t, DCHAPHIs do become energetically favored local-

ized objects in this system for moderate large values of U/t. When U/t is as large as

8, DCHAPHIs even exist at V = 0, and are energetically favored over doubly-charged

spin-bags. Furthermore, We also find that for large enough U/t combined with small

non-vanishing values of V/t, separate DCHAPHIs, each containing two holes, are

energetically more favorable than a phase-separation solution where more than two

holes collect on the domain-wall boundary of an anti-phase region. (We have tested

it for the case of 8 holes.)

The DCHAPHI solutions we have found in this study has largest hole accumu-
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lations at the center four sites, unlike Hu’s conjecture which presumed that the two

holes reside mostly on the eight boundary sites around the center four-site anti-phase

island. So the relative orbital state of the two holes might still be s-wave. (Hu ar-

gued that it would be d wave.) As V increases, the percentage of hole concentration

outside the center four sites increases. This is due to the Coulomb repulsion between

the holes. The spins at those eight sites bordering the center four sites are not zero

as conjectured by Hu, but have the same phase as the antiferromagnetic background.

All these differences might be the result of the mean field approach used here.

Our study is based on Hartree-Fock approximation. The trial configurations

has the upper-left/lower-right mirror symmetry and we maintained this symmetry in

all our solutions in order to reduce numerical instability. Thus we can not rule out

other Hartree-Fock solutions without this symmetry. The Hartree-Fock approxima-

tion only gives a qualitative understanding of the system under study. It is not a good

method for studying the extended Hubbard model when U and V are large, because

it underestimates quantum fluctuations and ignores correlation energy. Nevertheless,

a Hartree-Fock solution can be a starting point for more sophisticated calculations,

such as variational Monte Carlo method and quantum Monte Carlo method, which

incorporate correlation effects more accurately.
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APPENDIX A

MATLAB SUBROUTINE FOR ANALYZING RESONANT-STATE STM IMAGES

Find peaks around a impurity site. The peaks are assumed to be Gaussian. The

quadratic fit code is taken from

http://www.cae.wisc.edu/ cs310/Matlab/surface fit.m

written by Prof. Strikwerda.

clear;

clf;

%reading data

filename=’C:\qwang\ZnImpurities\90414A05_-1.0mV.TXT’

m=DLMREAD(filename,’\t’);

m1=m; %m1 stores the original STM data

%end of reading data

[nx,ny]=size(m); %size of the original data nx*ny

nofi=6; %number of iterations

nop=15; %number of peaks

ns0=2; %number of points to include

%in each dimension for fitting

xmin=20;ymin=20;

xmax=nx-20;ymax=ny-20; %looking for peaks in this area

gray1(m1);

mtemp=zeros(nx,ny);

mx=zeros(nop,1);
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my=zeros(nop,1);

coe=zeros(nop,6);

for i=1:nop

coe(i,1)=-30; %set ai1 negative and large

mx(i,1)=(xmin+xmax)/2;

my(i,1)=(ymin+ymax)/2;

end

for jjjj=1:nofi

for jjj=1:nop

m=m1;

%subtracting contribution from other peaks

for jj=1:nop

if(jj~=jjj)

for i=1:nx

for j=1:ny

cm=exp(coe(jj,1)+coe(jj,2)*i...

+coe(jj,3)*j+coe(jj,4)*i*i...

+coe(jj,5)*j*j+coe(jj,6)*i*j);

if (m(j,i)<cm)m(j,i)=1e-6;

else m(j,i)=m(j,i)-cm;

end

end

end

end

end
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[y0,x0,temp]=max2(m) \find the highest point

if(x0<xmax&x0>xmin&y0<ymax&y0>ymin)

%gaussian fit for each peak after

%subtracting contributions from other peaks

ii=0;

for i=-ns0:ns0

for j=-ns0:ns0

ii=ii+1;

xx(ii,1)=i+x0;

yy(ii,1)=j+y0;

zz(ii,1)=log(m(yy(ii,1),xx(ii,1)));

end

end

N=size(xx);

for i = 1:N

%constant term

A(i,1 ) = 1 ;

%linear terms

A(i,2 ) = xx(i) ;

A(i,3 ) = yy(i) ;

%quadratic terms

A(i,4 ) = xx(i)^2 ;

A(i,5 ) = yy(i)^2;

A(i,6 ) = xx(i) * yy(i) ;

end
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%Number of columns of least squares matrix.

M = length(A(1,:)) ;

%Get the QR decomposition of A.

%Q is an orthogonal matrix.

%R is upper triangular.

[Q,R] = qr(A) ;

%Invert the Q matrix.

%Q’ is the transpose of Q, which is also

%the inverse since Q is orthogonal.

bb = Q’*zz;

%Get the top M by M matrix from R

RR = R( 1:M, : );

bb(1:M);

%Solve RR * c = bb

%Take only the top M entries of bb.

coef = RR\ bb(1:M);

%Compute the residual, method 1

%Compute the norm of the last N - M entries

%of bb. These are the equations that can not

%be solved.

r1 = norm( bb(M + 1: N ) );

%Compute the residual, method 2
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%Find the norm of the vector of the difference

%of zz and the fit.

r2 = norm( zz - A* coef );

%r1 should be equal to r2

if(coef(4)<0&coef(5)<0...

&4*coef(4)*coef(5)-coef(6)*coef(6))

for i=1:nx

for j=1:ny

temp(j,i)=exp(coef(1)+coef(2)*i...

+coe(3)*j+coef(4)*i*i...

+coef(5)*j*j+coef(6)*i*j);

end

end

[y01,x01,temp1]=max2(mtemp);

if(y01<ymax&x01<xmax&y01>ymin&x01>xmin...

&abs(x01-x0)<=2&abs(y01-y0)<=2

&abs(temp1-temp)<(temp/2))

my0(jjj,1)=y01;

mx0(jjj,1)=x01;

for i=1:6

coe(jjj,i)=coef(i);

end

else coe(jjj,1)=-30;

for i=2:6
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coe(jjj,i)=0;

end

end

else coe(jjj,1)=-30;

for i=2:6

coe(jjj,i)=0;

end

end

else coe(jjj,1)=-30;

for i=2:6

coe(jjj,i)=0;

end

end

end

end

m=zeros(nx,ny);

for jj=1:nop

for i=1:nx

for j=1:ny

cm=exp(coe(jj,1)+coe(jj,2)*i+coe(jj,3)*j...

+coe(jj,4)*i*i+coe(jj,5)*j*j+coe(jj,6)*i*j);

m(j,i)=m(j,i)+cm;

end
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end

if(coe(jj,2)==0)

intensity(jj)=0;

else

int=2.0*3.1415927...

/sqrt(4*coe(jj,4)*coe(jj,5)-coe(jj,6)*coe(jj,6))...

*exp((coe(jj,5)*coe(jj,2)*coe(jj,2)...

-coe(jj,6)*coe(jj,2)*coe(jj,3)...

+coe(jj,4)*coe(jj,3)*coe(jj,3))...

/(coe(jj,6)*coe(jj,6)-4*coe(jj,4)...

*coe(jj,5))+coe(jj,1));

intensity(jj)=int;

end

end

%output fitted data and draw a density plot of fitted data

newfilename=strcat(filename,’fit’);

dlmwrite(newfilename,m,’\t’);

figure;

gray1(m);

%output parameters of all peaks

coe %output coeffients of all peaks

mx0 %output x coordinates of all peaks

my0 %output y coordinates of all peaks

intensity \ouput intensities
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APPENDIX B

CODE FOR SOLVING HARTREE-FOCK EQUATION FOR EXTEND

HUBBARD MODEL

#include <stdio.h>

#include <math.h>

#define t 1.0

int main(void){

char jobz=’V’; //compute eigenvalues and eigenvectors

char uplo=’L’; //Upper triangle of A is stored

int size=12;

int N1=size∗size;

int N=N1;

int Lea=N;

int i,j,l,k,kk;

int row;

int col;

double wup[N1],wdown[N1]; //store eigenvalues

double c;

int lwork=3∗N-1;

int info;

double work[lwork];

double Hup[N1][N1]; //Hamiltonian matrix, store eigenvectors

double niup[N1],nidown[N1];

double up=1.0;
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double E;

double r;

double kappa=4.0;

double temp,temp1,temp2;

FILE ∗spin,∗spino;

FILE ∗density,∗densityo,∗H;

double psiup[N1][N1],psidown[N1][N1];

int nofi,nofh;

double U,V;

double nofs,nofd;

FILE ∗input;

input=fopen("input","r");

fscanf(input,"%d",&nofi);

fscanf(input,"%d",&nofh);

fscanf(input,"%lf",&U);

fscanf(input,"%lf",&V);

printf("%d\t%d\t%lf\t%lf\n",nofi,nofh,U,V);

fclose(input);

spin=fopen("spin.data","w");

spino=fopen("spino.data","w");

densityo=fopen("densityo.data","w");

density=fopen("density.data","w");

H=fopen("wavef.data","w");

for (i=0;i<size;i++){

for (j=0;j<size;j++){

if (fmod(i+j,2)==0){



80

niup[i∗size+j]=up;

nidown[i∗size+j]=1-up;

}

else {

niup[i∗size+j]=1-up;

nidown[i∗size+j]=up;

}

}

}

//

//anti-phase island

for (i=size/2-1;i≤size/2;i++){

for (j=size/2-1;j≤size/2;j++){

/∗if(k<3){

niup[i∗size+j]=temp∗rand()/(RAND MAX+1.0);

temp-=niup[i∗size+j];

k=k+1;

nidown[i∗size+size-1-j]=niup[i∗size+j];

}

else {

niup[i∗size+j]=temp;

nidown[i∗size+size-1-j]=temp;

}

∗/

niup[i∗size+j]/=2.0;

nidown[i∗size+j]/=2.0;
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temp=niup[i∗size+j];

niup[i∗size+j]=nidown[i∗size+j];

nidown[i∗size+j]=temp;

//niup[i∗size+j]=0.25;

//nidown[i∗size+j]=0.25;

//if(i==size/2-1){

//niup[i∗size+j]=0;

//nidown[i∗size+j]=0;

//}

}

}

for (k=0;k<(N-nofh)/2;k++){

for(j=0;j<N;j++){

psiup[k][i]=0;

psidown[k][i]=0;

}

}

for(i=0;i<N;i++){

fprintf(spino,"%f",niup[i]-nidown[i]);

fprintf(densityo,"%f",1-niup[i]-nidown[i]);

if(fmod(i+1,size)==0) {

fprintf(spino,"\n");

fprintf(densityo,"\n");

}

else {

fprintf(spino,"\t");
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fprintf(densityo,"\t");

}

}

//

for (l=0;l<nofi;l++){

printf("%d\n",l);

for(i=0;i<N;i++){

for(j=0;j<N;j++){

Hup[i][j]=0;

}

}

/∗diagonal metrix elements and hopping term of Hup∗/

for (i=0;i<N;i++){

Hup[i][i]=U∗nidown[i];

for(j=0;j<N;j++){

temp=0;

if(V 6=0){

for(k=-4;k≤4;k++){

for(kk=-4;kk≤4;kk++){

if (k==0&&kk==0&&i==j);

else{

row=j/size+k∗size-i/size;

col=j%size+kk∗size-i%size;

r=sqrt((double)(row∗row+col∗col));

temp+=exp(-r/kappa)/r;

}
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}

}

}

Hup[i][i]+=V∗(niup[j]+nidown[j])∗temp;

temp=0;

if(V!=0&&i==j){

for(k=-4;k<=4;k++){

for(kk=-4;kk<=4;kk++){

if(k==0&&kk==0);

else{

row=k∗size;

col=kk∗size;

r=sqrt((double)row∗row+col∗col);

temp+=exp(-r/kappa)/r;

}

}

}

Hup[i][i]-=V∗niup[i]∗temp;

}

}

if((i+1)%size==0)

Hup[i][i-size+1]=-t;

else Hup[i][i+1]=-t;

if(i+size≥N)
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Hup[i][i%size]=-t;

else Hup[i][i+size]=-t;

if(i%size==0)

Hup[i][i+size-1]=-t;

else Hup[i][i-1]=-t;

if(i-size<0)

Hup[i][i-size+N]=-t;

else Hup[i][i-size]=-t ;

}

/∗off diagonal elements∗/

for (i=0;i<N-1;i++){

for(j=i+1;j<N;j++){

temp=0;

temp1=0;

if(V 6=0){

for(k=-4;k≤4;k++){

for(kk=-4;kk≤4;kk++){

row=j/size-i/size+k∗size;

col=j%size-i%size+kk∗size;

r=sqrt((double)row∗row+col∗col);

temp+=exp(-r/kappa)/r;

}

}

for(k=0;k<N;k++){

if((wup[k]-wup[(N-nofh)/2-1])<-1.0e-5)

temp1+=psiup[k][i]∗psiup[k][j];
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if(fabs(wup[k]-wup[(N-nofh)/2-1])<1.0e-5)

temp1+=((N-nofh)/2-nofs)/nofd∗psiup[k][i]∗psiup[k][j];

}

}

Hup[i][j]-=V∗temp∗temp1;

Hup[j][i]=Hup[i][j];

}

}

for(i=0;i<N;i++){

for(j=0;j<N;j++){

Hup[i][j]=(Hup[i][j]

//+Hup[(i%size)∗size+i/size][(j%size)∗size+j/size]

//+Hup[N-1-(i%size)∗size-i/size][N-1-(j%size)-j/size]

+Hup[N-1-i][N-1-j])/2;

}

}

/∗calculate eigenvalues and eigenvectors using LAPACk∗/

dsyev (&jobz,&uplo,&N,Hup,&lda,wup,work,&lwork,&info);

if(info 6=0){printf("error");exit(1);}

if(fabs(wup[(N-nofh)/2-1]-wup[N/2-1])<1.0e-5){

printf("symmetry broken");

exit;

}

for(k=0;k<N;k++){

for(j=0;j<N;j++){
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psiup[k][j]=Hup[k][j];

}

}

nofd=0; nofs=0;

for (k=0;k<N;k++){

if((wup[k]-wup[(N-nofh)/2-1])<-1.0e-5)

nofs+=1.0;

if(fabs(wup[k]-wup[(N-nofh)/2-1])<1.0e-5)

nofd+=1.0;

}

for(i=0;i<N;i++)niup[i]=0;

for(j=0;j<N;j++){

for(k=0;k<N;k++){

if((wup[k]-wup[(N-nofh)/2-1])<-1.0e-5)

niup[j]+=psiup[k][j]∗psiup[k][j];

if(fabs(wup[k]-wup[(N-nofh)/2-1])<1.0e-5)

niup[j]+=psiup[k][j]∗psiup[k][j]

∗((N-nofh)/2-nofs)/nofd;

}

}

for(i=0;i<N;i++)

nidown[i+size-1-i%size-i%size]=(niup[i]+niup[N-i-1])/2;

for(i=0;i<N;i++)

niup[i]=nidown[i+size-1-i%size-i%size];
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//for(i=0;i<N;i++)

// nidown[i]=niup[i+size-1-i%size-i%size];

}

/∗print charge density and spin density∗/

for(i=0;i<N;i++){

fprintf(spin,"%1.10f",niup[i]-nidown[i]);

fprintf(density,"%1.10f",1-niup[i]-nidown[i]);

if(fmod(i+1,size)==0) {

fprintf(spin,"\n");

fprintf(density,"\n");

}

else {

fprintf(spin,"\t");

fprintf(density,"\t");

}

}

temp=0;

for (i=0;i<N;i++){

temp+=niup[i]+nidown[i];

}

/∗ for (i=0;i<(N)/2;i++){

printf(”%3.16f\n”,wup[i]);

}

∗/

temp1=0;

for(i=0;i<(N-nofh)/2;i++)temp1+=2∗wup[i];



88

printf("total energy = %f\n",temp1); //for V 6=0

for(i=0;i<N;i++)temp1-=U∗niup[i]∗nidown[i];

printf("total charge = %f \n",temp);

printf("total energy = %f\n",temp1); //for V 6=0

//printf("%f\t%f\n%d",temp1,temp2,l);

//Coulomb energy

E=temp1;

temp=0;

for(i=0;i<N;i++){

for(j=i+1;j<N;j++){

temp1=0;

for(k=-4;k≤4;k++){

for(kk=-4;kk≤4;kk++){

row=j/size+k∗size-i/size;

col=j%size+kk∗size-i%size;

r=sqrt((double)row∗row+col∗col);

// printf("%d\t%d\t%f\n",row,col,r);

temp1+=exp(-r/kappa)/r;

}

}

temp+=V∗(niup[i]+nidown[i])

∗(niup[j]+nidown[j])∗temp1;

}

}

printf("Hartree term=%f\n",temp);

E=E-temp;
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//exchange energy

temp=0;

for(i=0;i<N;i++){

for(j=0;j<N;j++){

if(i 6=j){

temp1=0;

for(k=-4;k≤4;k++){

for(kk=-4;kk≤4;kk++){

row=j/size+k∗size-i/size;

col=j%size+kk∗size-i%size;

r=sqrt((double)row∗row+col∗col);

temp1+=exp(-r/kappa)/r;

}

}

temp2=0;

for(k=0;k<N;k++){

if((wup[k]-wup[(N-nofh)/2])<-1.0e-5)

temp2+=psiup[k][i]∗psiup[k][j];

if(fabs(wup[k]-wup[(N-nofh)/2])<1.0e-5)

temp2+=psiup[k][i]∗psiup[k][j]

∗((N-nofh)/2-nofs)/nofd;

}

temp+=V∗temp2∗temp2∗temp1;

}

else{

temp1=0;
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for(k=-4;k≤4;k++){

for(kk=-4;kk≤4;kk++){

row=k∗size;

col=kk∗size;

r=sqrt((double)row∗row+col∗col);

temp1=exp(-r/kappa)/r;

}

}

temp+=V∗niup[i]∗niup[i]∗temp1;

}

}

}

E=E+temp;

printf("Exchange term=%f\n",temp);

printf("total energy=%f\n",E);

}
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