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#### Abstract

A multivariate time series could be partitioned either horizontally (over time) to induce local stationarity or vertically (over the variables) to reduce dimension and the high computational cost. Dimension reduction for a high-dimensional time series by linearly transforming it into several lower-dimensional subseries (vertical partition) where any two subseries are uncorrelated both temporally and cross-sectionally is of central importance in the modern age of big data. It reduces the challenging multivariate estimation problem with many parameters to that of a number of disjoint lower-dimensional problems with much fewer parameters. A notable example in the previous studies is the dynamic orthogonal components (DOC) utilizing nonlinear optimization which works well for stationary and low-dimensional time series data. First we reduce the computational burden of DOC by connecting it to the time series principal components analysis (TS-PCA) method in recent studies based on eigenanalysis of a positive-definite matrix. Next, we extend DOC to nonstationary processes which can be divided into several nearly homogeneous segments. Consistency and joint asymptotic normality of the estimates of the Givens angles parameterizing orthogonal matrices in each segment are established under some regularity conditions. Applications to multivariate volatility modeling in finance are illustrated using simulated and real datasets.
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## NOMENCLATURE

| ACF | Auto-Correlation function |
| :--- | :--- |
| AIC | Akaike information criterion |
| AR | AutoRegression |
| ARCH | AutoRegressive Conditional Heteroskedasticity |
| ARMA | AutoRegressive Moving Average |
| ARIMA | AutoRegressive Integrated Moving Average |
| BEKK | Baba-Engle-Kraft-Kroner model |
| CCA | Canonical Correlation Analysis |
| CCC | Constant Conditional Correlations Correlation Function |
| CCF | Computer Information System Company |
| CISCO | Conditionally Uncorrelated Components |
| CUC | Dynamic Conditional Correlation |
| DCC | Dynamic Orthogonal Component |
| DOC | Factor Analysis |
| FA | Federal Reserve Economic Data - Monthly Data |
| FRED-MD | Independent Component Analysis |
| ICA | INTegrated ELectronics Company |
| INTEL | Mean Squared Error |
| Le | NED |

OC
PC
PCA
PCV
S \& P 500
SD
SDE
TS-PCA
TVDOC
VAR
VEC-GARCH

Orthogonal Component
Principal Component
Principal Component Analysis
Principal Component Volatility
Standard \& Poor's 500 index
Standard Deviation
Spectral Density Estimation
Time Series PCA
Time-Varying Dynamic Orthogonal Component
Vector AutoRegression
VECtorized GARCH
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## 1. INTRODUCTION

High-dimensional nonstationary time series data are often encountered in a variety of fields, such as management of climate risks in agriculture ([44]), electrocardiogram analysis ([2]), electroencephalography (EEG) analysis ([30], [40]), macroeconomics analysis ([11], [36]), trading volatility analysis ([27]), bond price prediction ([50]), etc.

Fitting multivariate models to high-dimensional time series data is computationally expensive and will encounter convergence problems in optimization routine due to the large number of parameters involved. For example, the standard multivariate volatility models such as $\operatorname{VEC}-\operatorname{GARCH}([13])$ or $\operatorname{BEKK}([25])$, formulate the conditional covariance matrix in terms of linear combinations of the squares and cross products of the data and thus the number of parameters contained in the coefficient matrix for a $d$ dimensional time series are $O\left(d^{2}\right)$ and will be problematic for large $d$.

Dimension reduction is thus of vital importance to the analysis of high-dimensional time series data. In the following we will review some of the most popular dimension reduction methods. Principal component analysis (PCA), developed by [45] and [31], explains the covariance structure of a set of variables through a few linear combinations of them, called principal components (PCs), with decreasing variance. An integer $r(r \ll d)$ is chosen such that the first $r$ PCs explain a high percentage of the total variation of the data and dimensional reduction is achieved by analyzing the $r$ PCs instead of the original time series. For example, orthogonal GARCH (O-GARCH) [3] and generalized orthogonal GARCH (GO-GARCH) models [51] use PCA of the covariance matrix to decorrelate a multivariate series of asset returns cross-sectionally before applying volatility models to the uncorrelted components separately. Canonical correlation analysis (CCA) ([32], [14]) finds linear combinations of variables such that the "predictability" of the transformed vari-
ables are maximized sequentially. "Predictability" is measured by the cross-correlation between the current observation of the transformed variable with its own past. Factor model ([46]) finds a canonical representation of the time series using a mall number of common factors. The number of common latent factors is decided by the eigen-analysis of the lagged sample covariance matrices. Independent component analysis (ICA) ([7]) projects a multivariate time series to a new space spanned by non-Gaussian independent components. Similar to PCA, ICA also considers decorrelating the components crosssectionally, but with respect to their higher order moments. For example, Kurtosis or the fourth-moment cumulant, is often applied to measure the non-Gaussianity in ICA. Dynamic factor models ([15], [28] and [23]) in spectral-domain, as analogues of PCA, have been proposed to explain the serial correlations in the latent factors, where the factor loadings are derived from an eigen-analysis of the spectral density matrix.

It is ironic that most of these multivariate statistics techniques are applied almost verbatim to time series data without adequate accounting of the temporal dependence. This problem can be solved by dynamic orthogonal component (DOC) method ([41]) which decorrelates the time series both contemporaneously and serially. It finds an orthogonal transformation matrix $M$ such that it minimizes the sum of squares of the off-diagonal entries of the first few lagged autocovariance matrices of the transformed series. Once M is found, modeling a high-dimensional series is then reduced to analyzing a sequence of univariate series which is much easier to model and predict, and then the univariate results are combined and transformed back to a parsimonious model for the original highdimensional series.

The mixing matrix M in DOC is parameterized using the Givens angles and finding it involves solving a non-convex optimization problem. This makes DOC computationally expensive and hence not suitable for high-dimensional multivariate time series. However, we show that the recent time series PCA (TS-PCA) method ([17]) which segments a high-
dimensional time series into several lower-dimensional decorrelated subseries, is of great help in managing the computational bottle-neck. In the following the phrase decorrelated subseries means that they are uncorrelated both contemporaneously and serially. In this setting, the subseries are modelled separately using the DOC method by taking advantage of the substantial dimension reduction. The TS-PCA method is based on an eigenanalysis of a positive definite matrix defined as a quadratic function of the first few autocovariance matrices, and can be viewed as a natural extension of the standard PCA for multiple time series. As in PCA, it finds a time-invariant matrix transforming the series into several decorrelated subseries, but unlike PCA the subseries have varying dimensions.

Covariance stationarity is a key assumption in developing the statistical theory of the DOC methodology. However, for many real life examples the stationarity feature is often violated, and it is common to consider classes of nonstationary models such as locally stationary and piecewise stationary processes([1] and [19]). For example, [20] and [21] have considered piecewise AR and GARCH models, respectively, and in [5] the nature of nonstationarity is due to time-varying covariance matrices of multivariate time series.

The primary contribution of our work is to extend the stationary DOC methodology in [41] to a high-dimensional nonstationary setup where the series can be segmented into several locally stationary segments. We rely on a change point detection method in [18] to divide the whole observed series into several nearly stationary segments, and then DOC is applied to each segment separately. Our secondary contribution is to ease the computational burden of DOC for high-dimensional series and potentially replace the nonconvex optimization in DOC by the eigenanalysis of a positive-definite function as in TS-PCA. This second goal is nearly achieved by exploring the equivalence or close connection between DOC and TS-PCA both for in mean and in volatility [16, Section 5].

The outline of the dissertation is as follows: In Section 2 the key ideas and steps of DOC and TS-PCA methods are reviewed. Also the connection between these two
methods are discussed. A methodology for time-varying DOC (TVDOC) is developed in Section 3 for a class of multivariate piecewise stationary times series. Asymptotic properties of the estimators of the Givens angles of the mixing matrices for various segments are derived under some regularity conditions on the underlying processes. The TVDOC method is illustrated using simulation and real data where the important role of TS-PCA is highlighted. Section 4 concludes the dissertation. The technical proofs and additional information about the numerical examples are provided in the Appendix.

## 2. DOC AND TS-PCA FOR MULTIVARIATE STATIONARY TIME SERIES

### 2.1 Introduction

Fitting standard multivariate time series models such as vector autoregressive (VAR) models to high-dimensional data is challenging statistically due to a large number of parameters. In the time-domain, dimension reduction methods such as canonical correlation analysis [14], factor models [46], principal component analysis [3, 48, 9] and independent component analysis [7] are based on the idea of finding instantaneous linear combinations of the variables with simpler univariate time series structures. In the spectral-domain, analogues of the principal component analysis (PCA) and factor models have been introduced by [15], [28] and [23] for stationary and nonstationary time series, respectively, where here linear combinations may involve current and lagged values of the observed multivariate series.

Dimension reduction via time-invariant linear transformations of a multivariate time series has the more ambitious goal of extending the classical PCA from sample data to the (dependent) time series data setup. Its key task is to find a matrix so that the subseries of the transformed (segmented, vertically partitioned) series are decorrelated [41, 17] in the sense that they are uncorrelated both contemporaneously and serially. This more stringent requirement is in contrast to some of the earlier approaches cited above, and those in finance like the orthogonal GARCH (O-GARCH) [3] and generalized orthogonal GARCH (GO-GARCH) models [51] where PCA of the marginal (lag-zero) covariance matrix of the data is used to decorrelate only cross-sectionally a multivariate series of asset returns. Another related method is the independent component anslysis (ICA) which finds a matrix such that the linearly transformed subseries are independent cross-sectionally [34].

More formally for any multivariate time series $\boldsymbol{X}_{t}=\left(x_{1, t}, x_{2, t}, \ldots, x_{d, t}\right)^{\prime}$ each $d \times d$
autocovariance matrix has $O\left(d^{2}\right)$ unknown parameters. Even under the covariance stationarity assumption estimating all these covariance parameters simultaneously is a challenging statistical problem. The large number of covariance parameters can be reduced considerably by assuming that the $d$-dimensional observed process $\boldsymbol{X}_{t}$ is a time-invariant linear transformation of $q$ decorrelated latent (unobserved) subseries $\mathbf{s}_{t}^{(i)}, i=1,2, \ldots, q$, of dimensions $d_{i}, \sum_{i=1}^{q} d_{i}=d$. This amounts to assuming that there exist an invertible matrix $\mathbf{M}$ and a latent time series $\mathbf{s}_{t}$ such that

$$
\begin{equation*}
\boldsymbol{X}_{t}=\mathbf{M} \mathbf{s}_{t}, \quad \mathbf{s}_{t}=\left(\mathbf{s}_{t}^{(1)}, \ldots, \mathbf{s}_{t}^{(q)}\right)^{\prime} \text { with } \operatorname{cov}\left(\mathbf{s}_{t}^{(i)}, \mathbf{s}_{s}^{(j)}\right)=0, \quad i \neq j, \tag{2.1}
\end{equation*}
$$

and the $\mathbf{s}_{t}^{(i)}$,s are referred to as the decorrelated subseries of $\boldsymbol{X}_{t}$. In modeling volatility in finance, one may require that certain transformations of $\mathbf{s}_{t}^{(i)}$, $s$ are decorrelated, i.e.

$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{h}\left(\mathbf{s}_{t}^{(i)}\right), \mathbf{h}\left(\mathbf{s}_{s}^{(j)}\right)\right)=0, \quad i \neq j \tag{2.2}
\end{equation*}
$$

where $\mathbf{h}(\cdot)$ is a function acting componentwise on its vector argument. Popular examples of $\mathbf{h}(\cdot)$ are the identity, square and Huber functions, see (2.4).

An important advantage of (2.1)-(2.2) is that regardless of the size of the dimension $d$, modeling a high-dimensional series is reduced to the simpler task of modeling $q$ disjoint (lower-dimensional) subseries. The vector of lower-dimensional models (forecasts) will then be combined and transformed back to a parsimonious model (forecast) for the original high-dimensional series $\boldsymbol{X}_{t}$. We note that whereas the classical PCA always ensures existence of an orthogonal matrix M and the principal components (PCs) for variables with finite second moments, existence of $\mathbf{M}$ and decorrelated subseries $\mathbf{s}_{t}^{(i)}$, in (2.1) cannot be guaranteed due to the additional and stringent requirement of decorrelation of $\mathbf{s}_{t}^{(i)}$, over time. In the recent literature, there are two important special cases of (2.1) depending on
whether all the latent subseries $\mathrm{s}_{t}^{(i)}$, s are required to be univariate or not.
First, when all $d_{i}$ 's are equal to one, then (2.1) reduces to the framework of dynamic orthogonal components (DOC) in mean in [41] which is still more general than the classical PCA in that an orthogonal matrix $\mathbf{M}$ is found so that the cross-covariances between any two pairs of univariate DOCs is zero. In this case, we denote a univariate DOC by $s_{i, t}$ to distinguish it from a low-dimensional subseries $\mathbf{s}_{t}^{(i)}$. As noted earlier existence of DOCs is not ensured, however, when they exist as soon as the mixing matrix $M$ is found, they are computed using $\mathrm{s}_{t}=\mathrm{M}^{-1} \boldsymbol{X}_{t}$, and univariate ARMA or volatility models like the $\operatorname{GARCH}(1,1)$ are fitted to each DOC $s_{i, t}, i=1, \ldots, d$, separately. Even though existence of $\mathbf{M}$ and univariate DOCs $s_{i, t}$ cannot be guaranteed, still for practical reasons one may choose an M so that the DOCs $s_{i, t}$ 's are as close to being decorrelated as possible.

The orthogonal matrix M in DOC analysis [41, Section 2.3] is parameterized in terms of the Givens angles and its estimation involves optimization of a nonconvex objective function defined as the sum of squares of the off-diagonal entries of the first few lagged autocovariance matrices of the transformed data. It is computationally expensive for dimensions as low as five and hence not suitable for high-dimensional time series which are often encountered in business and economics. This computational challenge might be reduced considerably by relaxing the requirement that all the subseries be univariate. In fact, when some of the $d_{i}$ 's are bigger than one, the setup in (2.1) reduces to the time series PCA (TS-PCA) method in [17] which has the goal of segmenting a multivariate stationary time series into several (lower-dimensional) decorrelated subseries. Unlike the DOC method which finds M by solving a nonconvex optimization problem, the TS-PCA method relies on eigenanalysis of a positive-definite matrix defined as a quadratic function of the first few autocorrelation matrices, see (2.11). It is a natural extension of the standard PCA and the DOC for multiple time series in that as in PCA and DOC it finds an orthogonal matrix transforming a multivariate series into several decorrelated subseries, but unlike PCA and

DOC some of the subseries could have dimensions greater than one.
The vertical partitioning or the TS-PCA method seems ideal for managing the computational bottle-neck encountered in modeling high-dimensional time series. Dividing up a large computational problem into several smaller problems opens up the possibility of parallel computing. In particular, solving the nonlinear optimization problem in DOC [41, Section 2.6] can be reduced to solving many subproblems of much lower dimensions. Moreover, after applying TS-PCA to a high-dimensional time series the mere existence of low-dimensional (non-singleton) subseries is an indication that the time series is not in DOC, while its leading to all one-dimensional subseries should be taken as the indication that the time series is already in DOC. In the former case, the low-dimensional subseries can be partitioned further using the DOC method by taking advantage of the substantial dimension reduction.

In the following sections, we provide a brief review of DOC and TS-PCA methods and discuss the connections between them. Recall that their goals are similar, but they use different objective functions and optimization methods. They transform a multivariate stationary time series into decorrelated univariate series and decorrelated (low-dimensional) subseries, respectively. The objective function of DOC is statistically meaningful and nonconvex in M while that of TS-PCA is less so but quadratic in M .

Let $\mathbf{Y}_{t}$ be a multivariate stationary time series and $\mathcal{F}_{t}$ be the information in its past history up to and including the current time $t$. The series can be decomposed as $\mathbf{Y}_{t}=\mu_{t}+e_{t}$, where $\mu_{t}=E\left(\mathbf{Y}_{t} \mid \mathcal{F}_{t-1}\right)$ is the conditional mean and $e_{t}$ is the serially uncorrelated noise. Let $\Sigma_{t}=\operatorname{cov}\left(\mathbf{Y}_{t} \mid \mathcal{F}_{t-1}\right)$ be the conditional covariance matrix of $\mathbf{Y}_{t}$ and $\Sigma_{y}=\operatorname{cov}\left(\mathbf{Y}_{t}\right)$ be its unconditional (marginal) covariance matrix. The time-varying conditional covariance matrix $\Sigma_{t}$ is also referred to as the volatility matrices of the returns of financial assets. Developing simple and interpretable dynamic models for $\mu_{t}$ and $\Sigma_{t}$ is a key goal of multivariate time series analysis.

### 2.2 DOC for stationary time series

In [41] a DOC in mean for $\mu_{t}$ and a separate DOC in volatility for $\Sigma_{t}$ are introduced. Here we work with $\boldsymbol{X}_{t}=\mathbf{Y}_{t}-\mu_{t}$ or take $\mu_{t}=0$ and focus on DOC in volatility for $\Sigma_{t}$, unless stated otherwise.

The goal of DOC in volatility is to find a nonsingular mixing matrix $M$ such that the latent time series $\left\{\mathbf{s}_{t}\right\}_{t=1}^{n}$ enjoys quadratic orthogonality in the sense that the autocovariance matrices

$$
\begin{equation*}
\boldsymbol{\Gamma}(\ell)=\operatorname{cov}\left(\mathbf{s}_{t}^{2}, \mathbf{s}_{t-l}^{2}\right), \ell=0, \pm 1, \pm 2, \cdots \tag{2.3}
\end{equation*}
$$

are diagonal and $\operatorname{cov}\left(s_{i, t} s_{j, t}, s_{i, t-\ell} s_{j, t-\ell}\right)=0$ for $i \neq j$ and for all lags $\ell=1,2, \cdots$. In developing the DOC methodology, it is convenient to have the components of $\boldsymbol{X}_{t}$ uncorrelated at each time point. A way to do this is by setting $\mathbf{z}_{t}=\mathbf{U} \boldsymbol{X}_{t}$, where $\mathbf{U}=\boldsymbol{\Lambda}^{-1 / 2} \mathbf{P}^{\prime}$ and $\Lambda, \mathbf{P}$ are the diagonal matrix of eigenvalues and the orthogonal matrix of the eigenvectors of the sample covariance matrix of the data. Then, using (2.1) the latent vector of DOCs has the representation

$$
\mathbf{s}_{t}=\mathbf{M}^{-1} \boldsymbol{X}_{t}=\mathbf{M}^{-1} \mathbf{U}^{-1} \mathbf{z}_{t}=\mathbf{W} \mathbf{z}_{t}, \text { where } \mathbf{W}=(\mathbf{U M})^{-1}
$$

which implies that $\operatorname{cov}\left(\mathbf{s}_{t}\right)=\mathbf{W} \operatorname{cov}\left(\mathbf{z}_{t}\right) \mathbf{W}^{\prime}$. Since $\operatorname{cov}\left(\mathbf{z}_{t}\right)=\mathbf{I}$, it follows that the separating matrix $\mathbf{W}$ is an orthogonal matrix provided that $\operatorname{cov}\left(\mathbf{s}_{t}\right)=\mathbf{I}$, which we assume from here on. When the determinant of $\mathbf{W}$ is equal to one, its $d_{0}:=d(d-1) / 2$ free entries can be reparameterized using the Givens angles [41, Section 2.3], conveniently collected in a vector $\boldsymbol{\theta}$ of dimension $p$ where its components take value in $(-\pi, \pi]$. From here on, $\mathbf{W}$ is denoted by $\mathbf{W}_{\boldsymbol{\theta}}$ and $\mathbf{s}_{t}$ by $\mathbf{s}_{t}(\boldsymbol{\theta})=\mathbf{W}_{\boldsymbol{\theta}} \mathbf{z}_{t}$, to emphasize their dependence on the vector $\boldsymbol{\theta}$, see [41] for more details on the structure of $\mathbf{W}_{\boldsymbol{\theta}}$.

Given the time series data $\boldsymbol{X}_{t}, t=1, \ldots, n$ or the zero-mean, uncorrelated $\mathbf{z}_{t}, t=$ $1, \ldots, n$ and a vector function $\mathbf{h}(\cdot)$, the sample cross-covariance function of the componentwise transformed latent process is defined by
$\widehat{\boldsymbol{\Gamma}}^{\mathbf{h}(\mathbf{s}(\boldsymbol{\theta}))}(\ell)=\widehat{E}\left\{\mathbf{h}\left(\mathbf{s}_{t}(\boldsymbol{\theta})\right) \mathbf{h}\left(\mathbf{s}_{t-\ell}(\boldsymbol{\theta})\right)^{\prime}\right\}-\widehat{E}\left\{\mathbf{h}\left(\mathbf{s}_{t}(\boldsymbol{\theta})\right)\right\} \widehat{E}\left\{\mathbf{h}\left(\mathbf{s}_{t-\ell}(\boldsymbol{\theta})\right)\right\}^{\prime}, \quad \ell=0,1,2 \ldots$,
where $\widehat{E}(\cdot)$ is the sample expectation operator. Ideally, one should choose $\boldsymbol{\theta}$ so that these covariance matrices are as close to being diagonal as possible at all lags, but here for a given positive integer $m_{1}$ we restrict attention to a prespecified set of lags $\ell \in \overline{\mathbb{N}}_{0}:=\{0 \leq$ $\left.\ell \leq m_{1}\right\}$ which always includes the lag 0.

An objective function for estimating $\mathbf{W}_{\boldsymbol{\theta}}$ or $\boldsymbol{\theta}$ in the modeling time-varying volatility would naturally rely on the dynamic structure or cross-correlations which amounts to taking $h(s)=s^{2}$, namely the square of the entries of the latent vector. However, since asset returns usually exhibit heavy tails applying the following Huber's function

$$
h_{c}(s)=\left\{\begin{array}{cl}
s^{2} & \text { if }|s| \leq c  \tag{2.4}\\
2|s| c-c^{2} & \text { if }|s|>c
\end{array}\right.
$$

to each $s_{i, t}$ would make the procedure more robust to outliers [41]. We use $c=2.25$ in our computations in Section 4.

To define the objective function, we vectorize and arrange all the off-diagonal elements of $\left\{\widehat{\boldsymbol{\Gamma}}^{\mathbf{h}(\mathbf{s}(\boldsymbol{\theta}))}(\ell) \mid \ell \in \overline{\mathbb{N}}_{0}\right\}$ in the vector $\overline{\mathbf{f}}_{n}(\boldsymbol{\theta})=\widehat{E}\left\{\mathbf{f}\left(\mathbf{z}_{t}, \boldsymbol{\theta}\right)\right\}$ where $\mathbf{f}\left(\mathbf{z}_{t}, \boldsymbol{\theta}\right)$ is a vector with entries

$$
\begin{equation*}
f_{i j}^{\ell}\left(\mathbf{z}_{t}, \boldsymbol{\theta}\right)=\mathbf{h}_{i}\left(\mathbf{s}_{t}(\boldsymbol{\theta})\right) \mathbf{h}_{j}\left(\mathbf{s}_{t-\ell}(\boldsymbol{\theta})\right)-\widehat{E}\left\{\mathbf{h}_{i}\left(\mathbf{s}_{t}(\boldsymbol{\theta})\right)\right\} \widehat{E}\left\{\mathbf{h}_{j}\left(\mathbf{s}_{t-\ell}(\boldsymbol{\theta})\right)\right\}, \tag{2.5}
\end{equation*}
$$

indexed by $i<j$ for $\ell=0$, and by $i \neq j$ for $\ell>0$. Since the lagged cross-dependence is typically strongest at lower lags, we use the following larger weights for the lower-lag cross-covariance matrices:

$$
\phi_{\ell}=\frac{1-\ell /\left|\overline{\mathbb{N}}_{0}\right|}{\Sigma_{\ell}\left(1-\ell /\left|\overline{\mathbb{N}}_{0}\right|\right)} /\left(d_{0}+d_{0} \mathbf{I}_{\{\ell \neq 0\}}\right) \text { for } \ell \in \overline{\mathbb{N}}_{0},
$$

where $\left|\overline{\mathbb{N}}_{0}\right|$ is the cardinality of the set $\overline{\mathbb{N}}_{0}$ and $\mathbf{I}_{\{\cdot\}}$ denotes an indicator function. Arranging these weights into the following diagonal matrix

$$
\boldsymbol{\Phi}=\operatorname{diag}\left\{\phi_{\ell_{1}}, \cdots, \phi_{\ell_{1}}, \phi_{\ell_{2}}, \cdots, \phi_{\ell_{2}}, \cdots, \phi_{\ell_{\left|\overline{\mathbf{N}}_{0}\right|}}, \cdots, \phi_{\ell_{\left|\overline{\mathbf{N}}_{0}\right|}}\right\},
$$

the objective function is then defined as a quadratic form in the off-diagonal entries of the cross-covariance matrices:

$$
\begin{equation*}
\mathcal{J}_{n}(\boldsymbol{\theta})=\overline{\mathbf{f}}_{n}(\boldsymbol{\theta})^{\prime} \boldsymbol{\Phi} \overline{\mathbf{f}}_{n}(\boldsymbol{\theta}) . \tag{2.6}
\end{equation*}
$$

An estimator of $\widehat{\boldsymbol{\theta}}_{n}$ is defined as its minimizer: $\widehat{\boldsymbol{\theta}}_{n}=\operatorname{argmin}_{\boldsymbol{\theta}} \mathcal{J}_{n}(\boldsymbol{\theta})$. Finally, the separating matrix is estimated as $\mathbf{W}_{\widehat{\boldsymbol{\theta}}_{n}}$ and the estimated DOC series is given by $\widehat{\mathbf{s}}_{t}=\mathbf{W}_{\widehat{\boldsymbol{\theta}}_{n}} \mathbf{z}_{t}$.

There are three sources of nonuniqueness in estimating M and $\mathrm{s}_{t}$, related to the scale, sign and the order of the DOCs. These stem from the matrix product on the right hand side of (2.1) where $\mathrm{Ms}_{t}=\mathrm{MHH}^{-1} \mathrm{~s}_{t}$, for any invertible matrix H . The scale of DOCs can be fixed by assuming $\operatorname{cov}\left(\mathbf{s}_{t}\right)=I$, then taking $\mathbf{H}$ to be a signed permutation matrix allows identification of the DOCs up to a signed permutation which is sufficient for forecasting purposes for several situations discussed in [41, Section 2.4]. In addition, since the objective function is nonconvex its numerical optimization requires special attention to avoid getting stuck at the local minima. A way to address this issue is to work with several initial values in the high-dimensional parameter space as in [47].

Existence of DOCs implies that the off-diagonal elements of $\Gamma^{\mathbf{h ( s}(\boldsymbol{s}))}(\ell)$ are zero for $\ell \geq 0$, so that one may develop a Ljung-Box type test for their existence by testing the hypothesis that all these off-diagonal elements are zero. Let $h_{i, t-\ell}=\mathbf{h}_{i}\left(\mathbf{s}_{t-\ell}\right)$ and $\rho_{i, j}^{h}(\ell)=\operatorname{corr}\left\{h_{i, t}, h_{j, t-\ell}\right\}$ where $\mathbf{h}(\cdot)$ is the square function for DOC in volatility. The null and alternative hypothesis to test for the existence of DOCs are,

$$
\begin{align*}
& H_{0}: \rho_{i, j}^{h}(\ell)=0, \text { for all } i \neq j, \ell=0,1,2, \cdots, m  \tag{2.7}\\
& H_{a}: \rho_{i, j}^{h}(\ell) \neq 0, \text { for some } i \neq j, \ell=0,1,2, \cdots, m \tag{2.8}
\end{align*}
$$

The test statistic used is

$$
\begin{equation*}
Q_{d}^{0}(m)=n \Sigma_{i<j} \rho_{i, j}^{h}(0)^{2}+n(n+2) \Sigma_{k=1}^{m} \Sigma_{i \neq j} \rho_{i, j}^{h}(k)^{2} /(n-k), \tag{2.9}
\end{equation*}
$$

which under $H_{0}$, is asymptotically distributed as a $\chi^{2}$ distribution with $d(d-1) / 2+$ $m d(d-1)$ degrees of freedom [39]. The null hypothesis is rejected for larger values of the test statistic.

### 2.3 TS-PCA for high-dimensional time series

Estimation of the mixing matrix in DOC involves nonlinear optimization, is computationally expensive and hence not suited for high-dimensional data [41]. In this section, we review the computationally attractive TS-PCA method [17] involving eigenanalysis of a suitable positive-definite matrix in the spirit of classical PCA. We discuss its potential connection with and role in reducing the computational burden encountered in DOC analysis.

To describe the TS-PCA methodology, it is convenient to assume that the two time
series in (2.1) are standardized, namely

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{X}_{t}\right)=\mathbf{I}_{d} \quad \text { and } \quad \operatorname{var}\left(\mathbf{s}_{t}\right)=\mathbf{I}_{d} . \tag{2.10}
\end{equation*}
$$

For a pre-selected positive integer $k_{0}$, consider the positive-definite matrix

$$
\begin{equation*}
\mathbf{W}_{x}=\sum_{k=0}^{k_{0}} \boldsymbol{\Gamma}_{x}(k) \boldsymbol{\Gamma}_{x}(k)^{\prime}=\mathbf{I}_{d}+\sum_{k=1}^{k_{1}} \boldsymbol{\Gamma}_{x}(k) \boldsymbol{\Gamma}_{x}(k)^{\prime}, \tag{2.11}
\end{equation*}
$$

where $\boldsymbol{\Gamma}_{x}(k)=\operatorname{corr}\left(\boldsymbol{X}_{t+k}, \boldsymbol{X}_{t}\right)$ is the cross-correlation matrix of the standardized time series. In contrast to using nonconvex optimization in DOC, TS-PCA finds the mixing matrix $\mathbf{M}$ in (2.1) by relying on the simpler task of eigenanalysis of the matrix $\mathbf{W}_{x}$. Let $\boldsymbol{\Gamma}_{x}$ be the $d \times d$ orthogonal matrix of the eigenvectors of $\mathbf{W}_{x}$. Then, the matrix $\mathbf{M}$ is identified as a column-permutation of an estimator of $\Gamma_{x}$. The permutation is designed to group the transformed series $\hat{\mathbf{s}}_{t}=\hat{\boldsymbol{\Gamma}}_{x}^{\prime} \boldsymbol{X}_{t}$ into a number of decorrelated subseries of lower dimensions so that the within-subseries correlations are significant while those of the between-subseries are not. The following is the two-step TS-PCA procedure in [17, Section 2.2]:

1. Find a consistent estimator of $\mathbf{W}_{x}$, and let $\hat{\boldsymbol{\Gamma}}_{x}$ be the orthogonal matrix obtained from its eigenanalysis (spectral decomposition).
2. Obtain the matrix $\hat{\mathbf{M}}=\left(\hat{\mathbf{M}}_{1}, \ldots, \hat{\mathbf{M}}_{q}\right)$ by permutating the columns of $\hat{\boldsymbol{\Gamma}}_{x}$ so that $\hat{\mathbf{s}}_{t}=\hat{\boldsymbol{\Gamma}}_{x}^{\prime} \boldsymbol{X}_{t}$ is segmented into $q$ decorrelated subseries as in (2.1).

As for a consistent estimator of $\mathbf{W}_{x}$, it is known that for large dimensions $d$, the sample autocovariance matrix $\widehat{\boldsymbol{\Gamma}}_{x}(k)=\frac{1}{n} \sum_{t=1}^{n-k}\left(\boldsymbol{X}_{t+k}-\overline{\boldsymbol{X}}\right)\left(\boldsymbol{X}_{t}-\overline{\boldsymbol{X}}\right)^{\prime}$ with $\overline{\boldsymbol{X}}=\frac{1}{n} \sum_{t=1}^{n} \boldsymbol{X}_{t}$, is not a consistent estimator for $\boldsymbol{\Gamma}_{x}(k)$. Consider a regularized estimator such as the threshold
estimator

$$
T_{u}\left(\widehat{\boldsymbol{\Gamma}}_{x}(k)\right)=\left(\hat{\Gamma}_{i, j}^{(k)} I\left\{\left|\hat{\Gamma}_{i, j}^{(k)}\right| \geq u\right\}\right)_{i, j=1,2, \cdots, d}
$$

where $u=\lambda(\log d / n)^{1 / 2}$ is the threshold level and $\lambda>0$ is a tuning parameter, $I(\cdot)$ is the indicator function and $\hat{\Gamma}_{i, j}^{(k)}$ represents the $(i, j)$-th entry of $\widehat{\Gamma}_{x}(k)$ [12]. Then, the threshold estimator defined by

$$
\widehat{\mathbf{W}}_{x}^{(t h r e s)}=\mathbf{I}_{d}+\sum_{k=1}^{k_{0}} T_{u}\left(\widehat{\boldsymbol{\Gamma}}_{x}(k)\right) T_{u}\left(\widehat{\boldsymbol{\Gamma}}_{x}(k)\right)^{\prime}
$$

is known to be consistent for $\mathbf{W}_{x}$ [17, Lemma 8] for a suitable choice of the tuning parameter $\left(m, k_{0}, \lambda\right)$, where $m$ is the number of lags in the multiple null hypothesis in (2.12).

The consistent estimator above provides an estimator for $M$ up to a regrouping of its columns. Intuitively, the permutation in Step 2 is found by visually examining the cross-correlograms of pairs of components of $\hat{\mathbf{z}}_{t}=\hat{\boldsymbol{\Gamma}}_{x}^{\prime} \boldsymbol{X}_{t}$, and putting in the same group those components which have significant cross-correlations at all lags. This amounts to obtaining M by rearranging the columns of $\hat{\boldsymbol{\Gamma}}_{x}$ according to the grouping suggested by the cross-correlograms. Though the idea of visual inspection of pairwise cross-correlations is not practical for high-dimensional time series, its core insight is used to develop automatic permutation rules based on certain functionals of the cross-correlations. More precisely, with $\rho(k)$ as the lag- $k$ cross-correlation between two component series of $\hat{\mathbf{z}}_{t}$, we say these two components are connected if the multiple null hypothesis

$$
\begin{equation*}
H_{0}: \rho(k)=0, \text { for any } k=0, \pm 1, \ldots, \pm m \tag{2.12}
\end{equation*}
$$

is rejected. Evidently, connected components with significant cross-correlation should belong to the same group. Thus, the permutation in Step 2 starts with $d$ groups of singletons,
then two groups are combined if connected pairs in $\hat{\mathbf{z}}_{t}$ are split over two groups, and the process is continued until all connected pairs are united in one group.

A method for identifying the connected pairs using cross-correlations $\hat{\rho}_{i, j}(h)$ of the series $\hat{z}_{t}$, for any pair $(1 \leq i<j \leq d)$, is based on their maximum,

$$
\begin{equation*}
\widehat{L}_{n}(i, j)=\max _{|l| \leq m}\left|\hat{\rho}_{i, j}(l)\right| \tag{2.13}
\end{equation*}
$$

The null hypothesis of significant cross-correlations would be rejected for the $(i, j)$ pair if this statistic is greater than a specified threshold. To avoid multiple tests for $d_{0}=$ $d(d-1) / 2$ pairs, a ratio statistic is used to single out those pairs for which $H_{0}$ will be rejected. It is based on the rearrangement in descending order: $\hat{L}_{1} \geq \hat{L}_{2} \geq \ldots \geq \hat{L}_{d_{0}}$ and defining $\hat{r}$ as

$$
\begin{equation*}
\hat{r}=\arg \max _{1 \leq j \leq c_{0} \cdot p} \frac{\hat{L}_{j}}{\hat{L}_{j+1}}, \tag{2.14}
\end{equation*}
$$

where $c_{0} \in(0,1)$ is used to guard against dividing by 0 . Once $\hat{r}$ is determined, the pairs corresponding to the first $\hat{r}$ maximum cross-correlations are declared connected or significantly cross-correlated and groups are formed based on these pairs.

An extension of TS-PCA to segment multivariate volatility processes in [17, Section 5] amounts to applying the above procedure to the target matrix:

$$
\begin{equation*}
\mathbf{W}_{x}=\sum_{B \in \mathcal{B}_{t-1}}\left[\mathrm{E}\left\{\boldsymbol{X}_{t} \boldsymbol{X}_{t}^{\prime} \mathrm{I}(B)\right\}\right]^{2} \tag{2.15}
\end{equation*}
$$

where $\mathcal{B}_{t-1}$ is a $\pi$-class and the $\sigma$-algebra it generate is $\mathcal{F}_{t-1}=\sigma\left(\boldsymbol{X}_{t-1}, \boldsymbol{X}_{t-2}, \cdots\right)$. The target matrix $\mathbf{W}_{x}$ is estimated by

$$
\widehat{\mathbf{W}}_{x}=\sum_{\ell=1}^{n} \sum_{k=1}^{k_{0}}\left\{\frac{1}{n-k} \sum_{t=k+1}^{n} \boldsymbol{X}_{t} \boldsymbol{X}_{t}^{\prime} \mathrm{I}\left(\boldsymbol{X}_{t-k}^{\prime} \boldsymbol{X}_{t-k} \leq \boldsymbol{X}_{\ell}^{\prime} \boldsymbol{X}_{\ell}\right)\right\}^{2}
$$

see [26].

### 2.4 Connection between DOC and TS-PCA

The connection between DOC and TS-PCA is not evident and has not been studied. The following result sheds some light on the possible connections between their objective functions.

Lemma 1. Let $\left\{\boldsymbol{X}_{t}\right\}$ be a mean-zero stationary process satisfying $\boldsymbol{X}_{t}=\mathrm{Ms}_{t}$. Then, (a)

$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{s}_{t}, \mathbf{s}_{t-\ell}\right)=\mathbf{M} \boldsymbol{\Gamma}_{x}(\ell) \mathbf{M}^{\prime} \tag{2.16}
\end{equation*}
$$

(b) provided that $\left\{\boldsymbol{X}_{t}\right\}$ is Gaussian, we have

$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{s}_{t}^{2}, \mathbf{s}_{t-\ell}^{2}\right)=2\left(\mathbf{M} \boldsymbol{\Gamma}_{x}(\ell) \mathbf{M}^{\prime}\right) \circ\left(\mathbf{M} \boldsymbol{\Gamma}_{x}(\ell) \mathbf{M}^{\prime}\right) \tag{2.17}
\end{equation*}
$$

where $\circ$ denotes the Hadamard product two matrices.

The equivalence between DOC in mean and TS-PCA is immediate from the identity in (A.1). However, if one could replace the Hadamard product in the identity (A.2) by the usual matrix product, then the equivalence between DOC in volatility and TSPCA for volatility processes would be immediate. Unfortunately, this does not seem to be possible mostly because of the following observation: A key difference between DOC in volatility and TS-PCA in volatility lies in their assumptions on the latent process $\mathbf{s}_{t}$. Recall that DOC assumes that $\operatorname{cov}\left(\mathbf{s}_{t}^{2}, \mathbf{s}_{t-\ell}^{2}\right)$ is diagonal for $\ell=0, \pm 1, \pm 2, \ldots$, and $\operatorname{cov}\left(s_{t i} s_{t j}, s_{t-\ell, i} s_{t-\ell, j}\right)=0$ for $i \neq j$ and $\ell=1,2, \ldots$; while TS-PCA requires the conditional covariance $\operatorname{cov}\left(\mathrm{s}_{t} \mid \mathcal{F}_{t-1}\right)$ to be block diagonal. Without any additional assumption, these two sets of conditions do not nest each other. When $\mathrm{s}_{t}$ follows the multivariate GARCH model, as pointed out in Matteson and Tsay (2011), the assumption for DOC in volatility implies that $\operatorname{cov}\left(\mathbf{s}_{t} \mid \mathcal{F}_{t-1}\right)$ is diagonal.

Nevertheless, we provide further support on their close connections through a simulation study reported in the Appendix. Furthermore, the recent papers by [33] on principal component volatility (PCV) and the paper by [38] are closely related to this topic.

## 3. DOC FOR NONSTATIONARY TIME SERIES

### 3.1 Introduction

The key assumptions in both TS-PCA and DOC methods are stationarity of the data and existence of time-invariance of the linear transformations. For many real life examples, however, the stationarity feature is often violated for reasonably long time series. In such situations, it is natural and common to work with locally homogeneous or piecewise stationary processes ([1]). For example, [19] presented a class of nonstationary time series models with evolutionary spectral representation which can be approximated arbitrarily closely by AR models with time-varying coefficients. [20] considered piecewise AR processes, and then piecewise GARCH and stochastic volatility models in [21]. [37] studied structural breaks in spectral distribution of piece-wise stationary time series, and [5] considered change point detections in covariance matrices of nonstationary time series.

We extend the TS-PCA and DOC methods to the nonstationary setup where the series is composed of several locally homogeneous segments due to changes in its volatility or other features. The key challenge is the identification of the change points or finding the locally homogeneous intervals. A parametric approach to the problem will assume a subjective global model for the series which may lack the flexibility to deal with sudden changes, see [10]. A local parametric approach due to [43], which assumes that the volatility process is approximately constant locally but time-varying over longer stretch of time, is ideal for the problem at hand. It allows developing a data-based method to select the change-points, the ensuing intervals of homogeniety ([18]) and estimation of the mixing matrices. Our proposed time-varying TS-PCA and DOC methods combines the merits of the decorrelating methods restricted by stationarity assumption and the change point detection method in [18] such that the TS-PCA or DOC could be applied to analyze the
partitioned stationary segments of the data separately.

### 3.2 TVDOC for piece-wise stationary data

Stationarity assumption central to DOC analysis [41] may not be tenable in practice especially for asset returns where there could be drastic structural changes over time. Thus, it is desirable to study and extend the DOC methodology to nonstationary data where the mixing matrix is time-varying.

In this section, we propose a time-varying DOC (TVDOC) methodology for multivariate piecewise stationary data generalizing the stationary DOC. It relies on a change point detection method, reviewed in Section 3.2, to divide the whole series into a number of locally homogeneous segments, and then stationary DOC technique is applied to each segment separately.

For simplicity, we consider the case where the original series $\boldsymbol{X}_{t}$ is standardized with $E\left(\boldsymbol{X}_{t}\right)=0$ and $\operatorname{cov}\left(\boldsymbol{X}_{t}\right)=\mathbf{I}$, has only one change point at the known time point $k_{0}(n)$. It is straightforward to generalize the results to the multiple change points situation. Let us denote the two stationary segments by $\boldsymbol{X}_{t}^{(1)}=\boldsymbol{X}_{t}$ if $t \leq k_{0}(n)$ and $\boldsymbol{X}_{t}^{(2)}=\boldsymbol{X}_{t}$ if $k_{0}(n)+1 \leq t \leq n$, and their angle parameters for each segment by $\boldsymbol{\theta}_{i}$ and $\mathbf{s}_{t}\left(\boldsymbol{\theta}_{i}\right)$, respectively. Recall that $\mathbf{s}_{t}\left(\boldsymbol{\theta}_{i}\right)=\mathbf{W}_{\boldsymbol{\theta}_{i}} \boldsymbol{X}_{t}^{(i)}$ for $i=1,2$, and that in TVDOC we estimate $\boldsymbol{\theta}_{i}$ by minimizing the two separate objective functions $\mathcal{J}^{(i)}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)=\bar{f}^{(i)}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)^{\prime} \Phi_{n} \bar{f}^{(i)}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right), i=1,2$, where as before, $\bar{f}^{(i)}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)=\hat{E} f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{i}\right)$ and $f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{i}\right)$ is the vector that stacks up all the off-diagonal elements in the lagged autocovariance matrices $\widehat{\operatorname{cov}}\left(\mathbf{s}_{t}^{2}\left(\boldsymbol{\theta}_{i}\right), \mathbf{s}_{t-\ell}^{2}\left(\boldsymbol{\theta}_{i}\right)\right)$. Set $\boldsymbol{\theta}=\left(\boldsymbol{\theta}_{1}^{\prime}, \boldsymbol{\theta}_{2}^{\prime}\right)^{\prime}, \bar{g}(\boldsymbol{\theta})=\left(\bar{f}^{(1)}\left(\boldsymbol{\theta}_{1}\right)^{\prime}, \bar{f}^{(2)}\left(\boldsymbol{\theta}_{2}\right)^{\prime}\right)^{\prime}$, and let

$$
\boldsymbol{\Theta}=\left\{\theta_{i}^{j}, 2 \leq j \leq d, 1 \leq i \leq j-1, \text { where } \theta_{i}^{j} \in(-\pi, \pi]\right\},
$$

be the parameter space and $\bar{\Theta}$ be a sufficiently large compact subset of $\Theta$.

### 3.3 Asymptotic properties of TVDOC

In this section, we establish strong consistency of the estimator $\hat{\boldsymbol{\theta}}=\left(\hat{\boldsymbol{\theta}}_{1}^{\prime}, \hat{\boldsymbol{\theta}}_{2}^{\prime}\right)^{\prime}$ in the TVDOC setup under the Conditions C1-C4 which are similar to those in [41]. Then, the joint asymptotic normality for $\left(\hat{\boldsymbol{\theta}}_{1}^{\prime}, \hat{\boldsymbol{\theta}}_{2}^{\prime}\right)^{\prime}$ is proved using the concept of near-epochdependence for triangular array of random variables. In what follows, $\boldsymbol{\theta}_{0}=\left(\boldsymbol{\theta}_{01}^{\prime}, \boldsymbol{\theta}_{02}^{\prime}\right)^{\prime}$ stands for the true value of the parameter. With suitable modifications, our theoretical results are still valid when the Huber's function is used.

C 1 . There exists unique minimizer $\boldsymbol{\theta}_{0 i} \in \overline{\boldsymbol{\Theta}}$ for $\mathcal{J}^{(i)}(\boldsymbol{\theta}), i=1,2$.
C2. The process $\boldsymbol{X}_{t}^{(i)}$ is stationary and ergodic with $E\left\|\boldsymbol{X}_{t}^{(i)}\right\|^{2}<\infty$ for $i=1,2$.
C3. $\sup \mathrm{E}\left\|\mathbf{s}_{t}(\boldsymbol{\theta})^{4}\right\|^{2}<\infty$ and $\sup \mathrm{E}\left\|\frac{\partial \mathbf{s}_{t}(\boldsymbol{\theta})^{2}}{\partial \boldsymbol{\theta}_{i}} \boldsymbol{X}_{t}^{(i)}\right\|^{2}<\infty$. $\boldsymbol{\theta} \in \boldsymbol{\Theta} \quad \boldsymbol{\theta} \in \boldsymbol{\Theta}$
$\mathrm{C} 4 . \mathbf{W}_{\boldsymbol{\theta}_{0 i}}$ has a unique continuous inverse.
Theorem 1. (Strong Consistency) Under Conditions $C 1-C 4, \hat{\boldsymbol{\theta}} \xrightarrow{\text { a.s. }} \boldsymbol{\theta}_{0}$ as $n \rightarrow \infty$.
To establish the joint asymptotic normality for $\left(\hat{\boldsymbol{\theta}}_{1}^{\prime}, \hat{\boldsymbol{\theta}}_{2}^{\prime}\right)^{\prime}$, we introduce the concept of near-epoch-dependence for triangular array of random variables, which is one of the most general concepts of weak temporal dependence for nonlinear models. Its origin can be traced to as far back as [35] and it has been widely used in the econometrics literature, see e.g. [52], [4], and [22] among others.

Definition A triangular array of random variables $\left\{\boldsymbol{X}_{n, t}\right\}$ is $L_{2}$-near-epoch-dependent ( $L_{2}$-NED) on a triangular array of random variables $\left\{U_{n, t}\right\}$ if for $k \geq 0$,

$$
\operatorname{supsup}_{n}\left\|\boldsymbol{X}_{n, t}-E\left[\boldsymbol{X}_{n, t} \mid U_{n, t-k}, \cdots, U_{n, t+k}\right]\right\| \leq v(k),
$$

and $v(k) \rightarrow 0$ as $k \rightarrow \infty$.

Definition A sequence $\delta_{k}$ is of size $-\lambda$ if $\delta_{k}=O\left(k^{-\lambda-\epsilon}\right)$ for some $\epsilon>0$.

The following assumptions are imposed to facilitate our theoretical derivations.
C5. $\lim _{n \rightarrow+\infty} \frac{k_{0}(n)}{n-k_{0}(n)}=c$, for a positive constant $c$.
C6. Let $\mathbf{s}_{n, t}=\mathbf{s}_{t}\left(\boldsymbol{\theta}_{01}\right)$ if $t \leq k_{0}(n)$ and $\mathbf{s}_{n, t}=\mathbf{s}_{t}\left(\boldsymbol{\theta}_{02}\right)$ if $t>k_{0}(n)$. Then, for some $r>2,\left\{\mathbf{s}_{n, t}\right\}$ is a triangular array of mean zero random vectors that is $L_{2}$-NED of size -1 on an $\alpha$-mixing base $\left\{U_{n, t}\right\}$ of size $-r /(r-2)$ and $\operatorname{supsup}_{n} E\left\|\mathbf{s}_{n, t}\right\|^{4 r}<\infty$.

C7. Let $\bar{g}\left(\boldsymbol{\theta}_{0}\right)=\left(\bar{f}^{(1)}\left(\boldsymbol{\theta}_{01}\right)^{\prime}, \bar{f}^{(2)}\left(\boldsymbol{\theta}_{02}\right)^{\prime}\right)^{\prime} . \lim _{n \rightarrow \infty} \operatorname{var}\left(\sqrt{n} \bar{g}\left(\boldsymbol{\theta}_{0}\right)\right)=\mathbf{V}_{0}=\operatorname{diag}\left(\mathbf{V}_{1,1}, \mathbf{V}_{2,2}\right)$ for some positive definite matrix $\mathbf{V}_{0}$.

C8. There exists a weakly consistent estimator $\hat{\mathbf{V}}_{n}:=\operatorname{diag}\left(\hat{\mathbf{V}}_{1,1}, \hat{\mathbf{V}}_{2,2}\right)$ for $\mathbf{V}_{0}$, namely $\hat{\mathbf{V}}_{n}-\mathbf{V}_{0} \xrightarrow{\mathcal{P}} 0$ as $n \rightarrow \infty$.

For $i=1,2$, note that $\bar{f}^{(i)}\left(\boldsymbol{\theta}_{i}\right)$ is continuously differentiable with respect to $\boldsymbol{\theta}_{i}$ on $\boldsymbol{\Theta}$. We denote its matrix gradient by $\bar{F}^{(i)}\left(\theta_{i}\right)$ and define the matrices

$$
G_{i}=\bar{F}^{(i)}\left(\hat{\theta}_{i}\right)^{\prime} \Phi_{n} \hat{\mathbf{V}}_{i, i} \Phi_{n} \bar{F}^{(i)}\left(\hat{\theta}_{i}\right), \quad H_{i}=\bar{F}^{(i)}\left(\hat{\theta}_{i}\right)^{\prime} \Phi_{n} \bar{F}^{(i)}\left(\hat{\theta}_{i}\right),
$$

and

$$
A_{n}=\operatorname{diag}\left(G_{1}^{-1 / 2}, G_{2}^{-1 / 2}\right) \operatorname{diag}\left(H_{1}, H_{2}\right)
$$

Theorem 2. (Asymptotic Normality) Under Conditions $C 1-C 8$, as $n \rightarrow \infty$,

$$
A_{n} \times \sqrt{n}\binom{\left(\hat{\boldsymbol{\theta}}_{1}-\boldsymbol{\theta}_{1}\right)}{\left(\hat{\boldsymbol{\theta}}_{2}-\boldsymbol{\theta}_{2}\right)} \xrightarrow{D} N\left(\mathbf{0}_{2 p}, \mathbf{I}_{2 p}\right), \text { where } p:=d(d-1) / 2 .
$$

Some remarks on the assumptions are in order: Assumption C5 controls the two segment lengths so that both grow to infinity. Assumption C6 allows for general serial correlation in $\mathbf{s}_{n, t}$ and it accounts for potential heteroscedasticity across different segments of the latent process. Similar conditions have been considered in the change-point detection literature, see e.g. [4] and [8]. Assumption C7 ensures the existence of a positive
definite asymptotic covariance matrix for $\bar{g}\left(\boldsymbol{\theta}_{0}\right)$. As $\left\{\mathbf{s}_{n, t}\right\}$ is $L_{2}$-NED of size -1 , it can be shown that $\bar{f}^{(1)}\left(\boldsymbol{\theta}_{01}\right)$ and $\bar{f}^{(2)}\left(\boldsymbol{\theta}_{02}\right)$ are asymptotically uncorrelated, which implies the asymptotic independence between $\hat{\boldsymbol{\theta}}_{1}$ and $\hat{\boldsymbol{\theta}}_{2}$. Assumption C 8 requires the existence of a consistent covariance estimator for $\mathbf{V}$, which can be constructed based on the classical kernel-window estimation.

We note that, in practice, the change point $k_{0}(n)$ is unknown and needs to be estimated from the data as described in the next subsection. Let $\hat{k}(n)$ be a consistent estimator such that

$$
\begin{equation*}
n^{-1}\left|\hat{k}(n)-k_{0}(n)\right|=o_{p}(1) . \tag{3.1}
\end{equation*}
$$

Then following the arguments in Corollary 1 of [8], we expect that the conclusion in Theorem 4 remains valid if $k_{0}(n)$ is replaced by $\hat{k}(n)$.

### 3.4 Change point detection

Identification of change points or segmenting a nonstationary series into locally homogeneous intervals is an important step in the development of TVDOC. There are diverse change point detection methods in the literature. A parametric approach which usually assumes a subjective global model for the series may lack the flexibility to deal with sudden changes [10].

We rely on a local parametric approach due to [43] as implemented by [18, Section 2] which assumes that the volatility process is approximately constant locally but timevarying over longer stretch of time. For our goals here, it leads to an ideal data-based and sequential testing method to detect the change-points. More specifically, for a given $t$ one starts with a set of $K$ candidate intervals of increasing lengths of the form $I_{t, k}=\left(t-m_{k}, t\right]$ with $m_{k}=m_{0} a^{k}, 1 \leq k \leq K$, with prespecified $m_{0}$ and a multiplier $a>1$. The shortest interval $I_{t, 0}$ is always accepted due its smaller modeling bias relative to others. Next, for a longer interval $I_{t, k}$ with $k=1, \ldots, K$ which nests the previously accepted inter-
val $I_{t, k-1}$, the focus will be on testing the status of the new time points in the interval $J_{t, k}=\left[t-m_{k}, t-m_{k-1}\right]$ as potential change points. A log-likelihood ratio test in [18] is used to sequentially screen all the new time points in the interval $J_{t, k}$. One accepts the interval $I_{t, k}$ if all the time points are found to be insignificant as potential change point. The procedure is then continued in the next longer interval until either a change point is detected or the longest interval $I_{t, K}$ is reached. Otherwise, the procedure terminates and the last accepted interval is selected.

The choice of $m_{0}$ is delicate and it is recommended to be chosen small as compared to the sample size so that smaller candidate intervals are constructed to capture all potential change points. In our experience, we found satisfactory results when $m_{0}$ was around $(1 / 8)^{t h}$ of the sample size, and for fixed $a=1.25$ and $K=5$ as suggested in [18].

### 3.5 Simulation and data analysis

In this section, we illustrate the TVDOC method and compare its performance with DOC, PCA and TVPCA using simulated and real datasets with dimensions ranging from $d=3$ to 135 . The latter high-dimensional dataset highlights the important role of TSPCA as a tool to vertically partition a high-dimensional time series into lower-dimensional decorrelated subseries suitable for further analysis by the DOC method.

### 3.5.1 A simulation study

Using a simulation experiment we illustrate the TVDOC methodology and assess its performance relative to DOC and other methods when the assumption of stationarity or constant mixing matrix is violated.

We consider the $\operatorname{GARCH}(1,1)-t_{\nu}$ model for each volatility component $s_{i t}, i=$ $1,2, \cdots, d$, where $t_{\nu}(0,1)$ denote the standardized Student- $t$ distribution with $\nu$ degrees
of freedom. The multivariate volatility model for the original time series of innovations is:

$$
\begin{align*}
\mathbf{e}_{t} & =\mathbf{M s}_{t}=\mathbf{M} \mathbf{V}_{t}^{1 / 2} \boldsymbol{\epsilon}_{t}, \\
\mathbf{V}_{t} & =\operatorname{diag}\left\{\sigma_{1 t}^{2}, \cdots, \sigma_{d t}^{2}\right\}, \quad \epsilon_{i t} \stackrel{i i d}{\sim} t_{v_{i}}(0,1),  \tag{3.2}\\
\boldsymbol{\Sigma}_{t} & =\mathbf{M V}_{t} \mathbf{M}^{\prime}, \quad \sigma_{i t}^{2}=\omega_{i}+\alpha_{i} s_{i, t-1}^{2}+\beta_{i} \sigma_{i, t-1}^{2}
\end{align*}
$$

where $\omega_{i}>0$, and $\alpha_{i}, \beta_{i} \geq 0$ to ensure positiveness of the variances. It is further assumed that $\nu_{i}>2$ and $\alpha_{i}+\beta_{i}<1$, to ensure second order stationarity and ergodicity of the process see [29, Theorem 2.5].

In each simulation experiment for series of length $n=1000,2000$, the DOCs $\mathbf{s}_{t}^{(1)}, t=$ $1, \ldots, n / 2$, and $\mathbf{s}_{t}^{(2)}, t=n / 2+1, \ldots, n$, are simulated as in (3.2) with $v_{i}=6, \omega_{i}=$ $0.01, \alpha_{i}=0.09, \beta_{i}=0.90$ for $i=1,2$. Two fixed $d \times d$ mixing matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ are constructed whose entries are iid draws from a standard normal distribution (these matrices are presented in the Appendix). We set $\mathbf{M}_{t}=\mathbf{M}_{1}$ for the first $n / 2$ observations and $\mathbf{M}_{t}=\mathbf{M}_{2}$ for the rest, denote the first segment of the series as $\boldsymbol{X}_{t}^{(1)}$ and the second as $\boldsymbol{X}_{t}^{(2)}$, then $\boldsymbol{X}_{t}^{(i)}=\mathbf{M}_{i} \mathbf{s}_{t}^{(i)}$ for $i=1,2$.

We use the following Amari metric [6] to assess the performance or accuracy of an estimator $\widehat{\mathrm{M}}_{1}$ with the true $\mathrm{M}_{1}$ :

$$
A\left(\mathbf{M}_{1}, \widehat{\mathbf{M}}_{1}\right)=\frac{1}{2 d} \sum_{i=1}^{d}\left(\frac{\sum_{j=1}^{d}\left|\tilde{m}_{i j}\right|}{\max _{j}\left|\tilde{m}_{i j}\right|}-1\right)+\frac{1}{2 d} \sum_{j=1}^{d}\left(\frac{\sum_{i=1}^{d}\left|\tilde{m}_{i j}\right|}{\max _{i}\left|\tilde{m}_{i j}\right|}-1\right),
$$

where $\tilde{m}_{i j}=\left(\mathbf{M}_{1} \widehat{\mathbf{M}}_{1}^{-1}\right)_{i j}$ and $d$ is the dimension of a square matrix. It takes values between 0 and $d-1$, and is equal to zero if and only if $\mathbf{M}_{1}$ and $\widehat{\mathbf{M}}_{1}$ represent permutations of the same components. The metric is invariant to permutation and scaling of the matrices, and is thus ideal for comparing various estimated mixing matrices.

We conduct simulation experiments to assess the performance of the following four
methods for estimating the mixing matrix $\mathbf{M}_{t}$ for dimensions $d=5,10$ where the changepoint is known to be $k_{0}=n / 2+1$. We note that for TVPCA (time-varying PCA) and TVDOC methods, the mixing matrices $\hat{\mathbf{M}}_{1}$ and $\hat{\mathbf{M}}_{2}$ are estimated separately for the two segments $\boldsymbol{X}_{t}^{(1)}$ and $\boldsymbol{X}_{t}^{(2)}$, while the PCA and DOC method are applied to the whole series $\boldsymbol{X}_{t}$ obtaining a single mixing matrix denoted by $\hat{\mathbf{M}}$. The notation TVDOC $(k)$ or $\operatorname{DOC}(k)$ in Table 3.1 corresponds to using $\overline{\mathbb{N}}_{0}=\{0,1, \cdots, k\}$ or including the first $k$ lags in the objective function (2.6). Table 3.1 shows the means and standard deviations of the Amari errors based on 10000 runs of the simulation experiments. The Amari error here is the distance between the matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ and their estimated counterparts $\hat{\mathbf{M}}_{1}, \hat{\mathbf{M}}_{2}$ for TVPCA and TVDOC. However, for the PCA and DOC the Amari error is computed noting that $A\left(\mathbf{M}_{i}, \widehat{\mathbf{M}}_{i}\right)=A\left(\mathbf{M}_{i}, \widehat{\mathbf{M}}\right), i=1,2$.

It can be seen from Table 3.1 that TVDOC method outperforms DOC/PCA/TVPCA

|  | $\mathrm{d}=5$ |  |  | c |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{n}=1000$ |  | $\mathrm{n}=2000$ |  | $\mathrm{n}=1000$ |  | $\mathrm{n}=2000$ |  |
|  | $A\left(\mathbf{M}_{1}, \mathbf{M}_{1}\right)$ | $A\left(\mathbf{M}_{2}, \mathbf{M}_{2}\right)$ | $A\left(\mathbf{M}_{1}, \mathbf{M}_{1}\right)$ | $A\left(\mathbf{M}_{2}, \widehat{\mathbf{M}}_{2}\right)$ | $A\left(\mathbf{M}_{1}, \mathbf{M}_{1}\right)$ | $A\left(\mathbf{M}_{2}, \widehat{\mathbf{M}}_{2}\right)$ | $A\left(\mathbf{M}_{1}, \mathbf{M}_{1}\right)$ | $A\left(\mathbf{M}_{2}, \mathbf{M}_{2}\right)$ |
| PCA | $1.39(0.18)$ | $1.89(0.22)$ | $1.43(0.13)$ | $1.93(0.18)$ | $3.27(0.32)$ | $3.95(0.44)$ | $3.24(0.29)$ | $4.02(0.40)$ |
| DOC(1) | $1.21(0.16)$ | $1.72(0.16)$ | $1.18(0.22)$ | $1.69(0.15)$ | $3.21(0.27)$ | $3.36(0.45)$ | $3.18(0.26)$ | $3.20(0.36)$ |
| DOC(2) | $1.27(0.19)$ | $1.72(0.15)$ | $1.19(0.18)$ | $1.74(0.16)$ | $3.21(0.27)$ | $3.38(0.52)$ | $3.25(0.24)$ | $3.21(0.39)$ |
| DOC(3) | $1.23(0.17)$ | $1.77(0.15)$ | $1.18(0.18)$ | $1.74(0.18)$ | $3.30(0.29)$ | $3.46(0.52)$ | $3.21(0.30)$ | $3.29(0.47)$ |
| TVPCA | $1.31(0.23)$ | $1.79(0.21)$ | $1.29(0.26)$ | $1.83(0.21)$ | $2.93(0.28)$ | $3.20(0.29)$ | $3.01(0.33)$ | $3.32(0.29)$ |
| TVDOC(1) | $0.69(0.16)$ | $0.72(0.17)$ | $0.51(0.11)$ | $0.51(0.10)$ | $2.18(0.29)$ | $2.19(0.32)$ | $1.57(0.24)$ | $1.55(0.24)$ |
| TVDOC(2) | $0.80(0.20)$ | $0.81(0.18)$ | $0.55(0.13)$ | $0.58(0.15)$ | $2.34(0.30)$ | $2.42(0.28)$ | $1.75(0.24)$ | $1.77(0.29)$ |
| TVDOC(3) | $0.83(0.19)$ | $0.84(0.19)$ | $0.59(0.16)$ | $0.61(0.16)$ | $2.45(0.28)$ | $2.49(0.29)$ | $1.90(0.25)$ | $1.87(0.27)$ |

Table 3.1: Mean (SD) of the values of the Amari error between the true and estimated mixing matrices of indicated methods, dimensions and sample sizes.
algorithms for different choices of the dimension $d$ and the sample size $n$. For example, when $\mathrm{d}=5$ and $\mathrm{n}=1000$, the Amari measure of 0.69 for TVDOC(1) is about $49.6 \%$ of the measure for PCA, $52.7 \%$ for TVPCA and $57.1 \%$ for DOC(1). The smaller averages and standard deviations of the Amari metric for the TVDOC estimator indicate its mixing matrix estimator is less biased and more stable than the other methods. The better perfor-
mance of the TVDOC indicates that, for the analysis of nonstationary multivariate time series, it is plausible to divide the whole time span into several homogeneous segments and then apply DOC to each segment separately.

### 3.5.2 Real data analysis

We illustrate the details of implementing TVDOC and TS-PCA methods by analyzing two real datasets of dimensions 3 (Example 1) and 135 (Example 2), respectively.

Example 1. First, we consider a three-dimensional time series of the daily log returns in percentage of the S\&P 500 Index, Cisco System and Intel Corporation stocks from January 2, 2007 through January 2, 2012, with $\mathrm{n}=1259$ observations. This dataset is a shorter, but a more recent segment of the same three series analyzed in [41] and includes data for 2008, the year of financial crisis. The return series plotted in Figure 3.1 show presence of


Figure 3.1: Daily log returns of (a) S\&P 500 Index, (b) Intel Corporation stock and (c) Cisco Systems stock. The vertical lines indicate the locations of the two change points.
volatility clusters where the volatilities generally move together, and as might be expected there is increased volatility in the fourth quarter of 2008 in each series due to the financial crisis. We note that the three series are pairwise correlated and their (contemporaneous) sample correlations are about 0.5 . It is expected and we show that TVDOC outperforms DOC in such a dataset with changing volatility and a nonstationary pattern.

In applying the TVDOC to the data we use the method in [18] for detecting change points in the series. As noted earlier the number of detected change points depends on the tuning parameter $m_{0}$. For example, it segments the time series into two parts over the time ranges from 1 to 610 and 611 to 1259 when $m_{0}=200$, while reducing $m_{0}$ to 150 it divides the series into three segments over the time ranges 1 to 290,291 to 656 and 657 to 1259. Note that for the latter segmentation the middle segment has larger volatility while the other two seem reasonably homogeneous.

A VAR (3) model, with order selected using the AIC with the upper bound of 5, is fitted to the whole series to prewhiten it. Let its residual series be denoted by $\hat{\mathbf{e}}_{t}$ and divided into three segments $\hat{\mathbf{e}}_{1, t}, \hat{\mathbf{e}}_{2, t}$ and $\hat{\mathbf{e}}_{3, t}$, respectively. The multivariate Ljung-Box statistics and the p-values for $\hat{\mathbf{e}}_{i, t}$ and $\hat{\mathbf{e}}_{i, t}^{2}$ in Table 3.2 reveal that, indeed, the $\operatorname{VAR}(3)$ model has removed the serial correlation, but significant serial correlation remains in the squared residuals in each segment, indicating conditional heteroscedasticity.

Next, for each $\hat{\mathbf{e}}_{i, t}, i=1,2,3$, we check whether it is already DOC in volatility. In Table 3.2, the observed DOC test statistics $Q_{3}^{0}\left(\hat{\mathbf{e}}_{i, t}^{2}, 10\right)$ for the three segments are very large relative to a $\chi^{2}$ with 63 degrees of freedom, indicating that $\hat{\mathbf{e}}_{i, t}$ are not DOC in volatility. Thus, one may model them as linear combinations of their respective DOCs, namely as $\hat{\mathbf{e}}_{i, t}=\mathbf{M}_{i} \mathbf{s}_{i, t}$. To this end, we first decorrelate $\hat{\mathbf{e}}_{i, t}$ using $\hat{\mathbf{z}}_{i, t}=\hat{\boldsymbol{\Lambda}}_{i}^{-1 / 2} \hat{\mathbf{P}}_{i}^{\prime} \hat{\mathbf{e}}_{i, t}$, where $\hat{\boldsymbol{\Lambda}}_{i}$ and $\hat{\mathbf{P}}_{i}$ are the diagonal matrix of eigenvalues and the orthogonal matrix of eigenvectors of their sample covariance matrices, and apply DOC to $\hat{\mathbf{z}}_{i, t}$ by estimating the mixing matrix $\mathbf{M}_{i}$ and the DOCs $\hat{\mathbf{s}}_{i, t}$. For example, the Ljung-Box type test statistic $Q_{3}^{0}\left(\hat{\mathbf{s}}_{1, t}^{2}, 10\right)=95.34$

|  | m |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| segment 1 | 5 | 10 | 15 | 20 |
| $\hat{e}_{1, t}$ | 62.21 | 103.81 | 146.23 | 186.81 |
|  | 0.05 | 0.15 | 0.24 | 0.35 |
| $\hat{e}_{1, t}^{2}$ | 64.69 | 126.75 | 179.66 | 200.99 |
|  | 0.03 | 0.01 | 0.01 | 0.14 |
| $\hat{\epsilon}_{1, t}$ | 58.68 | 98.69 | 140.1 | 180.58 |
|  | 0.08 | 0.25 | 0.36 | 0.47 |
| $\hat{\epsilon}_{1, t}^{2}$ | 24.42 | 53.36 | 69.91 | 80.74 |
|  | 0.99 | 1 | 1 | 1 |
| segment2 | 5 | 10 | 15 | 20 |
| $\hat{e}_{2, t}$ | 49.31 | 98.85 | 142.41 | 206.43 |
|  | 0.3 | 0.25 | 0.31 | 0.09 |
| $\hat{e}_{2, t}^{2}$ | 210.11 | 390.44 | 585.29 | 717.24 |
|  | 0 | 0 | 0 | 0 |
| $\hat{\epsilon}_{2, t}$ | 30.93 | 70.32 | 104.8 | 163.4 |
|  | 0.95 | 0.94 | 0.97 | 0.81 |
| $\hat{\epsilon}_{2, t}^{2}$ | 43.34 | 93.89 | 155.93 | 216.16 |
|  | 0.54 | 0.37 | 0.1 | 0.03 |
| segment3 | 5 | 10 | 15 | 20 |
| $\hat{e}_{3, t}$ | 74.99 | 111.52 | 160.69 | 191.73 |
|  | 0 | 0.06 | 0.06 | 0.26 |
| $\hat{e}_{3, t}^{2}$ | 211.65 | 308.34 | 352.35 | 377.32 |
|  | 0 | 0 | 0 | 0 |
| $\hat{\epsilon}_{3, t}$ | 65.51 | 103.99 | 152.43 | 183.76 |
|  | 0.02 | 0.15 | 0.14 | 0.41 |
| $\hat{\epsilon}_{3, t}^{2}$ | 48.98 | 91.74 | 118.61 | 132.15 |
|  | 0.32 | 0.43 | 0.84 | 1 |

Table 3.2: Ljung-Box statistics and p-values for (a) the residual and the squared residuals of the fitted $\operatorname{VAR}(3)$ and $(b)$ the standardized residual and their squares of the fitted DOC-$\operatorname{GARCH}(1,1)-t$ model for $S \& P 500$ Index, Cisco and Intel stock's daily percentage logreturns.
indicates that $\hat{\mathbf{s}}_{1, t}^{2}$ is already DOC in volatility. Finally, we apply the $\operatorname{GARCH}(1,1)-t$ model in (3.2) to each DOC in each segment, i.e. $\hat{s}_{i, k, t}, i, k=1,2,3$. Denoting the estimated GARCH residuals for each segment as $\hat{\epsilon}_{i, t}$, it can be seen from Table 3.2 that this TVDOC-GARCH $(1,1)-t$ model has successfully decorrelated the original time series $\mathrm{X}_{t}$.

Next, we use Figure 3.2 to compare the performances of TVDOC, DOC, O-GARCH


Figure 3.2: Conditional standard deviation fitted using 4 different models, TVDOCGARCH, DOC-GARCH, O-GARCH and DCC-GARCH for S\&P 500 Index daily percentage log returns.
([3]) and DCC ([24]) models by fitting them to the three segments of the series, separately. Figure 3.2 shows the results for the fitted conditional standard deviations for the S\&P 500 series, while Figure 3.3 shows the results for the estimated conditional correlations between the S\&P 500 Index and Intel Corporation returns, respectively. A rolling window correlation estimator with a 6-month window is also plotted for comparison.

It can be seen from Figure 3.2 that for the conditional standard deviation estimation


Figure 3.3: Conditional correlations fitted using 4 different models, TVDOC-GARCH, DOC-GARCH, O-GARCH and DCC-GARCH for S\&P 500 Index and Intel Corporation daily percentage log returns. A rolling window correlation estimator with a 6-month window is plotted with brown solid lines.
on the first and second segments of data, the performances of the four models are similar to each other. Figure 3.2 also shows that on the third segment, the O-GARCH model performs worse than the other three in the sense that it fails to capture the large volatil-
ity. For the fitted correlations, the results for TVDOC and DOC are comparable and they outperform the other two. For example, in the second segment, it can be seen from Figure 3.3 that the correlations estimated using TVDOC and DOC match up closely with the rolling window correlation estimator (viewed as a proxy for the true correlation). However, the conditional correlation fitted by DCC is oscillating slightly around zero and it doesn't match up with the rolling window estimator. Figure 3.3 also shows that, for the third segment, the correlations estimated by TVDOC and DOC match up with the rolling window estimator more closely than the other two methods.

Next, we illustrate the use of TS-PCA in partitioning vertically a high-dimensional macroeconomic time series and highlight its potential role in DOC analysis.

Example 2. We apply the TS-PCA to FRED-MD [42], a large monthly macroeconomic data available at research.stlouisfed.org/econ/mccracken. The latest available version is from January 01, 1959 to August 01, 2015, with $n=680$ observations for $d=135$ series, with some missing values. The dimension of the series here is much larger than $d=25$ in Example 4 in [16]. We present results for various choice of the tuning parameters $\left(\lambda, k_{0}, m\right)$ appearing in TS-PCA. The tuning parameter $\lambda$ seems to have the most influence on the number of non-singleton subseries as seen in Table 3.3.

We also assess the impact of $k_{0}$ by fixing $\lambda=2, m=25$ and varying $k_{0}$ from 1 to 5 . The resulting subseries with more than 1 components are shown in the Appendix where it can be seen that its impact is minimal, only for $k_{0}=3$ a four-dimensional subseries appears in the list.

| $\lambda$ | Time | Grouping |
| :---: | :---: | :---: |
| 1 | 0.14 | $\{115,127\},\{116,126\},\{122,130\}$, <br> $\{118,124,129\},\{125,128\}$, |
| 2 | 0.12 | $\{61,125\},\{64,126\},\{75,128\}$, <br> $\{86,127\},\{89,129\}$, |
| 3 | 0.11 | $\{17,96\},\{37,111\},\{47,108\},\{56,112\}$, <br> $\{77,106,109,110\},\{100,103\},\{105,113\}$ |
| 4 | 0.12 | $\{32,67\},\{46,74\}$, <br> $\{59,65,66,68,69\},\{71,87\}$ |
| 5 | 0.10 | $\{31,39\},\{33,41\},\{36,38\},\{37,108\}$, <br> $\{40,42,65,66,67,68,69,70,71,72\},\{107,110\}$ |

Table 3.3: Computation times (in minutes) and the non-singleton subseries from applying TS-PCA to the FRED-MD data, with $k_{0}=5, m=25$ fixed and varying $\lambda$ from 1 to 5 .

## 4. SUMMARY AND CONCLUSIONS

### 4.1 Challenges

We have extended the stationary DOC analysis to the high-dimensional nonstationary setup, and have explored the connections between the DOC and the TS-PCA methods. Computationally, TS-PCA is much faster than DOC, but its objective function is less statistically interpretable than that in DOC. Nevertheless, TS-PCA has the potential to overcome the computational bottle-neck encountered in optimizing the DOC's nonconvex objective function.

### 4.2 Further study

A number of problems remain unsolved for our proposed method. The first one is that of existence of the mixing matrix $M$ for a given a high dimensional data series $\boldsymbol{X}_{t}$ or establishing a valid test for deciding when it exists. Only after the test shows that the series could be grouped into lower-dimensional subseries, one can apply TS-PCA method to preprocess the data. If it cannot be grouped, then the second question is, how to design an alternative method to reduce the data dimension and then make it possible to apply the DOC model? The third problem is that of studying the impact of estimating the change points on our asymptotic results.
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## APPENDIX A

## SUPPLEMENTARY MATERIALS

## A. 1 DOC vs TS-PCA

We illustrate that DOC (in mean and volatility) and TS-PCA are closely related to each other, such a connection is helpful in replacing the challenging nonconvex optimization problem in DOC by the simpler eigenanalysis of the two target positive-definite matrices for TS-PCA in mean and volatility. It is easier to see that DOC in mean and TS-PCA in mean are doing nearly the same thing, but using different objective functions. However, connecting the TS-PCA for volatility processes in [16, Section 5] to DOC in volatility does not seem straightforward. A good starting point might be to apply TS-PCA directly to $\mathrm{s}_{t}^{2}$.

First, we assess the tendency of TS-PCA in mean in segmenting a high-dimensional time series into lower-dimensional subseries. To this end, we simulate multivariate time series data which are DOC in mean. We use the VAR (2) model $\mathbf{s}_{t}=C_{1} \mathbf{s}_{t-1}+C_{2} \mathbf{s}_{t-2}+\mathbf{e}_{t}$ to generate the d-dimensional orthogonal component $\mathbf{s}_{t}$ of length $n=500$ where $\mathbf{e}_{t}$ is a $d$-dimensional white noise $N\left(\mathbf{0}_{d}, \mathbf{I}_{d}\right)$, and $C_{1}, C_{2}$ are given diagonal matrices. Then we simulate data $\boldsymbol{X}_{t}=M \mathrm{~s}_{t}$ using a $d \times d$ mixing matrix $M$ generated with entries drawn iid from a standard normal distribution.

For $d=5,10$, the simulated coefficient matrices and the mixing matrix are, respectively,

$$
\begin{aligned}
C 1 & =\operatorname{diag}(-0.458,0.007,-0.366,-0.242,-0.149), \\
C 2 & =\operatorname{diag}(0.296,0.263,0.392,0.632,0.246), \\
\mathbf{M} & =\left(\begin{array}{ccccc}
-0.59 & 0.14 & 0.06 & 0.48 & 0.22 \\
1.59 & 1.10 & 0.77 & 0.44 & -0.96 \\
-2.32 & -0.41 & -0.81 & 0.35 & -1.10 \\
0.63 & 0.05 & -0.84 & -0.34 & 1.22 \\
-2.25 & -0.24 & -0.24 & 1.85 & 0.07
\end{array}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
C 1 & =\operatorname{diag}(-0.009,0.039,-0.185,-0.053,0.0159,-0.114,-0.076,-0.17,-0.222,-0.308), \\
C 2 & =\operatorname{diag}(0.259,0.593,0.186,0.509,0.274,0.329,0.251,0.2661,0.298,0.228),
\end{aligned}
$$

To compare the performance of DOC in volatility and TS-PCA for volatility processes in [16], we simulate from the $\operatorname{GARCH}(1,1)-t_{\nu}$ model for each component $s_{i t}, i=$ $1,2, \cdots, d$, with length $\mathrm{n}=500$, where $t_{\nu}(0,1)$ denote the standardized Student- $t$ distribution with $\nu$ degrees of freedom. The two mixing matrices $M$ in (A.1) and (A.1) are used to simulate the data $\boldsymbol{X}_{t}=M \mathbf{s}_{t}$ for the dimensions $d=5,10$, respectively. TS-PCA in volatility is applied to obtain the estimate $\hat{\mathbf{s}}_{t}$ of $\mathrm{s}_{t}$. Then we fit a $\operatorname{GARCH}(1,1)$ model to each of the component series of $s_{t}$ and calculate the residuals $\widehat{\epsilon}_{t}$. The simulation is repeated 1000 times and the tuning parameters for TS-PCA in Volatility are set at $m=25$, $\lambda=2$ and $k_{0}=5$. The simulation results reported in Table A.1, the average time cost for the methods during each simulation, the Amari error between the estimated and the true M for both the TS-PCA and DOC method. It can be seen from Table A. 1 that DOC has smaller Amari errors than the TS-PCA while its time cost is larger than that of TS-PCA.

We also compare the 1-step ahead out-of-sample prediction performances between TSPCA and DOC. For volatility methods, during each of the 1000 simulations, we repeat the

|  | mean |  |  |  | volatility |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A(\hat{\mathbf{M}}, \mathbf{M})$ | Time | MSE | $A(\hat{\mathbf{M}}, \mathbf{M})$ | Time | MSE |  |
|  | $\mathrm{d}=5$ |  |  |  |  |  |  |
| TSPCA | $1.29(0.13)$ | 0.04 | $5.14(2.32)$ | $1.44(0.04)$ | 0.51 | $127.29(200.11)$ |  |
| DOC | $0.56(0.19)$ | 0.38 | $4.91(2.15)$ | $0.92(0.21)$ | 0.45 | $97.72(100.49)$ |  |
| $\mathrm{d}=10$ |  |  |  |  |  |  |  |
| TSPCA | $3.41(0.19)$ | 0.07 | $10.62(2.87)$ | $3.47(0.19)$ | 1.18 | $176.02(120.34)$ |  |
| DOC | $2.06(0.34)$ | 6.45 | $10.49(3.08)$ | $2.59(0.31)$ | 6.76 | $179.84(124.56)$ |  |

Table A.1: The Amari error between the estimated and the true M, the time cost (in second), as well as the 1 -step ahead out-of-sample prediction mean squared error for the TS-PCA and DOC methods.
following steps 1 to 4 for $k=1,2, \cdots, 5$ :
Step 1: Apply TS-PCA or DOC to estimate $\hat{\mathbf{M}}$ and $\hat{\mathbf{s}}_{t}$ so that $\boldsymbol{X}_{t}=\hat{\mathbf{M}} \hat{\mathbf{s}}_{t}$ for $t=$ $1,2, \cdots, T-k$.

Step 2: In TS-PCA, fit $\operatorname{GARCH}(1,1)$ to the $m$-th segmented subseries $\hat{\mathrm{s}}_{t}^{(m)}$ if it is univariate and $\operatorname{BEKK}(1,1)$ otherwise which is defined as,

$$
\operatorname{cov}\left(\hat{\mathbf{s}}_{t}^{(m)} \mid \mathcal{F}_{t-1}\right)=\mathbf{A}_{0} \mathbf{A}_{0}^{\prime}+\mathbf{A}_{1} \hat{\mathbf{s}}_{t-1}^{(m)} \hat{\mathbf{s}}_{t-1}^{(m)^{\prime}} \mathbf{A}_{1}^{\prime}+\mathbf{B}_{1} \operatorname{cov}\left(\hat{\mathbf{s}}_{t-1}^{(m)} \mid \mathcal{F}_{t-2}\right) \mathbf{B}_{1}^{\prime} .
$$

In DOC, fit GARCH $(1,1)$ to each component of $\mathbf{s}_{t}$.
Step 3: Make 1-step ahead prediction using the fitted models and transform back to get

$$
\widehat{\operatorname{cov}}\left(\boldsymbol{X}_{T-k+1} \mid \mathcal{F}_{T-k}\right)=\hat{\mathbf{M}} \operatorname{cov}\left(\hat{\mathbf{s}}_{T-k+1} \mid \mathcal{F}_{T-k}\right) \hat{\mathbf{M}}^{\prime}
$$

Step 4: $\mathrm{E}\left(\operatorname{cov}\left(\boldsymbol{X}_{T-k+1} \mid \mathcal{F}_{T-k}\right)\right)=\mathrm{E}\left(\mathrm{E}\left(\boldsymbol{X}_{T-k+1} \boldsymbol{X}_{T-k+1}^{\prime} \mid \mathcal{F}_{T-k}\right)\right)=\mathrm{E}\left(\boldsymbol{X}_{T-k+1} \boldsymbol{X}_{T-k+1}^{\prime}\right)$, thus $\boldsymbol{X}_{T-k+1} \boldsymbol{X}_{T-k+1}^{\prime}$ is a good approximation of $\mathrm{E}\left(\boldsymbol{X}_{T-k+1} \boldsymbol{X}_{T-k+1}^{\prime} \mid \mathcal{F}_{T-k}\right)$. Now calculate the mean squared error (MSE) between this approximated conditional covariance
matrix and the predicted one by,

$$
\frac{1}{d^{2}}\left\|\boldsymbol{X}_{T-k+1} \boldsymbol{X}_{T-k+1}^{\prime}-\widehat{\operatorname{cov}}\left(\boldsymbol{X}_{T-k+1} \mid \mathcal{F}_{T-k}\right)\right\|_{2}^{2}
$$

Finally, calculate the average of the MSE for the 5 repeats. The method with the smaller such average has better performance in predicting the conditional covariance. The prediction procedures for the mean methods are similar. The only differences are that the $\operatorname{GARCH}(1,1)$ is replaced by $\operatorname{AR}(\mathrm{p}), \operatorname{BEKK}(1,1)$ is replaced by $\operatorname{VAR}(\mathrm{p})$, with p selected by AIC and back-transformation is replaced by $\hat{\boldsymbol{X}}_{T-k+1}=\hat{\mathbf{M}} \hat{\mathbf{s}}_{T-k}$. The prediction MSEs for the simulated data mentioned above are listed in Table A.1. It can be seen that for most of the cases, the out-of-sample prediction performance for DOC and TSPCA are similar. When $d=5$, the performance for DOC in volatility is better than that of TSPCA in volatility by having a smaller MSE.

Deeper connections between DOC and TS-PCA in volatility is revealed by the following surprising identity involving the covariance matrices of $\mathrm{s}_{t}^{2}$ and $\boldsymbol{X}_{t}$ and the mixing matrix M.

Lemma 2. Let $\left\{\boldsymbol{X}_{t}\right\}$ be a mean-zero stationary process satisfying $\boldsymbol{X}_{t}=\mathrm{Ms}_{t}$. Then, (a)

$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{s}_{t}, \mathbf{s}_{t-h}\right)=\mathbf{M} \boldsymbol{\Gamma}_{x}(h) \mathbf{M}^{\prime} \tag{A.1}
\end{equation*}
$$

(b) provided that $\left\{\boldsymbol{X}_{t}\right\}$ is Gaussian, we have

$$
\begin{equation*}
\operatorname{cov}\left(\mathbf{s}_{t}^{2}, \mathbf{s}_{t-h}^{2}\right)=2\left(\mathbf{M} \boldsymbol{\Gamma}_{x}(h) \mathbf{M}^{\prime}\right) \circ\left(\mathbf{M} \boldsymbol{\Gamma}_{x}(h) \mathbf{M}^{\prime}\right) \tag{A.2}
\end{equation*}
$$

where $\circ$ denotes the Hadamard product two matrices.

Proof. (a) The conclusion holds since for any $i \neq j$,

$$
\begin{aligned}
\operatorname{cov}\left(\mathbf{s}_{t, i}, \mathbf{s}_{t-h, j}\right) & =\mathrm{Es}_{t, i} \mathbf{s}_{t-h, j}=\mathrm{E}\left[\left(\sum_{k=1}^{d} \mathbf{M}_{i, k} \boldsymbol{X}_{t, k}\right)\left(\sum_{k=1}^{d} \mathbf{M}_{j, k} \boldsymbol{X}_{t-h, k}\right)\right] \\
& =\sum_{m=1}^{d} \sum_{n=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{j, n} \mathrm{E}\left(\boldsymbol{X}_{t, m} \boldsymbol{X}_{t-h, n}\right) \\
& =\sum_{m=1}^{d} \sum_{n=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{j, n} \boldsymbol{\Gamma}_{x}(h)_{m, n} \\
& =\left[\left(\mathbf{M}_{i, 1}, \cdots, \mathbf{M}_{i, d}\right) \boldsymbol{\Gamma}_{x}(h)\left(\mathbf{M}_{j, 1}, \cdots, \mathbf{M}_{j, d}\right)^{\prime}\right]
\end{aligned}
$$

(b) $\mathbf{s}_{t}=\mathbf{M} \boldsymbol{X}_{t}$ implies that $\mathbf{s}_{t, i}=\sum_{k=1}^{d} \mathbf{M}_{i, k} \boldsymbol{X}_{t, k}$. Thus,

$$
\begin{aligned}
\mathrm{Es}_{t, i}^{2} \mathbf{s}_{t-h, j}^{2} & =\mathrm{E}\left[\left(\sum_{k=1}^{d} \mathbf{M}_{i, k} \boldsymbol{X}_{t, k}\right)^{2}\left(\sum_{k=1}^{d} \mathbf{M}_{j, k} \boldsymbol{X}_{t-h, k}\right)^{2}\right] \\
& =\mathrm{E}\left[\sum_{m=1}^{d} \sum_{n=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{i, n} \boldsymbol{X}_{t, m} \boldsymbol{X}_{t, n} \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{j, \alpha} \mathbf{M}_{j, \beta} \boldsymbol{X}_{t-h, \alpha} \boldsymbol{X}_{t-h, \beta}\right] \\
& =\sum_{m=1}^{d} \sum_{n=1}^{d} \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{i, n} \mathbf{M}_{j, \alpha} \mathbf{M}_{j, \beta} \mathbf{E} \boldsymbol{X}_{t, m} \boldsymbol{X}_{t, n} \boldsymbol{X}_{t-h, \alpha} \boldsymbol{X}_{t-h, \beta} \\
& =\sum_{m=1}^{d} \sum_{n=1}^{d} \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{i, n} \mathbf{M}_{j, \alpha} \mathbf{M}_{j, \beta}\left(\mathbf{E} \boldsymbol{X}_{t, m} \boldsymbol{X}_{t, n} \mathbf{E} \boldsymbol{X}_{t-h, \alpha} \boldsymbol{X}_{t-h, \beta}\right. \\
& \left.+\mathbf{E} \boldsymbol{X}_{t, m} \boldsymbol{X}_{t-h, \alpha} \mathbf{E} \boldsymbol{X}_{t, n} \boldsymbol{X}_{t-h, \beta}+\mathrm{E} \boldsymbol{X}_{t, m} \boldsymbol{X}_{t-h, \beta} \mathrm{E} \boldsymbol{X}_{t, n} \boldsymbol{X}_{t-h, \alpha}\right)
\end{aligned}
$$

where the last equal is based on the conclusion stated in [15, Equation (2.3.8)]. Then we

| index | 2 | 3 | 4 | 5 | 22 | 23 | 56 | 57 | 58 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| count | 1 | 1 | 1 | 2 | 12 | 12 | 12 | 12 | 12 |
| index | 59 | 60 | 65 | 67 | 69 | 70 | 79 | 80 | 84 |
| count | 12 | 12 | 398 | 109 | 1 | 1 | 1 | 1 | 5 |
| index | 102 | 124 | 125 | 126 | 127 | 131 | 133 | 134 | 136 |
| count | 168 | 1 | 1 | 1 | 1 | 154 | 2 | 2 | 42 |

Table A.2: The index and the number of missing values in the FRED-MD data.
have,

$$
\begin{aligned}
\operatorname{cov}\left(\mathbf{s}_{t, i}^{2}, \mathbf{s}_{t-h, j}^{2}\right) & =\mathrm{Es}_{t, i}^{2} \mathbf{s}_{t-h, j}^{2}-\mathrm{Es}_{t, i}^{2} \mathrm{Es}_{t-h, j}^{2} \\
& =\sum_{m=1}^{d} \sum_{n=1}^{d} \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{i, n} \mathbf{M}_{j, \alpha} \mathbf{M}_{j, \beta}\left(\boldsymbol{\Gamma}_{x}(0)_{m, n} \boldsymbol{\Gamma}_{x}(0)_{\alpha, \beta}\right. \\
& \left.+\boldsymbol{\Gamma}_{x}(h)_{m, \alpha} \boldsymbol{\Gamma}_{x}(h)_{n, \beta}+\boldsymbol{\Gamma}_{x}(0)_{m, \beta} \boldsymbol{\Gamma}_{x}(0)_{\alpha, n}\right) \\
& -\sum_{m=1}^{d} \sum_{n=1}^{d} \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{i, n} \mathbf{M}_{j, \alpha} \mathbf{M}_{j, \beta}\left(\boldsymbol{\Gamma}_{x}(0)_{m, n} \boldsymbol{\Gamma}_{x}(0)_{\alpha, \beta}\right) \\
& =2 \sum_{m=1}^{d} \sum_{n=1}^{d} \sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{i, n} \mathbf{M}_{j, \alpha} \mathbf{M}_{j, \beta}\left(\boldsymbol{\Gamma}_{x}(h)_{m, \alpha} \boldsymbol{\Gamma}_{x}(h)_{n, \beta}\right) \\
& =2\left[\sum_{m=1}^{d} \sum_{n=1}^{d} \mathbf{M}_{i, m} \mathbf{M}_{j, \alpha} \boldsymbol{\Gamma}_{x}(h)_{m, \alpha}\right]\left[\sum_{\alpha=1}^{d} \sum_{\beta=1}^{d} \mathbf{M}_{i, n} \mathbf{M}_{j, \beta} \boldsymbol{\Gamma}_{x}(h)_{n, \beta}\right] \\
& =2\left[\left(\mathbf{M}_{i, 1}, \cdots, \mathbf{M}_{i, d}\right) \boldsymbol{\Gamma}_{x}(h)\left(\mathbf{M}_{j, 1}, \cdots, \mathbf{M}_{j, d}\right)^{\prime}\right]^{2} .
\end{aligned}
$$

Thus, the conclusion holds.

## A. 2 More on FRED-MD in 3.5.2

There are 27 series in FRED-MD data that contain missing values, the index and number of missing values are shown in Table A.2. For each series, we replaced its missing values by the mean of its observed values, and have used the imputed series in the subsequent analysis. In Section 4 of the paper, the TS-PCA method was applied to the FRED-MD data for various choices of the tuning parameter $\lambda$ and fixed $m=25, k_{0}=5$. Here, since

| $k_{0}$ | Time | Grouping |
| :---: | :---: | :---: |
| 1 | 0.07 | $\{15,120\},\{56,116,117\}$, <br> $\{61,123\},\{91,125\}$ |
| 2 | 0.07 | $\{17,126\},\{60,128\}$, <br> $\{76,121\},\{92,127\}$ |
| 3 | 0.08 | $\{65,128\},\{71,125\}$, <br> $\{83,119,122,126\},\{87,127\}$ |
| 4 | 0.09 | $\{65,128\}$ |
| 5 | 0.10 | $\{61,125\},\{64,126\},\{75,128\}$, <br> $\{86,127\},\{89,129\}$, |

Table A.3: Computational times (in minutes) and the resulting non-singleton groups by applying TS-PCA to the FRED-MD data, with $\lambda=2, m=25$ and $k_{0}$ varying from 1 to 5 .
$d=135$ is reasonably large it of interest to assess the impact of $k_{0}$ on the dimensions of the subseries. We fix $\lambda=2, m=25$ and vary $k_{0}$ from 1 to 5 , the resulting subseries with more than 1 components are shown in the Table A.3. It can be seen that, as in the low-dimensional cases, the impact of $k_{0}$ is minimal in the sense that the non-univariate subseries in the table have two components, except for $k_{0}=1,3$ where four-component and three-component subseries appear in the list.

## A. 3 Theorems

As $\bar{f}^{(i)}\left(\boldsymbol{\theta}_{i}\right)$ is continuously differentiable with respect to $\boldsymbol{\theta}_{i}$, its matrix gradient exists and is denoted by $\bar{F}^{(i)}\left(\boldsymbol{\theta}_{i}\right):=\frac{\partial \bar{f}^{(i)}\left(\boldsymbol{\theta}_{i}\right)}{\partial \boldsymbol{\theta}_{i}}$. Let $F^{(i)}$ denote the a.s. limit of $\bar{F}^{(i)}\left(\boldsymbol{\theta}_{0 i}\right)$. Then [41, Lemma A4 in supplementary material] implies $F^{(i)}$ exists and $F^{(i)}=E\left\{\left.\frac{\partial}{\partial \boldsymbol{\theta}} \bar{F}^{(i)}(\boldsymbol{\theta})\right|_{\boldsymbol{\theta}=\boldsymbol{\theta}_{0 i}}\right\}$. Recall that $\bar{g}(\boldsymbol{\theta})=\left(\bar{f}^{(1)}\left(\boldsymbol{\theta}_{1}\right)^{\prime}, \bar{f}^{(2)}\left(\boldsymbol{\theta}_{2}\right)^{\prime}\right)^{\prime}$, then define $\bar{G}_{n}=\frac{\partial \bar{g}_{n}(\theta)}{\partial \theta}$. Let $S O(d)$ be the subgroup of $O(d)$ with determinant 1 . It is compact and closed under matrix multiplication and inversion.

Lemma 3. Suppose $\left\{U_{n, t}\right\}$ is an $\alpha$-mixing sequence of size $-r /(r-2)$. If $\left\{\boldsymbol{X}_{n, t}\right\}$ is $L_{2}{ }^{-}$ NED of size $-\lambda$ on $\left\{U_{n, t}\right\}$ and supsup $\left\|\boldsymbol{X}_{n, t}\right\|<\infty$, then for any $\ell \geq 0,\left\{\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell}\right\}$ is $L_{2}-N E D$ on $\left\{U_{n, t}\right\}$ of size $-\lambda$.

Lemma 4. Under Conditions C1-C9,

$$
\left|\bar{G}_{n}(\theta)-G(\theta)\right| \xrightarrow{\text { a.s. }} 0 .
$$

as $n \rightarrow \infty$ for any $W_{\theta} \in S O(d)$.

Lemma 5. Under Conditions C1-C9,
(i) As $n \rightarrow \infty, \frac{\partial \bar{G}_{n}(\theta)}{\partial \theta} \xrightarrow{\text { a.s. }} \frac{\partial G(\theta)}{\partial \theta}$.
(ii) There exists finite, point-wise, uniform bounds such that

$$
\left\|\frac{\partial \bar{G}_{n}(\theta)}{\partial \theta}\right\|_{F} \leq B_{n} \quad \text { and } \quad\left\|\frac{\partial G(\theta)}{\partial \theta}\right\|_{F} \leq B
$$

for any $W_{\theta} \in S O(d)$ and $B_{n} \xrightarrow{\text { a.s. }} B$ as $n \rightarrow \infty$.

Lemma 6. Under Conditions C1-C9, as $n \rightarrow \infty, \underset{W_{\theta} \in S O(d)}{\sup }\left|\bar{G}_{n}(\theta)-G(\theta)\right| \xrightarrow{\text { a.s. }} 0$.
Theorem 3. (Strong Consistency) Under $C 1-C 4, \hat{\boldsymbol{\theta}} \xrightarrow{\text { a.s. }} \boldsymbol{\theta}_{0}$ as $n, n-k_{0}(n) \rightarrow \infty$.

Theorem 4. (Asymptotic Normality) Under C1-C8, as $n \rightarrow \infty$,

$$
A_{n} \times \sqrt{n}\binom{\left(\hat{\boldsymbol{\theta}}_{1}-\boldsymbol{\theta}_{1}\right)}{\left(\hat{\boldsymbol{\theta}}_{2}-\boldsymbol{\theta}_{2}\right)} \xrightarrow{D} N\left(\mathbf{0}_{2 d_{0}}, \mathbf{I}_{2 d_{0}}\right),
$$

where $d_{0}:=d(d-1) / 2$.

## A. 4 Proofs of the results in A. 3

Proof of Lemma 3. Let $\mathcal{F}_{t-m}^{t+m}=\sigma\left(U_{n, t-m}, \cdots, U_{n, t+m}\right)$ and note that,

$$
\begin{aligned}
& \left\|\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell}-E\left[\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]\right\| \\
= & \| \boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell}-\boldsymbol{X}_{n, t} E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]+\boldsymbol{X}_{n, t} E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right] \\
- & E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right] E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]+E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right] E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right] \\
- & E\left[\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right] \| \\
\leq & \left\|\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell}-\boldsymbol{X}_{n, t} E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]\right\| \\
+ & \left\|\boldsymbol{X}_{n, t} E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]-E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right] E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]\right\| \\
+ & \left\|E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right] E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]-E\left[\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]\right\| \\
\leq & \left\|\boldsymbol{X}_{n, t} \mid\right\|\left\|\boldsymbol{X}_{n, t-\ell}-E\left[\boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]\right\| \\
+ & \left\|\boldsymbol{X}_{n, t-\ell}\right\|\left\|\boldsymbol{X}_{n, t}-E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right]\right\| \\
+ & \left\|E\left[E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right] \boldsymbol{X}_{n, t-\ell}-\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell} \mid \mathcal{F}_{t-m-2 \ell}^{t+m}\right]\right\| \\
\leq & \left\|\boldsymbol{X}_{n, t}\right\| v(m+\ell)+\left\|\boldsymbol{X}_{n, t-\ell}\right\| v(m)+\left\|E\left[\boldsymbol{X}_{n, t} \mid \mathcal{F}_{t-m}^{t+m}\right] \boldsymbol{X}_{n, t-\ell}-\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell}\right\| \\
\leq & \left\|\boldsymbol{X}_{n, t}\right\| v(m+\ell)+2\left\|\boldsymbol{X}_{n, t-\ell}\right\| v(m)
\end{aligned}
$$

where we have used the fact that $\mathcal{F}_{t-m}^{t+m} \subset \mathcal{F}_{t-m-2 \ell}^{t+m}$. Therefore, $\boldsymbol{X}_{n, t} \boldsymbol{X}_{n, t-\ell}$ is $L_{2}$-NED of the same size as $\left\{\boldsymbol{X}_{n, t}\right\}$ provided that supsup $\left\|\boldsymbol{X}_{n, t}\right\|<\infty$.

Proof of Lemma 4. Denote $\operatorname{diag}(A, B)$ as the block diagonal matrices where the upper left and lower right block are matrx $A$ and $B$, respectively. Notice that

$$
\bar{G}_{n}=\frac{\partial \bar{g}_{n}(\theta)}{\partial \theta}=\operatorname{diag}\left(\frac{1}{k_{0}} \sum_{t=1}^{k_{0}} \frac{\partial f\left(x_{t}, \theta_{1}\right)}{\partial \theta_{1}}, \frac{1}{n-k_{0}} \sum_{t=k_{0}+1}^{n} \frac{\partial f\left(x_{t}, \theta_{2}\right)}{\partial \theta_{2}}\right) .
$$

Define $\bar{f}_{n}^{(1)}\left(\theta_{1}\right)=\frac{1}{k_{0}} \sum_{t=1}^{k_{0}} f\left(x_{t}, \theta_{1}\right), f^{(1)}\left(\theta_{1}\right)=E f\left(x_{t}, \theta_{1}\right)$ for $1 \leq t \leq k_{0}$ and
$\bar{f}_{n}^{(2)}\left(\theta_{2}\right)=\frac{1}{n-k_{0}} \sum_{t=k_{0}+1}^{n} f\left(x_{t}, \theta_{2}\right), f^{(2)}\left(\theta_{2}\right)=E f\left(x_{t}, \theta_{2}\right)$ for $k_{0}+1 \leq t \leq n$. It suffices to show that as $n \rightarrow \infty$,

$$
\frac{\partial \bar{f}_{n}^{(1)}}{\partial \theta_{1}} \xrightarrow{\text { a.s. }} \frac{\partial f^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1}} \quad \text { and } \quad \frac{\partial \bar{f}_{n}^{(2)}}{\partial \theta_{2}} \xrightarrow{\text { a.s. }} \frac{\partial f^{(2)}\left(\theta_{2}\right)}{\partial \theta_{2}} .
$$

As the proofs for both terms are similar, we consider only the first one. Denote the $(i, j)$-th element of $\bar{f}_{n}^{(1)}\left(\theta_{1}\right)$ as

$$
\begin{equation*}
\bar{f}_{n, k}^{(1)}=\widehat{\operatorname{cov}}\left(s_{t, i}^{2}, s_{t-\ell, j}^{2}\right)=\hat{E} s_{t, i}^{2} s_{t-\ell, j}^{2}-\hat{E} s_{t, i}^{2} \hat{E} s_{t-\ell, j}^{2} \tag{A.3}
\end{equation*}
$$

To show the convergence $\frac{\partial f_{n}^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1}} \rightarrow \frac{\partial f^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1}}$, it suffices to show it only for the first term in (A.3) since the proof for the second one is very similar. Defining $f_{n, i, j, t}^{(1)}=s_{t, i}^{2} s_{t-\ell, j}^{2}$, then $f_{n, i, j}^{(1)}=\frac{1}{k_{0}} \sum_{t=1}^{k_{0}} f_{n, i, j, t}^{(1)}$. Notice that

$$
\frac{\partial \bar{f}_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1, a, b}}=\operatorname{Tr}\left[\left(\frac{\partial \bar{f}_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}}}\right)^{\prime} \frac{\partial W_{\theta_{1}}}{\partial \theta_{1, a, b}}\right]
$$

where

$$
\begin{aligned}
\frac{\partial \bar{f}_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}} & =s_{t, i}^{2} \frac{\partial s_{t-\ell, j}^{2}}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}}+s_{t-\ell, j}^{2} \frac{\partial s_{t, i}^{2}}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}} \\
& =s_{t, i}^{2} \frac{\partial\left(\sum_{p=1}^{d} W_{\theta_{1}, j, p} x_{t-\ell, p}\right)^{2}}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}}+s_{t-\ell, j}^{2} \frac{\partial\left(\sum_{p=1}^{d} W_{\theta_{1}, i, p} x_{t, p}\right)^{2}}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}} \\
& =2 s_{t, i}^{2} s_{t-\ell, j} x_{t-\ell, j^{\prime}} \mathbf{1}\left(j=i^{\prime}\right)+2 s_{t-\ell, j}^{2} s_{t, i} x_{t, j^{\prime}} \mathbf{1}\left(i=i^{\prime}\right),
\end{aligned}
$$

and

$$
\frac{\partial W_{\theta_{1}}}{\partial \theta_{1, a, b}}=Q_{1,2}\left(\theta_{1,1,2}\right) \cdots Q_{a-1, b}\left(\theta_{1, a-1, b}\right) \frac{\partial Q_{a, b}\left(\theta_{1, a, b}\right)}{\partial \theta_{1, a, b}} Q_{a+1, b}\left(\theta_{1, a+1, b}\right) \cdots Q_{d-1, d}\left(\theta_{1, d-1, d}\right) .
$$

Obviously, $\frac{\partial \bar{f}_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1, a, b}}$ is a measurable function of $\left\{s_{t}\right\}$. Also notice that $\left\{s_{t}\right\}$ is stationary and ergodic. Thus it follows from [49, TH 3.5.7] that $\left\{\frac{\partial \bar{f}_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}}\right\}$ is stationary and ergodic.

Since $s_{t, i}^{2} s_{t-\ell, j} x_{t-\ell, j^{\prime}} \leq \frac{1}{2} s_{t, i}^{4}+\frac{1}{2}\left(s_{t-\ell, j} x_{t-\ell, j^{\prime}}\right)^{2} \leq \frac{1}{2} s_{t, i}^{4}+\frac{1}{4} s_{t-\ell, j}^{4}+\frac{1}{4} x_{t-\ell, j^{\prime}}^{4}$, then,

$$
E\left|s_{t, i}^{2} s_{t-\ell, j} x_{t-\ell, j^{\prime}}\right| \leq \frac{1}{2} E s_{t, i}^{4}+\frac{1}{4} E s_{t-\ell, j}^{4}+\frac{1}{4} E x_{t-\ell, j^{\prime}}^{4} \stackrel{C 2}{<} \infty .
$$

Similarly, $E\left|s_{t-\ell, j}^{2} s_{t, i} x_{t, j^{\prime}}\right|<\infty$ and thus $E\left\|\frac{\partial \bar{f}_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i^{\prime}, j^{\prime}}}\right\|<\infty$. Finally, it follows from [49, TH 3.5.8] that

$$
\frac{\partial \bar{f}_{n}^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1}} \xrightarrow{\text { a.s. }} \frac{\partial f^{(1)}\left(\theta_{1}\right)}{\partial \theta_{1}} .
$$

Proof of Lemma 5. Notice that

$$
\begin{aligned}
\frac{\partial^{2} f_{n, i, j, t}^{(1)}}{\partial \theta_{1, a, b}^{2}} & =\frac{\partial \sum_{i_{1}, j_{1}} \frac{\partial f_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i_{1}, j_{1}}} \frac{\partial W_{\theta_{1}, i_{1}, j_{1}}}{\partial \theta_{1, a, b}}}{\partial \theta_{1, a, b}} \\
& =\sum_{i_{1}, j_{1}, i_{2}, j_{2}} \frac{\partial^{2} f_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i_{1}, j_{1}} \partial W_{\theta_{1}, i_{2}, j_{2}}} \frac{\partial W_{\theta_{1}, i_{1}, j_{1}}}{\partial \theta_{1, a, b}} \frac{\partial W_{\theta_{1}, i_{2}, j_{2}}}{\partial \theta_{1, a, b}} \\
& +\sum_{i_{1}, j_{1}} \frac{\partial f_{n, i, j, t}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i_{1}, j_{1}}} \frac{\partial^{2} W_{\theta_{1}, i_{1}, j_{1}}}{\partial \theta_{1, a, b}^{2}}
\end{aligned}
$$

Notice also that

$$
\frac{\partial^{2} f_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i_{1}, j_{1}} \partial W_{\theta_{1}, i_{2}, j_{2}}}=2 \frac{\partial\left(s_{t-\ell, j}^{2} s_{t, i} x_{t, j} \mathbf{1}\left(i=i_{1}\right)+s_{t, i}^{2} s_{t-\ell, j} x_{t-\ell, j_{1}} \mathbf{1}\left(j=i_{1}\right)\right)}{\partial W_{\theta_{1}, i_{2}, j_{2}}}
$$

WLOG, consider only the first term, which could be further written as,

$$
\begin{aligned}
& 4 \frac{\partial s_{t-\ell, j}}{\partial W_{\theta_{1}, i_{2}, j_{2}}} s_{t-\ell, j} s_{t, i} x_{t, j_{1}} \mathbf{1}\left(i=i_{1}\right)+2 \frac{\partial s_{t, i}}{\partial W_{\theta_{1}, i_{2}, j_{2}}} s_{t-\ell, j}^{2} x_{t, j_{1}} \mathbf{1}\left(i=i_{1}\right) \\
= & 4 x_{t-\ell, j_{2}} s_{t-\ell, j} s_{t, i} x_{t, j_{1}} \mathbf{1}\left(i=i_{1}\right) \mathbf{1}\left(j=i_{2}\right)+2 x_{t, j_{2}} s_{t-\ell, j}^{2} x_{t, j_{1}} \mathbf{1}\left(i=i_{1}\right) \mathbf{1}\left(i=i_{2}\right) .
\end{aligned}
$$

Also we have,

$$
\frac{\partial^{2} W_{\theta_{1}}}{\partial \theta_{1, a, b}^{2}}=Q_{1,2}\left(\theta_{1,1,2}\right) \cdots Q_{a-1, b}\left(\theta_{1, a-1, b}\right) \frac{\partial^{2} Q_{a, b}\left(\theta_{1, a, b}\right)}{\partial \theta_{1, a, b}^{2}} \cdots Q_{d-1, d}\left(\theta_{1, d-1, d}\right)
$$

Thus $\frac{\partial^{2} f_{n, i, j, t}^{(1)}}{\partial \theta_{1, a, b}^{2}}$ is a measurable function of $\left\{s_{t}\right\}$. Notice that

$$
E\left|x_{t-\ell, j_{2}} s_{t-\ell, j} s_{t, i} x_{t, j_{1}}\right| \stackrel{\text { Holder's Ineq }}{\leq}\left(E\left|x_{t-\ell, j_{2}}\right|^{4} E\left|s_{t-\ell, j}\right|^{4} E\left|s_{t, i}\right|^{4} E\left|x_{t, j_{1}}\right|^{4}\right)^{1 / 4}{ }^{C 2}<\infty .
$$

 $E\left|\frac{\partial^{2} f_{n, i, j, t}^{(1)}\left(\theta_{1}\right)}{\partial W_{\theta_{1}, i_{1}, j_{1}}^{\partial W_{\theta_{1}, i_{2}, j_{2}}}}\right|<\infty$. The rest of the proof follows exactly from the proof of Lemma A4 in the supplementary material for [41].

Proof of Lemma 6. By applying the results in Lemmas 4-5, the proof follows exactly from the proof for Lemma A5 in the supplementary material of [41].

Proof of Theorem 3. [41, Theorem 1] verifies that $\hat{\boldsymbol{\theta}}_{i} \xrightarrow{\text { a.s. }} \boldsymbol{\theta}_{0 i}$. Thus $\hat{\boldsymbol{\theta}} \xrightarrow{\text { a.s. }} \boldsymbol{\theta}_{0}$.

Proof of Theorem 4. For clarity, we drop the subscript $n$ in $\left\{\mathbf{s}_{n, t}\right\}$ in the proof below. Recall that $\bar{g}(\boldsymbol{\theta})=\left(\bar{f}^{(1)}\left(\boldsymbol{\theta}_{1}\right)^{\prime}, \bar{f}^{(2)}\left(\boldsymbol{\theta}_{2}\right)^{\prime}\right)^{\prime}$ and let

$$
\Psi_{n}=\left(\begin{array}{cc}
\Phi_{n} & 0 \\
0 & \Phi_{n}
\end{array}\right)
$$

Applying DOC to each segment to estimate $\boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$ is equivalent to solving the
problem,

$$
\hat{\boldsymbol{\theta}}=\left(\hat{\boldsymbol{\theta}}_{1}, \hat{\boldsymbol{\theta}}_{2}\right)=\underset{\left(\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}\right) \in \boldsymbol{\Theta} \times \boldsymbol{\Theta}}{\operatorname{argmin}}\left(\mathcal{J}^{(1)}\left(\boldsymbol{\theta}_{1}\right)+\mathcal{J}^{(2)}\left(\boldsymbol{\theta}_{2}\right)\right)=\underset{\left(\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}\right) \in \boldsymbol{\Theta} \times \boldsymbol{\Theta}}{\operatorname{argmin}} \bar{g}(\boldsymbol{\theta})^{\prime} \Psi_{n} \bar{g}(\boldsymbol{\theta}),
$$

where $\mathcal{J}^{(i)}\left(\boldsymbol{\theta}_{i}\right)$ is the objective function for the $i$-th segment. Define

$$
g_{t}(\boldsymbol{\theta})=\binom{f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{1}\right)}{0} \times \mathbf{1}\left\{1 \leq t \leq k_{0}(n)\right\}+\binom{0}{f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{2}\right)} \times \mathbf{1}\left\{k_{0}(n)<t \leq n\right\}
$$

Then $\bar{g}(\boldsymbol{\theta})=\frac{1}{k_{0}} \sum_{t=1}^{k_{0}} g_{t}(\boldsymbol{\theta})+\frac{1}{n-k_{0}} \sum_{t=k_{0}+1}^{n} g_{t}(\boldsymbol{\theta})$. By the mean value theorem, we have

$$
\begin{equation*}
\bar{g}(\hat{\boldsymbol{\theta}})=\bar{g}\left(\boldsymbol{\theta}_{0}\right)+\bar{G}\left(\hat{\boldsymbol{\theta}}^{*}\right)\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right) \tag{A.4}
\end{equation*}
$$

where $\bar{G}(\boldsymbol{\theta}):=\frac{\partial \bar{g}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}$ and $\hat{\boldsymbol{\theta}}^{*}$ is between $\boldsymbol{\theta}_{0}$ and $\hat{\boldsymbol{\theta}}$. Since $\bar{G}(\hat{\boldsymbol{\theta}})^{\prime} \Psi_{n} \bar{g}(\hat{\boldsymbol{\theta}})=0$, multiplying both sizes of (A.4) by $\bar{G}(\hat{\boldsymbol{\theta}})^{\prime} \Psi_{n}$ and rearranging the terms, we obtain

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}=-\left(\bar{G}(\hat{\boldsymbol{\theta}})^{\prime} \Psi_{n} \bar{G}\left(\hat{\boldsymbol{\theta}}^{*}\right)\right)^{-1} \bar{G}\left(\hat{\boldsymbol{\theta}}^{*}\right)^{\prime} \Psi_{n} \bar{g}\left(\boldsymbol{\theta}_{0}\right) \tag{A.5}
\end{equation*}
$$

By Theorem 3, $\hat{\boldsymbol{\theta}}^{*} \xrightarrow{\text { a.s. }} \boldsymbol{\theta}_{0}$. By Lemma 6, we have $\sup _{\boldsymbol{\theta} \in \boldsymbol{\Theta}}|\bar{G}(\boldsymbol{\theta})-G(\boldsymbol{\theta})| \xrightarrow{\text { a.s. }} 0$ with $G(\boldsymbol{\theta}):=E\left\{\frac{\partial}{\partial \boldsymbol{\theta}} g_{t}(\boldsymbol{\theta})\right\}$. Therefore we get

$$
\begin{aligned}
\left|\bar{G}\left(\hat{\boldsymbol{\theta}}^{*}\right)-G\left(\boldsymbol{\theta}_{0}\right)\right| & \leq\left|\bar{G}\left(\hat{\boldsymbol{\theta}}^{*}\right)-G\left(\hat{\boldsymbol{\theta}}^{*}\right)\right|+\left|G\left(\hat{\boldsymbol{\theta}}^{*}\right)-G\left(\boldsymbol{\theta}_{0}\right)\right| \\
& \leq \sup _{\boldsymbol{\theta}^{*} \in \boldsymbol{\Theta}}\left|\bar{G}\left(\boldsymbol{\theta}^{*}\right)-G\left(\boldsymbol{\theta}^{*}\right)\right|+\left|G\left(\hat{\boldsymbol{\theta}}^{*}\right)-G\left(\boldsymbol{\theta}_{0}\right)\right| \xrightarrow{\text { a.s. }} 0 .
\end{aligned}
$$

Let $\Phi:=\lim _{n \rightarrow \infty} \Phi_{n}$ and define $\Psi$ by replacing $\Phi_{n}$ with $\Phi$ in $\Psi_{n}$. Then $\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}$ has the same asymptotic distribution as that of $-\left(G\left(\boldsymbol{\theta}_{0}\right)^{\prime} \Psi G\left(\boldsymbol{\theta}_{0}\right)\right)^{-1} G\left(\boldsymbol{\theta}_{0}\right) \Psi \bar{g}\left(\boldsymbol{\theta}_{0}\right)$. Denote
$B=\operatorname{diag}\left(F^{(1)^{\prime}} \Phi, F^{(2)^{\prime}} \Phi\right)$ and $C=\operatorname{diag}\left(F^{(1)^{\prime}} \Phi F^{(1)}, F^{(2)^{\prime}} \Phi F^{(2)}\right)$. If $\sqrt{n} \bar{g}\left(\boldsymbol{\theta}_{0}\right)$ converges to $N\left(0, \mathbf{V}_{0}\right)$, then by (A.5),

$$
\left(\sqrt{n}\left(\hat{\boldsymbol{\theta}}_{1}-\boldsymbol{\theta}_{01}\right)^{\prime}, \sqrt{n}\left(\hat{\boldsymbol{\theta}}_{2}-\boldsymbol{\theta}_{02}\right)^{\prime}\right)^{\prime} \rightarrow C^{-1} B \mathbf{V}_{0}^{1 / 2} \mathbf{N}(0, \mathbf{I})
$$

Notice that $A_{n} \rightarrow\left[B \mathbf{V}_{0} B^{\prime}\right]^{-1 / 2} C$ under Assumption C8. Then the conclusion follows from the Slutsky's theorem.

Below we prove that $\sqrt{n} \bar{g}\left(\boldsymbol{\theta}_{0}\right)$ converges to $N\left(0, \mathbf{V}_{0}\right)$. By the Wold-device, it is equivalent to show that for any $b=\left(b^{(1)^{\prime}}, b^{(2)^{\prime}}\right)^{\prime}$,

$$
\begin{equation*}
b^{(1)^{\prime}} \frac{\sqrt{n}}{k_{0}(n)} \sum_{t=1}^{k_{0}(n)} f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{01}\right)+b^{(2)^{\prime}} \frac{\sqrt{n}}{n-k_{0}(n)} \sum_{t=k_{0}(n)+1}^{n} f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{02}\right) \tag{A.6}
\end{equation*}
$$

converges to a normal distribution. Recall that for any $p \in\{1,2, \cdots, d\}, E \mathbf{s}_{t, p}=0$ and $E \mathbf{s}_{t, p}^{2}=1$, where $\mathbf{s}_{t, p}$ denotes the $p$ th component of $\mathbf{s}_{t}$. Define $\hat{E} \mathbf{s}_{\ell, k}^{2}:=\frac{1}{n-\ell} \sum_{t=\ell+1}^{n} \mathbf{s}_{t-\ell, k}^{2}$.

Then we have

$$
\begin{align*}
& \frac{\sqrt{n}}{k_{0}(n)} b^{(1)^{\prime}} \sum_{t=1}^{k_{0}(n)} f\left(\boldsymbol{X}_{t}, \boldsymbol{\theta}_{1}\right)=\frac{\sqrt{n}}{k_{0}(n)} \sum_{t=\ell+1}^{k_{0}(n)} \sum_{(p, q, \ell) \in \mathcal{H}} b_{p, q, \ell}^{(1)}\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}-\hat{E} \mathbf{s}_{0, p}^{2} \hat{E} \mathbf{s}_{\ell, q}^{2}\right) \\
&= \frac{\sqrt{n}}{k_{0}(n)} \sum_{t=\ell+1}^{k_{0}(n)} \sum_{(p, q, \ell) \in \mathcal{H}} b_{p, q, \ell}^{(1)}\left\{\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}-1\right)-\left(\mathbf{s}_{t, p}^{2}-1\right)-\left(\mathbf{s}_{t-\ell, q}^{2}-1\right)-1\right\} \\
&-\sqrt{n} \sum_{(p, q, \ell) \in \mathcal{H}} b_{p, q, \ell}^{(1)}\left\{\left(\hat{E} \mathbf{s}_{0, p}^{2} \hat{E} \mathbf{s}_{\ell, q}^{2}-1\right)-\left(\hat{E} \mathbf{s}_{0, p}^{2}-1\right)-\left(\hat{E} \mathbf{s}_{\ell, q}^{2}-1\right)-1\right\} \\
&= \sum_{(p, q, \ell) \in \mathcal{H}} \frac{n}{k_{0}(n)} b_{p, q, \ell}^{(1)} \frac{1}{\sqrt{n}} \sum_{t=\ell+1}^{k_{0}(n)}(1,1,1)\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}-1, \mathbf{s}_{t, p}^{2}-1, \mathbf{s}_{t-\ell, q}^{2}-1\right)^{\prime} \\
&- \sqrt{n} \sum_{(p, q, \ell) \in \mathcal{H}} b_{p, q, \ell}^{(1)}\left(\hat{E} \mathbf{s}_{0, p}^{2}-1\right)\left(\hat{E} \mathbf{s}_{\ell, q}^{2}-1\right) \tag{A.7}
\end{align*}
$$

Let $\tilde{b}_{p, q, \ell}^{(1)}:=\frac{n}{k_{0}(n)} b_{p, q, \ell}^{(1)}$, which is bounded by C5. Since $\sqrt{n}\left(\hat{E} \mathbf{s}_{0, p}^{2}-1\right)=O_{\mathcal{P}}(1)$ and
$\left(\hat{E} \mathbf{s}_{\ell, q}^{2}-1\right)=o_{\mathcal{P}}(1)$ under C6. Then $\sqrt{n} \sum_{(p, q, \ell) \in \mathcal{H}} b_{p, q, \ell}^{(1)}\left(\hat{E} \mathbf{s}_{0, p}^{2}-1\right)\left(\hat{E} \mathbf{s}_{\ell, q}^{2}-1\right)=o_{\mathcal{P}}(1)$ and (A.7) can be rewritten as,

$$
(1,1,1) \frac{1}{\sqrt{n}} \sum_{t=\ell+1}^{k_{0}(n)} \sum_{(p, q, \ell)} \tilde{b}_{p, q, \ell}^{(1)}\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}-1, \mathbf{s}_{t, p}^{2}-1, \mathbf{s}_{t-\ell, q}^{2}-1\right)^{\prime}+o(1)
$$

Letting $\tilde{b}_{t, p, q, \ell}^{(2)}:=\frac{n}{n-k_{0}(n)} b_{p, q, \ell}^{(2)}$, the second term of (A.6) can be similarly rewritten as,

$$
(1,1,1) \frac{1}{\sqrt{n}} \sum_{t=k_{0}(n)+1}^{n} \sum_{(p, q, \ell)} \tilde{b}_{p, q, \ell}^{(2)}\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}-1, \mathbf{s}_{t, p}^{2}-1, \mathbf{s}_{t-\ell, q}^{2}-1\right)^{\prime}+o(1) .
$$

Define $\boldsymbol{Z}_{n, t}=\sum_{(p, q, \ell) \in \mathcal{H}} \tilde{b}_{p, q, \ell}^{(1)}\left(\mathbf{s}_{t, p}^{2} \mathrm{~s}_{t-\ell, q}^{2}-1, \mathrm{~s}_{t, p}^{2}-1, \mathrm{~s}_{t-\ell, q}^{2}-1\right)^{\prime}$ if $t \leq k_{0}(n)$ and $\boldsymbol{Z}_{n, t}=\sum_{(p, q, \ell) \in \mathcal{H}} \tilde{b}_{p, q, \ell}^{(2)}\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}-1, \mathbf{s}_{t, p}^{2}-1, \mathbf{s}_{t-\ell, q}^{2}-1\right)^{\prime}$ if $t>k_{0}(n)$. Then (A.6) is equal to $(1,1,1) \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \boldsymbol{Z}_{n, t}$. By the continuous mapping theorem, it suffices to show that $\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \boldsymbol{Z}_{n, t}$ is asymptotically normal.

To this end, notice that $E\left|\boldsymbol{Z}_{n, t}\right|^{r} \leq C \max _{t, p, q}\left\{E\left(\mathbf{s}_{t, p}^{2} \mathbf{s}_{t-\ell, q}^{2}\right)^{r}, E\left(\mathbf{s}_{t, p}^{2}\right)^{r}, 1\right\}$ for some positive constant $C$. Besides, $E\left(\mathbf{s}_{t, p}^{2}\right)^{r}<\infty$ and $E\left(\mathbf{s}_{t, p}^{2 r} \mathbf{s}_{t-\ell, q}^{2 r}\right) \leq\left\{E\left(\mathbf{s}_{t, p}^{4 r}\right) E\left(\mathbf{s}_{t-\ell, q}^{4 r}\right)\right\}^{1 / 2}<\infty$, where we have used C6 and the Cauchy-Schwarz inequality. Thus, $\left\{\boldsymbol{Z}_{n, t}\right\}$ has finite $r$-th moment. By C6, $\left\{\mathbf{s}_{n, t}\right\}$ is $L_{2}$-NED on $\left\{U_{n, t}\right\}$. Applying Lemma 3, $\left\{\boldsymbol{Z}_{n, t}\right\}$ is also $L_{2^{-}}$ NED on $\left\{U_{n, t}\right\}$ with the same size as that for $\left\{\mathbf{s}_{t, p}\right\}$. Therefore, by [22, Corollary 1], $\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \boldsymbol{Z}_{n, t}$ converges to a normal distribution and the proof is thus completed.

